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A B S T R A C T

Aircraft maintenance design aims to identify strategies that render the aircraft reliable for flight in a cost-
efficient manner. These are often conflicting objectives. Moreover, existing studies on maintenance design
often limit themselves to only one type of maintenance strategy, overlooking other potentially dominating
designs. We propose a framework for aircraft maintenance design with explicit reliability and cost-efficiency
objectives. We explore the design space of a variety of maintenance strategies ranging from traditional time-
based maintenance to predictive maintenance. To explore this design space, we propose an adaptive algorithm
using Gaussian process learning and a novel adaptive sampling method. Gaussian process learning models
rapidly pre-evaluate new maintenance designs, while adaptive sampling selects for further exploration only
those designs that are expected to improve the available Pareto front of maintenance designs. This framework
is illustrated for the maintenance of multi-component aircraft systems with k-out-of-n redundancy. The results
show that novel predictive maintenance designs based on Remaining-Useful-Life prognostics dominate other
maintenance designs, especially in the knee region of the obtained Pareto front, where the most beneficial
balance between conflicting objectives is achieved. Our proposed exploration algorithm also outperforms other
state-of-the-art exploration algorithms with respect to the quality of the Pareto front obtained.
1. Introduction

Aircraft maintenance is key for efficient and reliable aircraft op-
erations, with airlines spending approximately 9.5% of the total op-
erational costs for maintenance [1]. Currently, aircraft maintenance
is designed based on Maintenance Steering Group-3 (MSG-3) [2], ac-
cording to which critical aircraft components with respect to safety,
economics, or operations are maintained at fixed time intervals. This
strategy is referred to as time-based maintenance (TBM) [3]. TBM often
relies on short time intervals (high-frequency) of maintenance tasks,
in order to timely detect severe degradation of critical components,
ensuring high reliability of aircraft. However, this high frequency of
tasks may lead to higher costs with maintenance, or equivalently, to a
decrease in maintenance efficiency.

To further improve the efficiency of aircraft maintenance, novel
technologies such as on-board sensors and aircraft condition monitor-
ing systems have been increasingly utilized. These systems provide
(semi) real-time condition monitoring data for aircraft components.
These new technologies and datasets promote condition-based mainte-
nance (CBM) and predictive maintenance (PdM) strategies. Under CBM,
maintenance tasks are scheduled based on the monitored health con-
dition of components [4]. Under PdM strategies, the health condition
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data of components are further analyzed to predict their Remaining-
Useful-Life (RUL), and to specify optimal maintenance schedules [5,6].
CBM and PdM are expected to improve the reliability and efficiency of
aircraft maintenance, as shown in [7,8] for aircraft engine condition
monitoring. Given these successes, the aviation industry is working to-
wards the integration of CBM and PdM in the design of next-generation
aircraft maintenance [9].

To justify the integration of CBM and PdM strategies in the main-
tenance of aircraft, their performance needs to be analyzed relative
to existing and/or promising maintenance strategies. However, many
existing studies limit themselves to optimizing only one specific main-
tenance strategy (e.g., either a PdM strategy, a CBM strategy, or a
TBM strategy). For instance, [10] uses a genetic algorithm to optimize
the design variables of a CBM strategy, but the dominance of this
CBM strategy is not demonstrated against other maintenance strate-
gies. Also, [11–13] explore only traditional TBM strategies with the
aim of optimizing the inspection intervals. Even when studies com-
pare the performance of their proposed maintenance strategies against
benchmark strategies, the quantity and diversity of these explored
maintenance strategies are limited, e.g., [14–16] consider as bench-
mark only a simple TBM strategy that replaces components at fixed
vailable online 14 October 2021
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intervals. In the context of designing the next-generation aircraft main-
tenance, it is necessary to analyze the dominance of novel strategies
relative to other existing and/or promising TBM, CBM, PdM strategies.

At the same time, aircraft maintenance is inherently a multi-
objective problem with two main, conflicting objectives: (1) to reliably
operate the aircraft without incidents related to maintenance, and
(2) to minimize maintenance cost [2,17]. Strict maintenance regula-
tions [18,19] and system redundancy are in place to ensure system
reliability, while intelligent scheduling of maintenance tasks aims to
reduce the cost with maintenance. However, most existing studies focus
on optimizing maintenance only from a monetary cost perspective,
neglecting maintenance reliability. For example, [15,16] propose main-
tenance strategies such that component inspection and replacement
costs are minimized. Some studies model reliability as a penalty cost:
the cost of stopping system to prevent failure [14], the down-time
cost during maintenance [20,21], the penalty cost of operating failed
components [22], the unavailability cost due to a failed system [23,24].
Ultimately, these reliability-related costs are integrated in a single cost
objective [14,20–24]. However, such a single-objective approach hides
the potential trade-offs between reliability and monetary costs [25]. In
general, existing studies lack a multi-objective approach for the design
of (aircraft) maintenance, where both reliability and cost metrics are
explicitly evaluated.

The main challenge in analyzing the multi-objective dominance
between maintenance designs is the computational cost required, which
increases significantly when considering many types of maintenance
designs. Especially when the computational cost needed to evaluate
the objectives of each design is significant, it is important to effi-
ciently select for analysis only those designs that are expected to be
dominating. This is known as a design space exploration problem [26].

ell-known approaches for this problem are meta-heuristic algorithms
uch as Non-Dominated Sorting Genetic Algorithm-II (NSGA-II) [27,
8]. NSGA-II iteratively selects designs to be analyzed, using operators
pecific to genetic algorithms such as mutation and crossover. More
fficient, novel design space exploration algorithms utilize surrogate
odels to rapidly pre-estimate the objectives of the designs. For in-

tance, Response Surface-based Pareto Iterative Refinement (ReSPIR)
onsiders surrogate models such as linear regression and radial-basis-
unctions [29]. Gaussian process (GP) learning models are also often
sed for an efficient design space exploration [30,31]. For example, Ef-
icient Global Optimization (EGO) utilizes GP models to calculate some
nfill-criteria, and select for analysis those designs that maximize these
nfill-criteria [32,33]. However, the global maximum of infill-criteria is
ften hard to find because of many local maxima, which may not result
n the most efficient selection of new designs to be analyzed [32,34].
s such, further algorithmic improvements are needed to be able to
fficiently select designs to be explored for aircraft maintenance.

In this paper, we propose a framework to design multi-objective air-
raft maintenance with an emphasis on the trade-off between mainte-
ance reliability and cost-efficiency. Our framework considers various
ypes of maintenance strategies, and identifies Pareto optimal aircraft
aintenance designs by adaptively exploring the design spaces of the

onsidered maintenance strategies. For this, we construct a generic
ircraft maintenance model that is used to evaluate multiple objectives
elated to the cost-efficiency and reliability of aircraft maintenance de-
igns by means of Monte Carlo simulation. Since this simulation-based
valuation of maintenance designs is computationally expensive, we
ropose an adaptive design space exploration algorithm that iteratively
dentifies Pareto optimal maintenance designs using Gaussian process
earning models and a novel adaptive sampling method. This adaptive
ampling method uses Gaussian process learning models to pre-estimate
he objectives of the designs. Using these pre-estimations, we select for
urther exploration only those designs whose pre-estimated objectives
re not dominated by the currently available Pareto front.

Our framework is applied for the maintenance of aircraft landing
ear brakes, which is a multi-component aircraft system with 𝑘-out-
2

of-𝑛 redundancy. We show that the RUL-based PdM design achieves 𝐱
the most beneficial balance between cost-efficiency and reliability ob-
jectives, the maximization of the utilization of components being a
cost-related objective, and the minimization of the expected number
of degradation incidents being a reliability-related objective. The re-
sults show that across the domain of the aircraft maintenance design
problem, there are both TBM, CBM and PdM strategies that are Pareto
optimal, i.e., Pareto optimality is not achieved only by one type of
strategy. The results also show that the RUL-based PdM design is
located in the knee region of the Pareto front, where the most beneficial
trade-off between the considered objectives is achieved.

The main contributions of this paper are as follows:

• We explicitly consider reliability-related objectives of aircraft
maintenance, which are often neglected in existing studies on (air-
craft) maintenance or indirectly considered in cost metrics. Using
a multi-objective approach, we analyze the trade-offs between
reliability and cost-efficiency metrics of aircraft maintenance.

• We are able to design maintenance by exploring a wide spectrum
of types of maintenance strategies, ranging from TBM, CBM,
to PdM. With our approach, we show that the reliability–cost-
efficiency Pareto front of aircraft maintenance consists of a mix of
the TBM, CBM and PdM strategies, rather than restricting Pareto
optimality to only one type of strategy.

• We propose an efficient algorithm to explore the design space
of aircraft maintenance using a Gaussian process (GP) learning
model and a novel adaptive sampling method. Our algorithm is
shown to outperform existing design space exploration algorithms
in terms of the number of Pareto optimal designs generated.

• Our framework is expected to support decision-makers to quanti-
tatively analyze novel maintenance strategies from both a relia-
bility and cost-efficient perspective, and ultimately to facilitate a
discussion on the integration of such novel maintenance strategies
into the current paradigm of aircraft maintenance design.

The remainder of this paper is organized as follows. In Section 2, we
formulate the problem of multi-objective aircraft maintenance design.
In Section 3, we propose a framework to address this problem and an
algorithm to adaptively explore the design space of aircraft mainte-
nance. In Section 4, we design the maintenance of landing gear brakes,
and discuss the benefits of novel predictive maintenance designs. In
Section 5, we compare the performance of our proposed algorithm for
the aircraft maintenance design problem, against several algorithms
commonly used for multi-objective design problems. Conclusions are
provided in Section 6.

2. Problem formulation: Multi-objective design of aircraft mainte-
nance

We consider the multi-objective aircraft maintenance design prob-
lem, i.e., we are interested in identifying those maintenance designs
that optimize a set of objectives. Formally, an aircraft maintenance
design is specified by a tuple (𝑠, 𝐱𝑠), where 𝑠 is the strategy type and
𝐱𝑠 is its associated design variables. As an example, consider two types
of maintenance strategies 𝐴 and 𝐵 where:

• according to strategy type 𝐴, a component is replaced with a
brand-new one every 𝐷Rep flight cycles.

• according to strategy type 𝐵, a component is inspected every 𝐷Ins
flight cycles. Upon inspection, the component is replaced if its
degradation level exceeds a threshold 𝜂Rep.

he strategy type 𝑠 ∈ {𝐴,𝐵} specifies the rules according to which
aintenance tasks are executed, and 𝐱𝐴 = [𝐷Rep] and 𝐱𝐵 = [𝐷Ins, 𝜂Rep]

re the vectors of design variables associated with strategy type 𝐴
nd 𝐵, respectively. In this example, the set of considered strategy
ypes is 𝑠 ∈  = {𝐴,𝐵}, and the domains of the design variables are
𝐴 𝐴 + 𝐵 𝐵 +
∈  = Z and 𝐱 ∈  = Z × R. We define the design space
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Fig. 1. Framework of multi-objective aircraft maintenance design.
 of aircraft maintenance by the set of maintenance strategy types
considered (𝑠 ∈ ), and the domain of the design variables of strategy
type 𝑠 (𝐱𝑠 ∈ 𝑠), i.e.,

 = {(𝑠, 𝐱𝑠)|𝑠 ∈  , 𝐱𝑠 ∈ 𝑠}. (1)

Here, 𝐱𝑠 ∈ 𝑠 consists of both continuous and integer variables, while
𝑠 ∈  is a non-numerical variable.

We explore the design space of aircraft maintenance to identify
those maintenance designs (𝑠, 𝐱𝑠) that result in an optimal maintenance
performance. Here, the maintenance performance is defined in terms
of 𝑀 > 1 objectives. Let 𝐟 (𝑠, 𝐱𝑠) = [𝑓1(𝑠, 𝐱𝑠),… , 𝑓𝑀 (𝑠, 𝐱𝑠)] denote the
vector of 𝑀 objectives for a specific maintenance design (𝑠, 𝐱𝑠). For
our study, 𝐟 consists of reliability-related objectives and cost-related
objectives. Some of these objectives are potentially conflicting.

Then the design space exploration to identify those aircraft main-
tenance designs that optimize the set of 𝑀 objectives is formalized as
follows:
min/max 𝑓𝑚(𝑠, 𝐱𝑠), 𝑚 ∈ {1, 2,… ,𝑀}

subject to (𝑠, 𝐱𝑠) ∈ 
(2)

Since we have multiple objectives, the following Pareto dominance
relations apply [35]. For simplicity, in the definition below, we as-
sume that all objectives are minimized. We say that a maintenance
design (𝑠1, 𝐱𝑠1 ) dominates another design (𝑠2, 𝐱𝑠2 ), denoted by 𝐟 (𝑠1, 𝐱𝑠1 ) ≻
𝐟 (𝑠2, 𝐱𝑠2 ), if and only if
(

∀ 𝑚 ∈ {1,… ,𝑀}, 𝑓𝑚(𝑠1, 𝐱𝑠1 ) ≤ 𝑓𝑚(𝑠2, 𝐱𝑠2 )
)

∧
(

∃ 𝑚 ∈ {1,… ,𝑀}, 𝑓𝑚(𝑠1, 𝐱𝑠1 ) < 𝑓𝑚(𝑠2, 𝐱𝑠2 )
)

.
(3)

We say that a maintenance design (𝑠, 𝐱𝑠) is Pareto optimal, if and
only if

∄ (𝑠′, 𝐱𝑠′ ) ∈  such that 𝐟 (𝑠′, 𝐱𝑠′ ) ≻ 𝐟 (𝑠, 𝐱𝑠). (4)

Let ∗ ⊂  denote the set of Pareto optimal maintenance designs,
where

∗ =
{

(𝑠, 𝐱𝑠) ∈ |

|

|

∄(𝑠′, 𝐱𝑠′ ) ∈  such that 𝐟 (𝑠′, 𝐱𝑠′ ) ≻ 𝐟 (𝑠, 𝐱𝑠)
}

. (5)

Also, the Pareto front ∗ is defined as a set of objective vectors of
the Pareto optimal maintenance designs, with

∗ =
{

𝐟 (𝑠, 𝐱𝑠)||
|

(𝑠, 𝐱𝑠) ∈ ∗
}

. (6)

The set of Pareto optimal maintenance designs ∗ and the Pareto
front ∗ are the solutions of the multi-objective design space explo-
ration problem in Eq. (2).

3. Framework for multi-objective design of aircraft maintenance

The design of reliable and cost-efficient aircraft maintenance, given
in Eq. (2) is a complex problem since there are potentially conflicting
objectives. Also, a large number of maintenance designs (𝑠, 𝐱𝑠) from the
design space  need to be analyzed. In this section, we propose a frame-
work to adaptively explore a wide variety of maintenance strategies and
their design variables, and identify Pareto optimal aircraft maintenance
designs. Fig. 1 shows the overview of our framework.
3

Fig. 2. Operation of an aircraft.

3.1. Aircraft maintenance model

To analyze the reliability and efficiency of an aircraft maintenance
design, we first propose a generic aircraft maintenance model [17].
This model considers the operation of aircraft (aircraft arrivals and
departures according to a flight schedule), the degradation process of
aircraft components, and the manner in which maintenance tasks are
performed to address the gradual degradation of components.

Aircraft operation
An aircraft is operated based on a sequence of flight cycles. As

shown in Fig. 2, each flight cycle 𝑖 is defined by a departure time
𝜏dep𝑖 , and a flight-time 𝛥𝜏𝑖, where 𝛥𝜏𝑖 ∼  (𝛥𝜏𝑖, 𝜎2𝑖 ). After the flight, the
aircraft arrives at a destination airport at 𝜏arr𝑖 = 𝜏dep𝑖 + 𝛥𝜏𝑖. The time
between an arrival and the next departure [𝜏arr𝑖 , 𝜏dep𝑖+1] is called ground-
time. During ground-time, maintenance tasks can be performed. If a
maintenance task is not completed until the next scheduled departure
time 𝜏dep𝑖+1 , then the aircraft departs only after the task is completed, with
a delay.

Stochastic degradation of aircraft components
In this study, we focus on the maintenance of aircraft components

whose condition degrades over time due to gradual damage mono-
tonically accumulating over time in a sequence of tiny increments. In
general, various degradation processes follow such degradation pro-
cesses, e.g., wear, erosion, fatigue, corrosion, crack growth, degrading
health index [36].

We model such a degradation process using a Gamma process [36].
Let 𝑍(𝑡) be the degradation level of a component at time 𝑡, which
follows a Gamma process. Then, the degradation of component during
flight cycle 𝑖 is:

𝑍(𝜏arr𝑖 ) −𝑍(𝜏dep𝑖 ) ∼ Gamma(𝛼, 𝛽), (7)

with 𝛼 the shape parameter and 𝛽 the scale parameter of the Gamma
distribution.

During ground-time, if no maintenance task is performed, then
the degradation level of the components remains the same since the
components have not been in use, i.e.,

𝑍(𝜏dep𝑖+1) −𝑍(𝜏arr𝑖 ) = 0. (8)

For a brand-new component, 𝑍(𝑡) = 0. If, however, the degradation
level exceeds a threshold 𝜂, i.e., 𝑍(𝑡) ≥ 𝜂, we say that the component
is inoperable.
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Fig. 3. A realization of the degradation of a component.

Fig. 4. Degradation level data of the aircraft brake [17].

Following Eqs. (7) and (8), 𝑍(𝑡) becomes a piece-wise Gamma
process. A realization of 𝑍(𝑡) for 10 flight cycles is shown in Fig. 3.
The degradation level increases during flight-time, and it remains the
same during ground-time. During the 5th ground-time, maintenance is
performed, the component is replaced with a brand-new one, and the
degradation level is reset to zero.

Remark 1. In [17], we have conducted a data-driven analysis of the
degradation of aircraft landing gear brakes based on actual measure-
ments, and have shown that this degradation follows a Gamma process.
Brake disks of landing gears erode during landing/take-off due to the
heat and friction generated. As a result, the thickness of the brake disks
reduces gradually over time. The thickness of the brake disks is a direct
indicator of the degradation of the brakes. If the thickness of a brake
becomes thinner than a threshold, then the brake is replaced with a
new one. Fig. 4 shows the degradation level of multiple brakes, where
the 𝑌 -axis is the scaled degradation level of the brake, with 𝑍(𝑡) = 0
indicating a new brake and 𝑍(𝑡) = 1 indicating that the brake needs to
be replaced (𝜂 = 1). Based on this data, we apply maximum likelihood
estimation (MLE) to estimate the parameters 𝛼 and 𝛽 of the Gamma
distribution in Eq. (7). A Kolmogorov–Smirnov (KS) test verifies our
hypothesis that the degradation of the brakes follows a Gamma process.

Maintenance tasks
We consider two types of maintenance tasks: component replace-

ments and component inspections [17]. These maintenance tasks are
performed based on a given maintenance design, i.e., the maintenance
design specifies the type (replacement/inspection) and the time when
the tasks need to be executed.

Replacements: When a component is replaced with a new one at
some time 𝑡, the degradation process is reset to 𝑍(𝑡) = 0. For example,
in Fig. 3, the component is replaced after flight cycle 5. The time
spent for a component replacement 𝛥𝑡 is modeled as an exponential
4

Rep
distribution with mean 𝑡Rep, which is the average time spent for a
component replacement, i.e., 𝛥𝑡Rep ∼ Exp(𝑡Rep).

Visual inspections: When a component is visually inspected, the
degradation level is observed with a certain level of error. Let �̂�(𝑡) be
the degradation level observed upon an inspection. Then,

�̂�(𝑡) = 𝑍(𝑡) + 𝜖Ins, (9)

where 𝜖Ins ∼  (0, 𝜎2Ins) is the inspection error. The time spent for an
inspection 𝛥𝑡Ins is assumed to follow an exponential distribution with
mean 𝑡Ins, which is the average time spent for an inspection, i.e., 𝛥𝑡Ins ∼
Exp(𝑡Ins).

Condition monitoring using sensors: For those aircraft equipped with
condition monitoring systems, sensors are used to monitor the degra-
dation level of components. Let �̃�(𝑡) be the degradation level of a
component obtained from sensors at time 𝑡. Then,

�̃�(𝑡) = 𝑍(𝑡) + 𝜖Sen, (10)

where 𝜖Sen ∼  (0, 𝜎2Sen).

Supply management of parts
In our model, for a scheduled replacement, a component is replaced

with a brand-new one from the repair shop. We assume that the new
component is ordered in advance for this task [37,38]. Let 𝐷Plan be the
time needed to order a new component, i.e., the supply lead time. Then,
an order is placed at least 𝐷Plan flight cycles before this scheduled task.

If, however, there is not enough time to order the new component
in advance due to, for instance, an unscheduled maintenance, then
a new component is leased. An unscheduled maintenance occurs when
a severe degradation (�̂�(𝑡) ≥ 𝜂) is observed during an inspection
and the component needs to be promptly replaced in accordance with
relevant regulations/manuals [18,19]. In this case, the operator leases
a new component with an additional leasing cost and maintenance-
related delay [39]. We assume that the time to lease 𝛥𝑡Rep,L follows
an exponential distribution.

3.2. The design space of aircraft maintenance: strategy types and associated
design variables

Maintenance tasks are scheduled, and executed based on a given
aircraft maintenance design, which is defined by a strategy type 𝑠 and
the design variables 𝐱𝑠 associated with this strategy type, i.e.,  =
{(𝑠, 𝐱𝑠)|𝑠 ∈  , 𝐱𝑠 ∈ 𝑠}. In general, our framework can consider any
finite number of strategy types, and any range for the design variables.
We focus on three types of maintenance strategies that are often used
for the maintenance of critical components: time-based maintenance
(TBM) strategy types [3], condition-based maintenance (CBM) strategy
types [4], and predictive maintenance (PdM) strategy types [5].

Under TBM strategies, maintenance tasks are performed at fixed
time intervals. For example, an inspection of the aircraft landing gear
brakes is performed every 50 flight cycles. The time interval at which
an inspection is performed is the design variable of this strategy
type [11,13,20]. In this example, the TBM strategy with the choice of
performing an inspection every 50 flight cycles defines a maintenance
design.

Under CBM strategies, the moment to perform maintenance tasks
is determined based on the observed health condition of the compo-
nents [23,24]. This health condition is identified either using visual
inspections and/or using on-board sensors. For example, under CBM,
an inspection of the aircraft landing gear brakes is performed only
when on-board sensors indicate that the degradation level of the brakes
exceeds a threshold of 90% degradation. In this example, the CBM
strategy with the choice of performing an inspection once a 90%
degradation threshold is exceeded defines a maintenance design.

Under PdM strategies, the Remaining-Useful-Life (RUL) of compo-
nents is predicted using sensor data analytics. With this information,
maintenance tasks are performed in anticipation of a failure [16,21].
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Table 1
Summary of the maintenance strategy types (𝑠) and their design variables (𝐱𝑠) considered in the framework.

Maintenance strategy type (𝑠) Design variables (𝑥𝑠𝑖 ) Range of 𝑥𝑠𝑖

Time-based maintenance (TBM)
Fixed-interval replacement (FIR) 𝑥FIR1 = 𝐷Rep Interval of replacement (FC) [1200, 1500]

Fixed-interval inspection (FII) 𝑥FII1 = 𝐷Ins Interval of inspection (FC) [20, 400]
𝑥FII2 = 𝜂Rep Degradation threshold to replace [0.9, 1.0]

Condition-based maintenance (CBM)

Variable-interval inspection (VII)
𝑥VII1 = 𝑎Ins Parameter of function 𝐷Ins(�̂�) [1, 880]
𝑥VII2 = 𝑏Ins Parameter of function 𝐷Ins(�̂�) [0.9, 1.0]
𝑥VII3 = 𝜂Rep Degradation threshold to replace [0.9, 1.0]

Sensor-based inspection (SBI)
𝑥SBI1 = 𝜂Ins Degradation threshold to inspect [0.7, 0.9]
𝑥SBI2 = 𝐷Ins Interval of inspection (FC) [20, 400]
𝑥SBI3 = 𝜂Rep Degradation threshold to replace [0.9, 1.0]

Sensor-based replacement (SBR) 𝑥SBR1 = 𝜂Rep Degradation threshold to replace [0.9, 1.0]

Predictive maintenance (PdM) Remaining-useful-life-based replacement (RBR) 𝑥RBR1 = 𝜌Rep RUL threshold to replace [0, 50]
For example, under PdM, an aircraft brake is replaced at a moment
indicated by a function of RUL. Also here, the function of RUL is the
design variable of this maintenance strategy [15].

For our analysis, we consider 6 types of maintenance strategies: a
fixed-interval replacement (FIR) and a fixed-interval inspection (FII)
strategy, which are time-based maintenance strategies; a variable-
interval inspection (VII), a sensor-based inspection (SBI), and a sensor-
based replacement (SBR), which are condition-based maintenance
strategies; and a Remaining-Useful-Life-based replacement (RBR) strat-
egy, which is a predictive maintenance strategy. Thus,  = {FIR, FII,
VII, SBI, SBR, RBR}. For each strategy type 𝑠 ∈ , the design variables
𝐱𝑠 and their domains are summarized in Table 1. Below we discuss in
detail each of the six strategy types considered.

Fixed-interval replacement (FIR)
The fixed-interval replacement (FIR) strategy replaces components

at fixed time interval of 𝐷Rep flight cycles. This strategy type uses
neither inspection, nor condition monitoring.

The design space of FIR strategy is defined by one design variable
𝐷Rep, i.e., 𝐱FIR = [𝐷Rep]. We consider the domain of 𝐷Rep as 1200 ≤
𝐷Rep ≤ 1500 based on the expected life cycle of aircraft landing gear
brakes. The expected life cycle of a component following the Gamma
process in Eq. (7) is estimated as 1∕(𝛼𝛽). In [17], we have estimated the
expected life cycle of an aircraft landing gear brake to be approximately
1249 – 1446 flight cycles. Thus, a maintenance design (FIR, [𝐷Rep])
consists of the FIR strategy and a specific value for 𝐷Rep.

Fixed-interval inspection (FII)
The fixed-interval inspection (FII) strategy relies on periodic in-

spections. The moment of component replacement is based on the
degradation level �̂�(𝑡) observed during an inspection [13,17,20]. The
components are inspected every 𝐷Ins flight cycles. If �̂�(𝑡) ≥ 𝜂Rep, then
the replacement of the component is scheduled after 𝐷Plan flight cycles.
Here, 𝐷Plan is the time required to supply required parts. In this study,
we assume 𝐷Plan = 20 flight cycles, which is the average number of
flight cycles for an aircraft in 10 days [1].

The design space of FII strategy is defined by design two variables
𝐷Ins and 𝜂Rep, i.e., 𝐱FII = [𝐷Ins, 𝜂Rep]. We assume that 𝐷Ins ≥ 𝐷Plan flight
cycles since maintenance tasks need to be scheduled 𝐷Plan flight cycles
ahead of its execution. The upper bound of 𝐷Ins is set to 400 flight
cycles, so that we can plan to inspect a brake at least 2 times during its
average life cycle (1249 – 1446 flight cycles) [17]. In the case of 𝜂Rep,
its maximum value is 𝜂 = 1, which is a scaled degradation threshold of
inoperable component (see Section 3.1), and its minimum value is 0.9
assuming a 10% safety margin for replacements. Thus, a maintenance
design (FII, [𝐷Ins, 𝜂Rep]) consists of the FII strategy and specific values
for 𝐷 and 𝜂 .
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Ins Rep
Fig. 5. The next inspection interval 𝐷Ins(�̂�(𝑡)) is defined as a function of the last
inspection result �̂�(𝑡) under VII strategy [24], 𝑎Ins = 180, 𝑏Ins = 0.9.

Variable-interval inspection (VII)
The variable-interval inspection (VII) strategy is proposed to reduce

the number of inspections when the degradation level of a component
is low [24]. The moments of inspections are decided based on the
degradation level �̂�(𝑡) observed during the last inspection. Then, the
next inspection interval 𝐷Ins(�̂�(𝑡)) is determined as follows, [24]:

𝐷Ins(�̂�(𝑡)) = 20 + max
(

(𝑎Ins −
𝑎Ins
𝑏Ins

�̂�(𝑡)), 0
)

, (11)

where 𝑎Ins determines the first inspection interval (20 + 𝑎Ins flight
cycles), and 𝑏Ins is the degradation threshold to perform periodic inspec-
tions with the minimum interval (20 flight cycles). Fig. 5 illustrates an
example of 𝐷Ins, given �̂�(𝑡). When �̂�(𝑡) ≥ 𝑏Ins, inspections are scheduled
at minimum interval, which we assume to be 20 flight cycles, or 10
days [1]. Upon inspection, if �̂�(𝑡) ≥ 𝜂Rep, the VII strategy schedules
a component replacement after 𝐷Plan flight cycles, similar to the FII
strategy.

The design space of VII strategy is defined by three design variables,
𝑎Ins, 𝑏Ins, 𝜂Rep, i.e., 𝐱VII = [𝑎Ins, 𝑏Ins, 𝜂Rep]. The lower bound of 𝑎Ins is set
to be 1 since the VII strategy with 𝑎Ins = 0 is identical to the FII strategy
with 𝐷Ins = 20 flight cycles. The upper bound of 𝑎Ins is set to be 880,
which renders the VII strategy to perform the first inspection after 1000
flight cycles from its replacement. This is lower than the expected life
cycle of aircraft landing gear brakes (1249–1446 flight cycles [17]), and
ensures that at least one inspection takes place before a brake becomes
inoperable. For 𝑏Ins and 𝜂Rep, we explore the range [0.9, 1] considering a
maximum 10% safety margin for inspections and replacements. Thus, a
maintenance design (VII, [𝑎Ins, 𝑏Ins, 𝜂Rep]) consists of the FII strategy and
specific values for 𝑎Ins, 𝑏Ins, and 𝜂Rep.

Sensor-based inspection (SBI)
The sensor-based inspection (SBI) strategy uses sensor monitoring

data �̃�(𝑡) to substitute a part of the inspections by sensor monitoring
and reduce the number of inspections [17,23]. Unlike FII and FIR
strategies, SBI strategy starts the periodic inspections based on the
sensor data �̃�(𝑡) obtained after every flight cycles. If the sensor data
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is below a threshold 𝜂Ins, i.e., �̃�(𝑡) < 𝜂Ins, then inspections are skipped.
If �̃�(𝑡) ≥ 𝜂Ins, a periodic inspection of fixed interval 𝐷Ins is started. Upon
inspection, if �̂�(𝑡) ≥ 𝜂Rep, the component is replaced after 𝐷Plan flight
cycles.

The design space of SBI strategy is defined by three design variables
𝜂Ins, 𝐷Ins, and 𝜂Rep, i.e., 𝐱SBI = [𝜂Ins, 𝐷Ins, 𝜂Rep]. For 𝜂Ins, we explore the
range [0.7, 0.9], so that periodic inspections start at a degradation level
having a 10%–30% safety margin from the threshold of inoperable com-
ponents (𝜂 = 1). Also, 𝜂Rep has a range [0.9, 1.0] considering a maximum
10% safety margin. For 𝐷Ins, the range [20, 400] is considered, similar
to the FII strategy. Thus, a maintenance design (SBI, [𝜂Ins, 𝐷Ins, 𝜂Rep])
consists of the SBI strategy and specific values for 𝜂Ins, 𝐷Ins, and 𝜂Rep.

Sensor-based replacement (SBR)
The sensor-based replacement (SBR) strategy determines the mo-

ment for component replacement based on the last sensor monitoring
data �̃�(𝑡). So, there are no visual inspections performed by mechanics
under SBR strategy [17]. A component is replaced if the sensor indi-
cates a degradation level �̃�(𝑡) higher than a threshold, i.e., if �̃�(𝑡) ≥
𝜂Rep. Since we assume imperfect measurements �̃�(𝑡) with measure-
ment error 𝜖Sen (see Eq. (10)), an early replacement may be triggered
although the true degradation level 𝑍(𝑡) is below a threshold, or a
required replacement may be missed even though the true degradation
level 𝑍(𝑡) exceeds a threshold.

The design space of SBR strategy is defined by one design variable
𝜂Rep, i.e., 𝐱SBR = [𝜂Rep]. For this, we explore the range [0.9, 1], consid-
ering a maximum 10% safety margin from the degradation threshold
of an inoperable component (𝜂 = 1). Thus, a maintenance design
(SBR, [𝜂Rep]) consists of the SBR strategy and a specific value for 𝜂Rep.

Remaining-useful-life-based replacement (RBR)
The Remaining-Useful-Life-based replacement (RBR) strategy is a

predictive maintenance design that uses prognostics of the Remaining-
Useful-Life (RUL) of components to schedule replacements [16,17].
The RUL prognostics are determined based on an analysis of the data
collected by sensors on the degradation of the components [5,6]. The
RUL of a component at time 𝑡 is estimated based on the last available
sensor data {�̃�(𝑡′) for 0 ≤ 𝑡′ ≤ 𝑡}. The following linear model is
considered to estimate the degradation level of a component at time
𝑡 + 𝛥𝑡 [17]:

�̃�(𝑡 + 𝛥𝑡) = 𝑐0 + 𝑐1𝛥𝑡. (12)

The coefficients 𝑐0 and 𝑐1 are updated after every flight cycle based on
the most recent sensor data using the ordinary least square
method [40]. After each flight cycle, the RUL of the component at time
𝑡 is estimated as follows [17]:

min{𝛥𝑡|𝑐0 + 𝑐1𝛥𝑡 ≥ 𝜂} (13)

Finally, if RUL is below a threshold 𝜌Rep, the component is replaced
after 𝐷Plan flight cycles.

The design space of the RBR strategy is defined by one design
variable 𝜌Rep, i.e., 𝐱RBR = [𝜌Rep]. For the lower bound, we consider
𝜌Rep ≥ 0. This ensures that we set a non-negative RUL as a threshold
to perform predictive maintenance. The upper bound of 𝜌Rep is set to
be 50 flight cycles, considering that a replacement is performed after
𝐷Plan = 20 flight cycles from the moment when RUL is predicted to be
below the threshold 𝜌Rep, i.e., 30 flight cycles are considered as a safety
margin. Here, 30 flight cycles are twice the standard deviation of the
error of RUL prediction following Eq. (13). Thus, a maintenance design
(RBR, [𝜌Rep]) consists of the RBR strategy and a specific value for 𝜌Rep.

3.3. Multiple objectives of aircraft maintenance

We consider the following objectives that have been regarded in
literature as key performance indicators for aircraft maintenance [12,
13,17,41,42].
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Fig. 6. An example of multi-component system of aircraft, 8 brakes of wide-body
aircraft [17].

Maximization of mean-cycles-to-replacement (MCTR)
Maximizing the utilization time of components is of high interest in

aircraft maintenance [12]. The utilization of components is evaluated
in terms of the mean-cycles-to-replacement (MCTR), which is defined
as the mean number of flight cycles that a component is utilized
for before it is replaced. Since a large part of the maintenance cost
comes from component replacements, a high MCTR implies that we
are exploiting the component longer and that the cost per unit time is
reduced [12].

Minimization of the expected number of maintenance tasks (𝑁Rep, 𝑁Ins)
The cost with maintenance is often evaluated as the number of

maintenance tasks performed times the cost of individual maintenance
tasks [12,13]. However, the cost of individual aircraft maintenance
tasks is specific to each operator [1], and depends on various factors
such as the skill of the mechanics that execute the task, the moment
when the task is executed, etc. This makes the estimation of the
costs for a specific task challenging. In this study, we assume that
the maintenance cost is represented by the number of maintenance
tasks performed. The goal is to minimize the number of component
replacements (𝑁Rep) and component inspections (𝑁Ins).

Minimization of the expected number of unscheduled replacements (𝑁Uns)
Unscheduled replacements have a negative impact both on the

supply management of parts and on the flight schedule of the aircraft
(see Section 3.1). For example, when there is not enough time to supply
a new component to replace, this may need to be leased at a higher
cost [39]. Also, the task will be performed with delay due to additional
time to acquire the leased part [17,41]. The aim is to minimize the
expected number of unscheduled replacements (𝑁Uns).

Minimization of the expected number of degradation incidents (𝑁Inc)
As an indicator of the reliability of the aircraft maintenance strat-

egy, we consider the expected number of degradation incidents (𝑁Inc)
[17]. We consider a multi-component system having a 𝑘-out-of-𝑛 re-
dundancy, i.e., the system consists of 𝑛 components and requires that
at least 𝑘 components are operable (0 < 𝑘 ≤ 𝑛). If a system with 𝑘-out-
of-𝑛 redundancy has more than (𝑛 − 𝑘) inoperable components, then
we say that a degradation incident occurs. When a degradation incident
occurs, the aircraft needs prompt maintenance before it can perform a
next flight.

Aircraft landing gear brakes are an example of a 𝑘-out-of-𝑛 system.
Wide-body aircraft are equipped with 8 brakes, 4 on each side, as
shown in Fig. 6. According to the minimum-equipment-list (MEL) [18,
19], a minimum of 3-out-of-4 brakes on each side need to be operational
for the aircraft to be able to fly.
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Table 2
Spearman’s rank correlation coefficients between pairs of objectives.

Group-1 Group-2

Cost-related objectives Reliability-related objectives

−MCTR 𝑁Rep 𝑁Ins 𝑁Uns 𝑁Inc 𝑇Delay
MCTR 0.994 0.373 −0.921 −0.939 −0.907
𝑁Rep 0.994 0.371 −0.919 −0.939 −0.907
𝑁Ins 0.373 0.371 −0.191 −0.532 −0.210
𝑁Uns −0.921 −0.919 −0.191 0.876 0.982
𝑁Inc −0.939 −0.939 −0.532 0.876 0.877
𝑇Delay −0.907 −0.907 −0.210 0.982 0.877

Minimization of delay due to maintenance (𝑇Delay)
Delays due to maintenance are another key performance indicator

for maintenance strategies [42]. Delays due to maintenance occur when
the time spent to perform tasks (𝛥𝑡Rep, and 𝛥𝑡Ins) exceeds the scheduled
ground-time (see also Fig. 2 for the definition of ground-time), or when
a new component needs to be leased and an additional time 𝛥𝑡Rep,L is
required to supply this component. The aim is to minimize delays due
to maintenance.

3.4. Crude Monte Carlo simulation of maintenance designs and selection of
conflicting objectives

In this section, we perform crude Monte Carlo simulation to deter-
mine Pareto optimal maintenance designs and analyze the correlation
of multiple design objectives.

Crude Monte Carlo simulation of maintenance designs
Using the aircraft maintenance model in Section 3.1, the strategy

types presented in Table 1 are simulated by means of Monte Carlo
simulation. Although the design variables of each strategy type are
defined on continuous ranges, we sample discrete values for these
variables using a 𝑙-level factorial design (FD) method [43], with 𝑙 = 7.
Using a 7-level FD, the total number of maintenance designs to be
simulated is ∑

𝑠∈ 7𝑁𝑠 , where 𝑁𝑠 is the number of the design variables
of strategy type 𝑠. For our analysis, we considered 3 maintenance
strategies with one design variable (FIR, SBR, RBR), 1 maintenance
strategy with two design variables (FII) and 2 maintenance strategies
with three design variables (VII, SBI), see Table 1. This leads to a total
of 3 ⋅ 71 + 72 + 2 ⋅ 73 = 756 maintenance designs that are simulated.

For each sampled maintenance design, the objectives are evaluated
by means of crude Monte Carlo simulation. We simulate each mainte-
nance design 𝑁MC = 1000 times, and evaluate the mean values of the
objectives observed during the simulations. Each design is simulated
for a period of 10 years of aircraft maintenance.

Analyzing the correlation of the design objectives
Following simulation, we analyze the 6 objectives (MCTR, 𝑁Rep,

𝑁Ins, 𝑁Inc, 𝑁Uns, and 𝑇Delay), of 756 maintenance designs sampled from
different strategy types. Table 2 shows the Spearman’s rank correlation
coefficient [44] of these objectives.

Based on the Spearman’s coefficients in Table 2, we group the ob-
jectives that are positively correlated: −MCTR, 𝑁Rep, and 𝑁Ins (Group
1), and negatively correlated: 𝑁Uns, 𝑁Inc, and 𝑇Delay (Group 2). Group
1 consists of cost-related objectives since the maintenance cost is
reduced as we use components longer (high MCTR), and as we per-
form fewer tasks (low 𝑁Rep and 𝑁Ins). Group 2 consists of reliability-
related objectives, where we aim to minimize the number of unsched-
uled tasks, degradation incidents, and delays. The cost-related and
reliability-related groups of objectives are conflicting.
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Fig. 7. Pareto optimal aircraft maintenance designs using crude Monte Carlo
simulation.

Selection of conflicting objectives
We are interested in maintenance designs that balance cost and

reliability objectives. As such, from each group of objectives in Table 2
we select objectives: MCTR and 𝑁Inc, i.e.,

maximize 𝑓1=MCTR (cost-related objective)
minimize 𝑓2 =𝑁Inc (reliability-related objective)

In general, our proposed framework is not limited to only these two
objectives, and can be readily applicable for any set of objectives.

Pareto front generated using crude Monte Carlo simulation
Fig. 7 shows the Pareto optimal maintenance designs obtained using

crude Monte Carlo simulation of the 756 maintenance designs sampled
for the 2 conflicting objectives 𝑓1 = MCTR and 𝑓2 = 𝑁Inc.

However, the Pareto front in Fig. 7 is not generated efficiently. First,
this Pareto front is obtained after sampling only a small number of
discrete values of the design variables, following 7-level FD method. In
general, we are interested in evaluating the entire, continuous range of
the design variables in Table 1. Moreover, most of the 756 maintenance
designs that have been simulated are dominated. In fact, only 66 out of
756 maintenance designs are actually Pareto optimal. This implies that
most of the computational power is wasted to simulate maintenance
designs that are dominated. Therefore, we need an efficient algorithm
to obtain Pareto optimal maintenance designs by considering the con-
tinuous ranges of design variables, and by adaptively simulating those
maintenance designs expected to be Pareto optimal.

3.5. An adaptive algorithm for multi-objective design space exploration of
aircraft maintenance

In this section, we propose an algorithm to Explore the design
space  of the multi-objective aircraft maintenance problem using
Gaussian process Learning and adaptive SAmpling (ELSA). The main
merit of ELSA is that it adaptively samples the maintenance designs that
are expected to improve the Pareto front of the aircraft maintenance
problem, and simulates only these sampled maintenance designs. With
this, the total number of simulations that need to be conducted is
reduced significantly.

ELSA utilizes Gaussian process (GP) learning models as a surrogate
model of the objectives. The GP model is a flexible non-parametric
model that does not need prior knowledge on the objectives [30,31].
Moreover, the GP model not only provides predictions, but also esti-
mates the uncertainty of the predictions, which is used in the adaptive
sampling step to prevent premature convergence of the design space
exploration.
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Fig. 8. Overview of ELSA.

Fig. 8 shows an overview of ELSA. We first sample initial main-
tenance designs (𝑠, 𝐱𝑠) (Step 1). Iteratively, we evaluate the objective
vectors 𝐟 (𝑠, 𝐱𝑠) of the sampled maintenance designs using MC simula-
tion, and update the Pareto front of the aircraft maintenance problem
(Step 2). Gaussian process (GP) learning models are constructed in Step
3, based on the information acquired in the previous steps. Next, we
adaptively sample new maintenance designs that are expected to be
Pareto optimal, using the GP learning models (Step 4). These newly
obtained maintenance designs are then simulated (back to Step 2).
Steps 2–4 are iterated until some stopping criteria are satisfied. Below
we discuss in detail these steps .

Step 1: Initial sampling of maintenance designs

Initial maintenance designs (𝑠, 𝐱𝑠) are sampled as follows. For each
strategy type 𝑠 ∈ , design variables 𝐱𝑠 are sampled from its domain
𝑠 using an 𝑙-level factorial design (FD) method [43]. The FD method
initializes ELSA without bias, providing evenly distributed data points
over the domain 𝑠 of the design variables [43].

Step 2: Evaluate the objectives of maintenance designs, update pareto front
and training data

In Step 2, we evaluate the objectives 𝐟 (𝑠, 𝐱𝑠) of the sampled main-
tenance designs (see Step 1) using MC simulations of the aircraft
maintenance model in Section 3.1. Let 𝑘 denote the set of mainte-
nance designs whose objectives have been evaluated during iterations
0, 1,… , 𝑘, with 𝑘 ⊂ . Let 𝑘 = {𝐟 (𝑠, 𝐱𝑠)|(𝑠, 𝐱𝑠) ∈ 𝑘} denote the set of
objective vectors that have been evaluated during iterations 0, 1,… , 𝑘.

Having obtained 𝑘 for the set of evaluated maintenance designs
𝑘, ELSA identifies those maintenance designs that are Pareto optimal
∗

𝑘. Thus, the following Pareto front ∗
𝑘 is obtained:

∗
𝑘 =

{

(𝑠, 𝐱𝑠) ∈ 𝑘
|

|

|

∄(𝑠′, 𝐱𝑠′ ) ∈ 𝑘 such that 𝐟 (𝑠′, 𝐱𝑠′ ) ≻ 𝐟 (𝑠, 𝐱𝑠)
}

, (14)

∗
𝑘 = {𝐟 (𝑠, 𝐱𝑠)|(𝑠, 𝐱𝑠) ∈ ∗

𝑘}. (15)

Here, ∗
𝑘 and ∗

𝑘 are approximations of the true Pareto optimal designs
∗ and the true Pareto front ∗, as defined in Eq. (5)–(6). By exploring
additional maintenance designs (𝑠, 𝐱𝑠) ∈ ( −𝑘) in further iterations,
ELSA refines ∗

𝑘 and ∗
𝑘 .

Also, these sampled maintenance designs 𝑘 and their objective
vectors 𝑘 will be used as training data for Gaussian learning models
in Step 3.
8

Step 3: Construct Gaussian process learning models

In Step 3, we construct Gaussian process (GP) learning models using
the Monte Carlo simulation results obtained during iterations 0, 1,… , 𝑘,
i.e., 𝑘 and 𝑘. These GP models are surrogate models that pre-estimate
the objective vector of maintenance designs that have not yet been
evaluated using MC simulation of the aircraft maintenance model. This
pre-estimation is faster than using MC simulations. Therefore, this pre-
estimation is further used in Step 4 of ELSA. Below we explain in detail
how we construct the GP models.

We construct a GP model 𝑠
𝑚 for each strategy type 𝑠, and for

each objective 𝑓𝑚. This 𝑠
𝑚 model assumes that the objective 𝑓𝑚 of

maintenance design (𝑠, 𝐱𝑠), follows a Gaussian process specified by its
mean function and covariance function [30,31]. Assuming a zero prior
mean function, 𝑠

𝑚 is defined as:

𝑓𝑚(𝑠, 𝐱𝑠) ∼ 𝑠
𝑚

(

0, 𝜅𝑠𝑚(𝐱
𝑠, 𝐱′𝑠)

)

, (16)

where 𝜅𝑠
𝑚 is the covariance function, or equivalently a kernel.

At iteration 𝑘 of ELSA, the training data for 𝑠
𝑚 consist of 𝑋𝑠

𝑘 and
𝐹 𝑠
𝑚,𝑘, where 𝑋𝑠

𝑘 is the matrix whose rows are 𝐱𝑠 such that (𝑠, 𝐱𝑠) ∈ 𝑘,
and 𝐹 𝑠

𝑚,𝑘 is the vector whose elements are 𝑓𝑚(𝑠, 𝐱𝑠) such that (𝑠, 𝐱𝑠) ∈
𝑘. For simplicity, in this section we drop the superscript 𝑠 and the
subscript 𝑚 and 𝑘 since the following discussion applies to all strategy
types 𝑠 ∈ , objectives 𝑚 ∈ {1,… ,𝑀}, and iterations 𝑘 = {0, 1,…}.

Having the GP model specified in Eq. (16), the prior distribution of
training data 𝐹 and a test output 𝑓 at a test input 𝐱 is:
[

𝐹
𝑓

]

∼ 
(

𝟎,
[

𝐾(𝑋,𝑋) 𝐾(𝑋, 𝐱)
𝐾(𝐱, 𝑋) 𝐾(𝐱, 𝐱)

]

)

, (17)

where 𝐾(⋅, ⋅) is the covariance matrix calculated by kernel 𝜅(⋅, ⋅). Then,
the posterior distribution of 𝑓 is [30]:

𝑓 |𝑋,𝐹 , 𝐱 ∼ 
(

E[𝑓 ],V[𝑓 ]
)

. (18)

Here, the mean E[𝑓 ] and variance V[𝑓 ] of the posterior distribution are:

E[𝑓 ] = 𝐾(𝐱, 𝑋)
[

𝐾(𝑋,𝑋)
]−1𝐹 , (19)

V[𝑓 ] = 𝐾(𝐱, 𝐱) −𝐾(𝐱, 𝑋)
[

𝐾(𝑋,𝑋)
]−1𝐾(𝑋, 𝐱). (20)

The kernel should be defined based on the characteristics of the
considered problem [30]. We consider the following two character-
istics of aircraft maintenance designs. First, the objective values of
two maintenance designs with similar 𝐱 are correlated, i.e., radial
basis correlation. Second, we assume that the training data 𝐹 contains
uncertainty as they are evaluated by MC simulation of the stochastic
aircraft maintenance model. Based on these two characteristics, we
consider the following compound kernel function:

𝜅(𝐱, 𝐱′) = 𝜅RBF(𝐱, 𝐱′) + 𝜅WN(𝐱, 𝐱′), (21)

where 𝜅RBF is a squared exponential radial basis function (RBF) kernel,
and 𝜅WN is a white noise (WN) kernel [30].

The RBF kernel 𝜅RBF models the correlation of two vectors of the
design variables 𝐱 and 𝐱′ based on an Euclidean distance as follows:

𝜅RBF(𝐱, 𝐱′) = 𝜎2RBFexp

(

−1
2

𝑁
∑

𝑗=1

(𝑥𝑗 − 𝑥′𝑗
𝑙𝑗

)2
)

, (22)

where 𝐱 = [𝑥1,… , 𝑥𝑗 ,… , 𝑥𝑁 ], 𝑙𝑗 is a characteristic length-scale, and
𝜎2RBF > 0 is a scale parameter of RBF kernel. Depending on 𝑙𝑗 , the
intensity of the correlation along design variable 𝑥𝑗 varies, i.e, 𝜅RBF
is an anisotropic kernel. This feature allows us to model the situation
when some design variables 𝑥𝑗 have a larger impact on the objectives
than other design variables [30]. Such an anisotropic correlation is
often observed in the simulation of aircraft maintenance [17].

The WN kernel 𝜅WN models the homogeneous noise in the objective
values in the training data 𝐹 [32]. Formally, 𝜅WN is defined as follows:

𝜅WN(𝐱, 𝐱′) =
{

𝜎2WN, if 𝐱 = 𝐱′

0, otherwise,
(23)

where 𝜎2 > 0 is a noise level.
WN
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Fig. 9. An example of global and local sampling in a 2-dimensional domain 𝑠 of
strategy type 𝑠.

In Eq. (22)–(23), 𝑙𝑗 , 𝜎2RBF and 𝜎2WN are hyper-parameters, and are
optimized using the maximum likelihood estimation [40].

Finally, we train the GP models 𝑠
𝑚 for all strategy types 𝑠 ∈ 

and all objectives 𝑚 ∈ {1,… ,𝑀}. These GP models are further used to
rapidly pre-estimate the objective vectors in Step 4 (adaptive sampling)
of ELSA.

Step 4: Adaptive sampling of maintenance designs

In Step 4, we select new maintenance designs that can potentially
improve the Pareto front ∗

𝑘 obtained in Step 2, using the GP models
constructed in Step 3. These newly selected maintenance designs will
be simulated in a next iteration (𝑘+1). In general, this selection of new
points (maintenance designs) to explore is done by solving infill-criteria
maximization problems with genetic algorithms [32]. However, these
infill-criteria maximization problems are often hard to solve because
of many local maximums and a high computational cost of the infill-
criteria [32,34]. Moreover, this approach rarely identifies new designs
that are Pareto optimal in some applications [45]. To address these
issues, we propose a novel approach to select new maintenance designs
using adaptive sampling as follows.

We first randomly sample 𝐱𝑠 ∈ 𝑠 for all 𝑠 ∈  based on two
approaches: (i) some are sampled from the entire domain 𝑠 uniformly
at random (global sampling), and (ii) the others are sampled near the
already available Pareto optimal 𝐱𝑠 (local sampling). Global sampling
contributes to the exploration for new designs, while local sampling
exploits the current Pareto optimal solutions to generate additional
Pareto optimal maintenance designs.

For global sampling, ELSA chooses 𝐱𝑠 independently of the training
data obtained up to the current iteration (exploration). Specifically, we
sample 𝑛G vectors of the design variables 𝐱𝑠 from 𝑠, uniformly at
random. Using global sampling, ELSA explores the entire domain 𝑠

even when the Pareto optimal solutions are clustered in a small area,
as seen in Fig. 9.

Local sampling is based on the idea that a Pareto optimal design
variable 𝐱𝑠 is likely to be located in the vicinity of other Pareto opti-
mal design variables (exploitation). We sample two vectors of design
variables 𝐱𝑠1 and 𝐱𝑠2 of strategy type 𝑠, and consider a random weight
𝑤, such that

(𝑠, 𝐱𝑠1) ∈ ∗
𝑘, (𝑠, 𝐱𝑠2) ∈ ∗

𝑘, 0 < 𝑤 < 1. (24)

Then, the convex combination of 𝐱𝑠1 and 𝐱𝑠2 with weight 𝑤 is sampled
as:

𝐱𝑠 = 𝑤𝐱𝑠1 + (1 −𝑤)𝐱𝑠2. (25)

Following this approach, we sample 𝑛𝐿 vectors of design variables 𝐱𝑠
from 𝑠. Fig. 9 shows an example of global and local sampling in a
2-dimensional domain 𝑠.

For all the maintenance designs that have been sampled using
global/local sampling, we rapidly pre-estimate their objective vectors
9

Fig. 10. An example of an objective space  during Step 4 of ELSA.

𝐟 (𝑠, 𝐱𝑠) using the GP models discussed in Step 3. Here, since this pre-
estimation using GP models is much faster than using MC simulation,
ELSA can pre-estimate many more design points sampled by global and
local sampling. Let 𝐟 (𝑠, 𝐱𝑠) = [𝑓1(𝑠, 𝐱𝑠),… , 𝑓𝑀 (𝑠, 𝐱𝑠)] be the objective
vector pre-estimated by the GP models, where 𝑓𝑚(𝑠, 𝐱𝑠), 1 ≤ 𝑚 ≤ 𝑀 ,
is the objective value pre-estimated by the GP model 𝑠

𝑚 constructed
in Step 3. For this pre-estimation, ELSA considers both the mean E[𝑓𝑚]
and the variance V[𝑓𝑚] of the GP models’ posterior distribution (see
Eq. (18)–(20)). Assuming that we want to minimize 𝑓𝑚, we pre-estimate
𝑓𝑚 as the lower-limit of the confidence interval of the prediction of 𝑓𝑚
made by the GP model 𝑠

𝑚, i.e.,

𝑓𝑚(𝑠, 𝐱𝑠) ≃ E[𝑓𝑚(𝑠, 𝐱𝑠)] − 𝜁
√

V[𝑓𝑚(𝑠, 𝐱𝑠)], (26)

where 𝜁 ≥ 0 is the width of the confidence interval. Since the lower
limit of this confidence interval is used, the pre-estimation 𝑓𝑚 is under-
estimated relative to the mean E[𝑓𝑚]. The larger V[𝑓𝑚] is, the larger
the under-estimation is. Conversely, if we want to maximize 𝑓𝑚, then
the upper-limit of this confidence interval is used. In this case, the
pre-estimation 𝑓𝑚 is over-estimated.

Next, based on these pre-estimated objective vectors 𝐟 , ELSA selects
only those maintenance designs that have been sampled, and that are
not dominated by the currently available Pareto optimal maintenance
designs. These selected maintenance designs will be simulated in the
next iteration (𝑘+1), i.e., they are added to 𝑘+1. Formally, a sampled
maintenance design (𝑠, 𝐱𝑠) is selected and added to 𝑘+1, when:

(𝑠, 𝐱𝑠) ∈ 𝑘+1⟺
(

∄(𝑠′, 𝐱𝑠′ ) ∈ ∗
𝑘 such that 𝐟 (𝑠′, 𝐱𝑠′ ) ≻ 𝐟 (𝑠, 𝐱𝑠)

)

∧
(

∄(𝑠′, 𝐱𝑠′ ) ∈ 𝑘+1 such that 𝐟 (𝑠′, 𝐱𝑠′ ) ≻ 𝐟 (𝑠, 𝐱𝑠)
)

.

(27)

Fig. 10 shows an example of the adaptive sampling step when
considering the objective space  . Circle-points represent the Pareto
optimal objective vectors obtained during iterations 0, 1,… , 𝑘. Triangle-
points represent the pre-estimated objective vectors 𝐟 (𝑠, 𝐱𝑠) of the sam-
pled maintenance designs. Among them, those maintenance designs
that are not dominated by the current Pareto optimal designs (circle-
points) nor by the other designs sampled at this step (triangle-points),
are selected for simulation in the next iteration (𝑘 + 1), i.e., (𝑠, 𝐱𝑠) ∈
𝑘+1.

This adaptive sampling step enables ELSA to balance between ex-
ploration and exploitation. Here, exploration refers to acquiring more
training data and thus reducing the uncertainty of the GP models. To
explore, ELSA selects maintenance designs that have a high uncer-
tainty V[𝑓𝑚]. These maintenance designs are often located far from
the already evaluated maintenance designs. Exploitation refers to im-
proving the current solutions ∗

𝑘 and ∗
𝑘 using the available training

data set [46]. To exploit, ELSA selects maintenance designs that are
expected to dominate the current Pareto optimal maintenance designs.
During early iterations when the training data set is limited, the GP
models have a high uncertainty V[𝑓𝑚]. Thus, the pre-estimation 𝑓𝑚 (see
Eq. (26)) is influenced mainly by the uncertainty term V[𝑓 ] and less by
𝑚
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Fig. 11. A visualization of hyper-volume indicator 𝑉 at iteration 𝑘 and iteration (𝑘+1).

the mean E[𝑓𝑚]. Therefore, in these early iterations, those maintenance
designs with a high uncertainty are most likely to be chosen. As the
amount of training data increases, the uncertainty of the GP models
decreases, and thus the pre-estimation 𝑓𝑚 is influenced mainly by the
mean E[𝑓𝑚]. If we assume that 𝑓𝑚 is minimized(maximized), then those
maintenance designs with a small(large) mean E[𝑓𝑚] are most likely to
be chosen. As such, taking into account the level of the uncertainty of
the GP models, ELSA balances between exploration and exploitation.

Stopping criteria and quality indicators

At the end of each iteration, ELSA is terminated if one of the follow-
ing stopping criteria is satisfied. First, we consider the computational
cost, i.e., ELSA is terminated when a predefined computational time is
exceeded, or when a predefined number of simulations is exceeded. Sec-
ond, ELSA is terminated when the quality of the solution is satisfactory
or converges. Here, we consider the following two quality indicators
for ELSA:

(i) Hyper-volume indicator
The hyper-volume indicator 𝑉𝑘 is the hyper-volume in the objec-

tive space  covered by a reference point and the available Pareto
front [47,48]. Fig. 11 provides a visualization of the hyper-volume
indicators 𝑉𝑘 and 𝑉𝑘+1 for a 2-dimensional space  of objectives. The
black/blue circle-points denote the Pareto optimal objective vectors
obtained after iteration 𝑘 and (𝑘+1), respectively. The star-point in the
upper-right corner is the reference point. The hyper-volume is mono-
tonically increasing as the number of iterations increases, i.e., 𝑉𝑘 ≤
𝑉𝑘+1, because new Pareto optimal objective vectors always increase
the hyper-volume [47]. Also 𝑉𝑘 is bounded from above by the hyper-
volume indicator of the true Pareto front 𝑉∞, i.e., 𝑉𝑘 ≤ 𝑉∞ [48]. Thus,
𝑉𝑘 monotonically converges to 𝑉∞ as the approximated Pareto front at
iteration 𝑘 (∗

𝑘 ) approaches the true Pareto front (∗).

(ii) The number of Pareto optimal maintenance designs
We count the number of Pareto optimal maintenance designs obtained

after 𝑘 iterations, i.e., |∗
𝑘|. A large |∗

𝑘| implies that the generated
Pareto front is densely populated. Unlike 𝑉𝑘, |∗

𝑘| is not monotonically
increasing. For example, when a newly identified Pareto optimal main-
tenance design dominates many solutions of the previous Pareto front,
then |∗

𝑘| will actually decrease from iteration 𝑘 to iteration (𝑘 + 1).

We say that 𝑉𝑘 represents the degree of exploration of the domains,
while |∗

𝑘| represents the degree of exploitation. This is because 𝑉𝑘 is
sensitive to a new objective vector far from the current Pareto front,
while |∗

𝑘| can be increased by a large number of objective vectors
close to the current Pareto front. For example, in the upper left corner
of Fig. 9, four new solutions are found, but these do not significantly
increase 𝑉𝑘 compared to the increment made by a single new solution
in the lower right corner of Fig. 11.
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Table 3
Parameter values of Gamma process for the aircraft brake degradation model [17]. L

and R indicate whether the brake is on the left or right side of the wing.
Brake location index Side 𝛼 𝛽

1 L 3.350 2.063e−4
2 L 4.146 1.836e−4
3 R 3.546 2.217e−4
4 R 3.390 2.171e−4
5 L 4.667 1.715e−4
6 L 4.100 1.856e−4
7 R 3.068 2.329e−4
8 R 2.583 2.852e−4

4. Case study: Designing maintenance for landing gear brakes

In this section, we apply our proposed framework to explore the
entire design space of aircraft maintenance, i.e., considering both TBM,
CBM and predictive maintenance designs, for landing gear brakes.

4.1. Model parameters

Aircraft landing gear brakes are a 𝑘-out-of-𝑛 multi-component sys-
tem. A wide-body aircraft has 8 landing gear brakes, 4 on each side of
the wings (see Fig. 6). 3 out of 4 on each side need to be operable during
flights to satisfy the manuals/regulations [18,19]. After each take-off
and landing, the brake disks degrade, i.e., the thickness of the brake
disks reduces. In [17], it is shown that this degradation process follows
a Gamma process, and the parameters 𝛼 and 𝛽 are estimated using the
maximum likelihood estimation (MLE) based on the degradation data
of landing gear brakes of a fleet of aircraft (see Table 3). As soon as
the thickness of a brake reduces to half of its original thickness, i.e, as
soon as the degradation level exceeds a threshold 𝜂 = 1, it is required
to replace this brake. In this case, the brakes do not completely lose
their functionality, but they are required to be replaced.

As maintenance tasks for landing gear brakes, we consider re-
placements, visual inspections, and condition monitoring using sensors
(see Section 3.1). Following interviews with maintenance experts, we
assume that the mean time spent for a brake replacement is 3 h
(𝑡Rep = 3hrs). For unscheduled maintenance, we assume an additional
time 𝑡Rep,L = 6hrs is needed to supply the required component. A
visual inspection requires 2 min on average (𝑡Ins = 2min), with 𝜎Ins =
0.0075 [17]. For the condition monitoring systems, the sensor error 𝜎Sen
is assumed to be 0.0204 [17].

4.2. Pareto front of aircraft maintenance designs

We consider the maximization of the mean-cycles-to-replacements,
i.e., max 𝑓1 = MCTR, which is a cost-related objective. For the
reliability-related objective, we minimize the expected number of
degradation incidents of multi-component systems with 𝑘-out-of-𝑛 re-
dundancy, i.e., min 𝑓2 = 𝑁Inc. The explored design space consists of
6 maintenance strategies (see Section 3.2). The ranges of their design
variables are shown in Table 1.

Using ELSA, 195 Pareto optimal designs are identified after sim-
ulating 1035 maintenance designs during 19 iterations, i.e., |∗

19| =
195, and |19| = 1035. The process of iteratively generating Pareto
optimal maintenance designs using ELSA is shown in Fig. 12. Each point
in Fig. 12 represents the objective vector 𝐟 (𝑠, 𝐱𝑠) of one maintenance
design (𝑠, 𝐱𝑠) ∈ 𝑘, where 𝑠 is the strategy type and 𝐱𝑠 are the asso-
ciated design variables. The large circles represent the Pareto optimal
maintenance designs ((𝑠, 𝐱𝑠) ∈ ∗

𝑘), while the small dots represent the
dominated maintenance designs. The cross-points correspond to the
maintenance designs adaptively sampled for the next iteration 𝑘 + 1,
with their objective vectors being pre-estimated using the GP models.

At the initial iteration 𝑘 = 0, a sparse Pareto front is generated,
which consists of 19 Pareto optimal maintenance designs. This front is
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Fig. 12. Development of Pareto front in the first 4 iterations (𝑘 = 0, 1, 2, 3) of ELSA.
obtained after simulating 85 initial maintenance designs, i.e., |∗
0| = 19,

and |0| = 85. As an example, in Fig. 12 the objective vector 𝐟 =
[1361.4, 0.2590] is annotated as MD0, which corresponds to the main-
tenance design specified by the strategy 𝑠 = FII and its design variables
𝐱𝑠 = [147, 0.9667]. This means that when using the maintenance design
MD0, the aircraft components are expected to be utilized for 1361.4
flight cycles on average, and 0.2590 degradation incidents are expected
to occur.

Now, the GP models 𝑠
𝑚 are trained with the training data obtained

at iteration 𝑘 = 0. Using these updated GP models, ELSA adaptively
samples new maintenance designs (𝑠, 𝐱𝑠). Their pre-estimated objective
vectors are shown as cross-points at iteration 𝑘 = 0 in Fig. 12. Here,
these pre-estimated objective vectors include the uncertainty of the GP
models (see Eq. (27)), which is high at iteration 𝑘 = 0 due to the small
training data sets. Thus, the pre-estimated objective vectors are located
far from the current Pareto front.

For these maintenance designs selected at iteration 𝑘 = 0, MC
simulations are conducted at iteration 𝑘 = 1. As a result, ELSA finds
additional Pareto optimal maintenance designs, especially in the region
where the GP models predict new Pareto optimal solutions. As such,
the Pareto front is pushed towards the lower-right corner as shown
for 𝑘 = 1 in Fig. 12. ELSA repeats the same steps of training the
GP models, adaptive sampling, and simulation, for the next iterations
𝑘 = 1, 2, 3,… , 19. During the following iterations, the Pareto front is
gradually improved, identifying new maintenance designs that dom-
inate the old maintenance designs. For example, after iteration 𝑘 =
2, MD0 that was Pareto optimal at 𝑘 = 0, 1 is dominated by other
maintenance designs identified at 𝑘 = 2. Also, it is noted that the
gap between the current Pareto front and the pre-estimated objective
vectors decreases as the uncertainty of the GP models is reduced by
the increased training data sets in iteration 𝑘 = 1, 2, 3. Finally, after
simulating 1035 maintenance designs during 19 iterations, ELSA is
stopped as the predetermined total number of simulations is reached.
11
Fig. 13. Pareto optimal designs of aircraft maintenance strategies obtained by the
proposed framework.

In Fig. 13, the final Pareto front generated by our framework shows
a clear trade-off between cost-related objective (MCTR) and reliability-
related objective (𝑁Inc). In the lower-left part of the front, there are
maintenance designs that have nearly zero degradation incidents (low
𝑁Inc), but achieve this by replacing the components quite early (low
MCTR), wasting the useful life of the components. Such maintenance
designs achieve high reliability in terms of minimizing 𝑁Inc, but utilize
the components inefficiently (small MCTR). On the other hand, the
maintenance designs in the upper-right corner of Fig. 13 may result
in some degradation incidents (high 𝑁Inc), but the components are
utilized for a longer time (high MCTR). Between these two maintenance
designs, there are maintenance designs that balance reliability and cost,
i.e., having moderate 𝑁Inc and MCTR. Such a trade-off is often the
consideration of aircraft maintenance decision-makers.
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Table 4
Examples of 5 Pareto optimal maintenance designs (𝑠, 𝐱𝑠) and their objective vectors 𝐟 = [𝑓1 , 𝑓2]. The table is sorted by the descending order of
MCTR(𝑓1). The objective vectors are also annotated in the Pareto front in Fig. 13.
Annotation Strategy type(𝑠) Design vector (𝐱𝑠) MCTR (𝑓1) 𝑁Inc (𝑓2) Selected under the following preference

MD1 FII [399, 0.9999] 1446.2 0.7387 Maximize MCTR
MD2 SBI [0.9, 200, 0.9982] 1401.1 0.4978 Maximize MCTR while 𝑁Inc ≤ 0.5
MD3 VII [874, 0.9985, 0.9978] 1346.7 0.0985 Maximize MCTR while 𝑁Inc ≤ 0.1
MD-Knee RBR [22.86] 1334.1 0.0049 Knee point
MD4 RBR [29.19] 1327.7 < 10−4 Minimize 𝑁Inc
4.3. Selecting reliable and cost-efficient aircraft maintenance designs

With the knowledge of which maintenance designs are dominating
in terms of reliability and cost, decision-makers are expected to select
a Pareto optimal design that reflects best their preferences. Below we
discuss the selection of a Pareto optimal maintenance design.

Extreme aircraft maintenance designs
From the Pareto front in Fig. 13, there are two extreme maintenance

designs that only maximize MCTR or only minimize 𝑁Inc. These two
extreme maintenance designs are annotated as MD1 and MD4 in Fig. 13
and Table 4. MD1 has the highest MCTR (1446.2 flight cycles), but its
𝑁Inc is worst among all Pareto optimal designs. Design MD1 results in
the highest cost-efficiency by utilizing the components for the longest
time, but leads to the lowest reliability as the expected number of
degradation incidents is highest. At the other extreme, MD4 is the
most reliable but the least cost-efficient maintenance design, having the
smallest 𝑁Inc and the shortest MCTR. If the sole purpose of maintenance
is to reduce the expected degradation incidents regardless of MCTR,
then design MD4 is a suitable choice. However, neither MD1 nor MD4
is usually preferred. Rather, a balance between the two objectives is
desirable.

Preference-based maintenance designs
In practice, aircraft maintenance is often expected to satisfy a

certain level of reliability, e.g., the expected number of degradation
incidents should be smaller than a threshold. When such a threshold-
based preference for one of the objectives is known, then multi-objective
decision making is straightforward. From the available Pareto optimal
maintenance designs, we choose the one with the largest MCTR while
having 𝑁Inc below this threshold. For instance, if the decision-maker’s
preference is to keep 𝑁Inc ≤ 0.5, then the optimal maintenance design
is MD2, which has the largest MCTR among the Pareto optimal designs
having 𝑁Inc ≤ 0.5 (see Fig. 13 and Table 4). Similarly, we annotate the
optimal maintenance designs MD3, when the preferences are 𝑁Inc ≤ 0.1.

Knee point-based maintenance designs
If preferences with respect to the objectives are not known or cannot

be specified, then the knee region of the Pareto front is recommended
for decision-makers [49,50]. The knee region is a convex region of
the Pareto front with a strong curvature. The non-dominated solutions
in the knee region are generally preferred because they provide the
most beneficial trade-off, i.e., an objective is improved significantly at
the cost of a slight deterioration of the other objective. Outside of the
knee region, an objective is significantly deteriorated to achieve a slight
improvement in the other objective.

The knee region of the Pareto front in Fig. 13 is occupied by
maintenance designs using the RBR strategy. In this knee region, the
RBR strategy dominates other types of strategies. This shows that the
RBR strategy balances MCTR and 𝑁Inc, which are conflicting objectives.

The point that achieves the maximum trade-off in the knee region is
known as the knee point, and is defined as follows. Given a Pareto front,
two extreme points 𝐟1 and 𝐟2 are obtained. Then, for a Pareto optimal
point 𝐟 , the angle between two lines 𝐿1(𝐟1, 𝐟 ) and 𝐿2(𝐟2, 𝐟 ) is defined
as the bend angle of 𝐟 . The Pareto optimal point having the maximum
bend angle is defined as the knee point [49,50]. Fig. 14 visualizes this
definition of the knee point.
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Fig. 14. Knee point defined by the bend angle.

Fig. 13 shows that the knee point MD-Knee is also obtained using
the RBR strategy with 𝜌Rep = 22.86, i.e., a replacement is scheduled
when the estimated RUL is smaller than 22.86 flight cycles. Under the
maintenance design MD-Knee, the components are utilized for 1334.1
flight cycles on average, and 0.0049 degradation incidents are ex-
pected. Compared to MD3, MD-Knee has a slightly shorter MCTR (99%
of MD3), but a significantly smaller number of degradation incidents
(5% of MD3). Thus, the MD-Knee shows that the RBR strategy enables
the most beneficial performance with respect to MCTR and the number
of incidents.

Discussion on the benefit of novel predictive strategies for aircraft mainte-
nance

The analysis of the Pareto front shows that novel predictive strate-
gies such as the RBR maintenance strategy has benefits in balancing the
reliability (𝑁Inc) and cost-efficiency (MCTR) of aircraft maintenance.
In fact, the RBR maintenance strategy results in a maximal trade-
off between reliability and cost-efficiency, when compared with TBM
strategies (FIR, FII) and CBM strategies (VII, SBI, SBR). Fig. 13 shows
that the maintenance designs using the RBR strategy dominate all other
strategies in the knee region of the Pareto front.

This performance of the RBR strategy can be explained by the fact
that the use of sensors and data-driven RUL prognostics algorithms
leads to a higher exploitation of components (MCTR) without generat-
ing additional degradation incidents. In contrast, TBM strategies such
as FII and CBM strategies such as VII, SBI, and SBR rely less on data
analytics to plan component replacements, affecting the exploitation
time of the components. This performance of the RBR strategy is
obtained even after we assumed that sensor monitoring is less accurate
than visual inspections (𝜎Sen > 𝜎Ins).

Maintenance designs based on the RBR strategy (MD-Knee and
MD4) show a high performance also for other reliability and cost-
related objectives. Fig. 15 shows that design MD-Knee outperforms the
other Pareto optimal maintenance designs (see Table 4) in terms of
𝑁Uns, 𝑁Inc, and 𝑇Delay. MD-Knee reduces 99% of unscheduled replace-
ments compared to MD1. Thus, most replacements are scheduled in
advance under MD-Knee, which provides early demand information for
the supply management of parts. This is achieved only with a small
increase in the cost-related objectives, e.g., 𝑁Rep of MD-Knee is just
1.3% higher than that of MD3.
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Fig. 15. Multiple objectives of the Pareto optimal designs shown in Table 4.

Fig. 16. RMSE of the pre-estimation made by the GP model at each iteration.

5. Quality of the Pareto front

In this section, we analyze the quality of the Pareto front generated
by ELSA.

5.1. The quality of the pre-estimations made by the GP models

ELSA relies on the pre-estimation of the objectives 𝑓𝑚(𝑠, 𝐱𝑠) made
by the GP model 𝑠

𝑚 during Step 4: adaptive sampling (see Sec-
tion 3.5). At the end of iteration 𝑘, we obtain the objective values of the
adaptively sampled maintenance designs 𝑓𝑚(𝑠, 𝐱𝑠) by means of Monte
Carlo simulation. With this, we determine the root-mean-square-error
(RMSE) between 𝑓𝑚(𝑠, 𝐱𝑠) and the pre-estimation 𝑓𝑚(𝑠, 𝐱𝑠), i.e.,

RMSE =

√

E
𝑘−(𝑘−1)

(

𝑓𝑚(𝑠, 𝐱𝑠) − 𝑓𝑚(𝑠, 𝐱𝑠)
)2

, (28)

where the set 𝑘 − (𝑘−1) denotes the designs that are selected for
simulation at iteration 𝑘.

Fig. 16 shows the RMSE obtained for objectives MCTR and 𝑁Inc
during several iterations of ELSA. Overall, the RMSE is small compared
to the scales of the two objectives shown in the Pareto front in Fig. 13.
This shows that the GP models provide reliable pre-estimations in
the adaptive sampling step of ELSA. In addition, the RMSE decreases
further in later iterations as the GP models are updated with more
training data.
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Fig. 17. (a) Hyper-volume indicator (𝑉𝑘) at iteration 𝑘. (b) Number of Pareto optimal
maintenance strategies (|∗

𝑘|) at iteration 𝑘. (c) The balance between exploration (𝑉𝑘)
and exploitation (|∗

𝑘|).

5.2. The quality of the pareto front obtained using ELSA

Fig. 17 shows the hyper-volume 𝑉𝑘 and the number of Pareto
optimal designs |∗

𝑘| obtained using ELSA. Here, 𝑉𝑘 indicates the level
of exploration achieved by ELSA, while |∗

𝑘| indicates the level of
exploitation achieved.

The results show that the exploration of the design space of aircraft
maintenance is largely achieved in the first iteration (see Fig. 17(a)).
At the initial iteration 𝑘 = 0, 𝑉0 = 0.437. At iteration 𝑘 = 1, the
hyper-volume is increased to 𝑉1 = 0.461, which is 43% of the total
improvement of 𝑉𝑘 during the 19 iterations. This improvement can also
be seen in Fig. 12.

In contrast to the rapid increase of the hyper-volume in the first
iterations, the exploitation of the design space is gradual, as shown in
Fig. 17(b). ELSA starts with 19 non-dominated maintenance designs,
i.e., |∗

0| = 19. During the following 19 iterations, |∗
𝑘| increases

gradually to a total of 195 maintenance designs that are Pareto optimal.
This continuous and gradual increase of |∗

𝑘| in the later iterations is
explained by the fact that ELSA generates many new Pareto optimal
maintenance designs with slightly different design variables. For ex-
ample, ELSA generates maintenance designs (SBI, [0.8034, 169, 0.9997]),
(SBI, [0.8033, 169, 0.9997]), and (SBI, [0.8053, 169, 0.9999]) as Pareto opti-
mal solutions at the iteration 𝑘 = 16, 17, 19 respectively, which are all
very similar Pareto optimal maintenance designs.
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As more training data 𝑘 and 𝑘 are available, ELSA shifts from
more exploration in the early iterations to more exploitation in the later
iterations. This shift is shown in Fig. 17(c). During early iterations 𝑘 =
1, 2, 3, ELSA selects those new maintenance designs that can improve
𝑉𝑘 significantly (exploration). In the later iterations 𝑘 ≥ 5, ELSA selects
those new maintenance designs that can improve |∗

𝑘| (exploitation),
rather than 𝑉𝑘. For example, at iteration 𝑘 = 9, ELSA identifies 13 new
Pareto optimal designs, but the increase of 𝑉𝑘 is modest. This behavior
of ELSA is explained by the fact that the pre-estimation in the adaptive
sampling step considers both the mean and the uncertainty of the GP
models (see Section 3.5).

5.3. Performance of ELSA vs. other algorithms

In this section, the performance of ELSA is compared against the
performance of three state-of-the-art algorithms used to solve multi-
objective optimization problems: NSGA-II [27,28], ReSPIR [29], and
EGO [32,33].

NSGA-II is an evolutionary algorithm often used to solve multi-
objective optimization problems [27,28]. As like traditional genetic
algorithms, NSGA-II iteratively improves the Pareto front of the consid-
ered problem. At each iteration, NSGA-II evaluates the non-dominated
rank of the current Pareto optimal solutions. Then, new maintenance
designs are generated using the typical operations of genetic algo-
rithms: selection, crossover, and mutation. The objectives of these
newly generated maintenance designs are evaluated, and the Pareto
front is updated accordingly. Unlike ELSA where GP models is used
to rapidly pre-estimate the objectives, NSGA-II does not rely on any
surrogate models for the selection of new designs. Thus, NSGA-II selects
new designs without prior knowledge of their objective vectors.

ReSPIR is an algorithm that iteratively generates a Pareto front
using a surrogate model [29]. Similar to ELSA, at every iteration,
ReSPIR (1) simulates several designs, (2) constructs a surrogate model
using radial-basis-functions (RBF), (3) uses this surrogate model to pre-
estimate the objectives of the designs that have not yet been explored,
and (4) among the designs evaluated in step 3, it selects those designs
whose pre-estimated objectives dominate the current Pareto optimal
designs. Although ReSPIR uses a RBF as a surrogate model, the un-
certainty of this surrogate model is not considered. Because of this,
ReSPIR may not explore enough the design space, and may converge
prematurely to a certain area of the design space. In addition, ReSPIR
requires to pre-estimate the objectives of all possible designs, which is
not feasible in the case of aircraft maintenance design where an infinite
number of designs exists due to the fact that there are continuous design
variables. In contrast, ELSA explicitly considers the uncertainty of the
GP learning models, and is able to handle continuous design variables
since it adaptively samples a finite number of maintenance designs.

EGO is also a surrogate-model-based algorithm that iteratively up-
dates the Pareto front [32,33]. Similar to ELSA, EGO uses GP models
as surrogate models. However, while ELSA uses an adaptive sampling
step to select new designs to further explore, EGO selects new de-
signs that maximize an infill-criteria. This infill-criteria is evaluated
using GP models. For our case study, EGO is implemented using an
expected-improvement-matrix-based infill-criteria, which has been shown
to require the least computational time when compared with other
infill-criteria [32,33]. Maximizing this infill-criteria is done using a typ-
ical genetic algorithm. As a last step for EGO, only those maintenance
designs that maximize this infill-criteria are actually simulated in the
next iteration.

For comparison, NSGA-II, ReSPIR and EGO are used to solve the
multi-objective aircraft maintenance design problem formulated in
Eq. (2). Fig. 18 shows that ELSA outperforms EGO, ReSPIR and NSGA-
II by generating a larger hyper-volume 𝑉𝑘 and by identifying a larger
number of Pareto optimal aircraft maintenance designs |∗

𝑘|. Here, the
number of maintenance designs that are simulated |𝑘| is used as a
metric for the computational cost of the algorithms.
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Fig. 18. The performance of ELSA relative to benchmark algorithms EGO, ReSPIR and
NSGA-II.

Fig. 18(a) shows that all four algorithms improve 𝑉𝑘 rapidly in
their early iterations, but ELSA improves 𝑉𝑘 the fastest. ELSA achieves
𝑉3 = 0.479 after simulating only 235 designs, while EGO, ReSPIR, and
NSGA-II achieve the same hyper-volume after simulation many more
designs (770, 614, and 485, respectively). This is explained by the fact
that ELSA explicitly considers the uncertainty of the GP models in
the selection of new designs to be simulated (see Section 3.5). Also,
the final 𝑉𝑘 obtained by ELSA is the largest, which shows that ELSA
explores the design space the most. In fact, EGO, ReSPIR, and NSGA-II
achieve around 98% of the 𝑉𝑘 achieved by ELSA.

Fig. 18(b) shows that ELSA also outperforms the other three al-
gorithms by generating the most Pareto optimal maintenance designs.
Specifically, 195 Pareto optimal designs are identified by ELSA, while
EGO, ReSPIR and NSGA-II identify only 112, 156, 125 Pareto optimal
designs, respectively. Thus, the other algorithms generate only 57−80%
of the Pareto optimal maintenance designs generated by ELSA. Com-
pared to the performance difference in 𝑉𝑘 (exploration), the difference
in |∗

𝑘| is larger in general. This is due to ELSA’s adaptive sampling
step which enables the exploitation of maintenance designs that are
close to the other Pareto optimal solutions. In the case of NSGA-II, for
example, new designs are often significantly different from the already
evaluated designs because of crossover and mutation operations. In the
case of EGO, since the infill-criteria measures the level of exploration
only, the selection of new maintenance designs may not aim to increase
the number of Pareto optimal designs.

6. Conclusion

In this paper, we have proposed a framework to design multi-
objective aircraft maintenance, considering the objectives representing
cost and reliability. For this, we construct a generic aircraft mainte-
nance model that accommodates a variety of types of maintenance
designs. To efficiently select those maintenance designs to be analyzed,
we propose a design space exploration algorithm using Gaussian pro-
cess learning models and a novel adaptive sampling method (ELSA). We
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illustrate the proposed framework for the maintenance design of multi-
component aircraft systems with 𝑘-out-of-𝑛 redundancy, considering
6 different maintenance strategy types which range from traditional
time-based maintenance strategies to novel predictive maintenance
strategies. With our proposed approach, we identify 195 Pareto optimal
maintenance designs.

The obtained Pareto front of maintenance designs shows that the
RUL-based predictive strategy is beneficial in balancing reliability and
cost of maintenance. In particular, this RUL-based strategy dominates
other maintenance strategies in the knee region of the Pareto front
where conflicting objectives are balanced. This result also provides
decision-makers with arguments for transition to novel predictive main-
tenance strategies.

In addition, we also show that ELSA outperforms other state-of-
the-art algorithms by generating a Pareto front with the most non-
dominated designs and the largest hyper-volume. This is due to the fact
that adaptive sampling method of ELSA balances between exploration
and exploitation of the design space.

Last, but not least, our proposed framework is generic and can
readily be applied for the maintenance design of other aircraft sys-
tems, various types of maintenance strategies, and other objectives,
depending on the need of the decision-makers.

As future work, apart from the two objectives considered for the
maintenance of the brakes, we plan to further explore the predictive
maintenance strategies by considering additional objectives that reflect
the interests of the decision-makers such as reliability-related objec-
tives considering different severity levels of the degradation incidents,
and cost-related objectives that explicitly integrate airline-specific cost
models. Furthermore, we aim to apply our proposed aircraft mainte-
nance model for other aircraft systems and structures. In these cases, we
plan to investigate the functional dependency of 𝑘-out-of-𝑛 redundant
systems, and the impact of operational conditions on the degradation
process.
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