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ABSTRACT
In popular crowdsourcing marketplaces like Amazon Mechanical
Turk, crowd workers complete tasks posted by requesters in return
for monetary rewards. Task requesters are solely responsible for de-
ciding whether to accept or reject submitted work. Rejecting work
can directly affect the monetary reward of corresponding workers,
and indirectly influence worker qualifications and their future work
opportunities in the marketplace. Unexpected or unwarranted re-
jections therefore result in negative emotions and reactions among
workers. Despite the high prevalence of rejections in crowdsourc-
ing marketplaces, little research has explored ways to mitigate the
negative emotional repercussions of rejections on crowd workers.
Addressing this important research gap, we investigate whether in-
troducing self-reflection at different stages after task execution can
alleviate the emotional toll of rejection decisions on crowd work-
ers. Our work is inspired by prior studies in psychology that have
shown that self-reflection on negative personal experiences can
positively affect one’s emotion. To this end, we carried out an exper-
imental study investigating the impact of explicit self-reflection on
the emotions of rejected crowd workers. Results show that allowing
workers to self-reflect on their delivered work, especially before
receiving a rejection, has a significantly positive impact on their
self-reported emotions in terms of valence and dominance. Our
findings reveal that introducing a self-reflection stage before work-
ers receive acceptance or rejection decisions on submitted work,
can help in positively influencing the emotions of a worker. These
findings have important design implications towards fostering a
healthier requester-worker relationship and contributing towards
the sustainability of the crowdsourcing marketplace.
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1 INTRODUCTION
Popular crowdsourcing marketplaces such as Amazon’s Mechanical
Turk (MTurk) have attracted an increasing number of people, work-
ing as full-time crowd workers [8, 9]. Workers plying their trade
in such marketplaces, earn their living by completing human intel-
ligence tasks (HITs) published by requesters [22]. The challenges
that workers face on a regular basis due to platform dynamics and
power asymmetry with task requesters, have been studied widely
and are well-documented [27]. An important result of the power
asymmetry is that requesters are solely responsible for deciding
whether to accept or reject submitted work. Work rejections are
ingrained into the fabric of crowdsourcing marketplaces, and often
play a central role in defining worker experiences [13, 32].

Several works in the past have explored and established the
prevalence of unreliable worker behavior in microtasking plat-
forms [10, 14, 24, 26]. Rejection in crowd work can be seen as a
necessary action to ensure high-quality outcomes, making it possi-
ble to provide a signal to the workers who perform sub-optimally
and reward the workers who perform well. However, rejecting sub-
mitted work can have grave consequences on worker reputation
and thereby their future access to work opportunities. Requesters
may reject submitted work due to a variety of reasons – certain
performance thresholds (e.g. based on worker accuracy), work-
ers failing honeypot/attention-check questions spread throughout
the task, or due to post-hoc assessments. Inappropriate rejection
however, can also negatively affect task requesters. While the re-
questers are largely in control of making decisions pertaining to
accepting or rejecting submitted work, the workers can also take
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action when they do not agree with these decisions, by leveraging
external tools [25, 37]. Workers can decide to stop working for
certain requesters and share their experiences with other workers
via online forums [51, 52]. Communication and exchange of expe-
riences among workers can result in checking unreasonable and
unfair task requesters.

Despite the fact that rejections are a part and parcel of crowd
work, little research has explored ways to improve the impact of
rejections on crowd workers. Recent work has shown that rejec-
tions can seriously influence workers’ emotions, and workers in
general are hurt by rejections in crowdsourcing [13]. The authors
attempted to present social comparative explanations in order to
improve the workers’ reaction to rejection, albeit without success.
We aim to address this research gap in this work, by drawing in-
spiration from prior works in psychology. It has been shown that
facilitating self-reflection can lead to low depression [17, 40], and
positive self-images [23]. Although workers may always be able to
self-reflect on their work, we hypothesize that explicitly facilitating
their reflection on different facets of their work, through questions
regarding a particular task they performed, can potentially improve
their reactions to rejection. However, little is currently understood
about the point at which self-reflection can be effective in crowd-
sourcing workflows. Does self-reflection before receiving rejection
decisions on submitted work, improve the emotions of workers? Or
is self-reflection more effective after receiving rejection decisions?
In this paper, we aim to fill this knowledge gap by addressing the
following research questions.

RQ1 Can inducing explicit self-reflection improve the emotional
reactions of crowd workers to rejection?

RQ2 When is self-reflection effective in reducing the emotional toll
of rejections on crowd workers?

Original Contributions. Inspired by prior works in psychology
and education about self-reflection, we propose a new approach
towards improving worker reaction towards rejection by allowing
for explicit self-reflection after a task has been completed. We dis-
cuss our approach towards implementing explicit self-reflection
into HITs, and propose an experiment to evaluate its effectiveness.
The self-reflection component of our experiment is designed to
be modular. This allows the component to be widely applicable
and easy to plug into existing HITs. We set up three experimental
conditions, namely control (no self-reflection), self-reflection before
rejection, and self-reflection after rejection. OnMTurk, we recruited
460 workers in total, to have at least 50 valid rejected workers for
each condition. Results revealed that using self-reflection, espe-
cially before rejection, can effectively improve workers’ reactions
to the rejection, particularly with regard to their happiness. This
work has important implications in improving workers’ negative
reactions, enhancing a healthy requester-worker relationship, and
building a harmonious online work environment in crowdsourcing
marketplaces.

2 RELATEDWORK
2.1 Power Asymmetry and Invisible Labor
A bulk of research in the realm of crowdsourcing over the last
decade has paid a substantial amount of attention to improving

quality-related outcomes. Relatively little work however, has fo-
cused on understanding the challenges faced by crowd workers
and characterizing the hidden factors that shape the quality of their
work. Power asymmetry and invisible labor have been shown to
be widely prevalent in crowdsourcing marketplaces [18, 25, 31, 38].
Within the dynamics of controlling for quality, task requesters enjoy
the most power in crowdsourcing marketplaces. Workers have been
observed to invest huge efforts on underpaid tasks [22], struggle
to make a minimum wage [46], or even get rejected without being
rewarded. Addressing this power imbalance, Irani et al. developed
Turkopticon [25], a system that helped workers to evaluate task re-
questers and check unfair practices. To improve trust dynamics and
empower crowd workers, Gaikwad et al. proposed a self-governed
crowdsourcing marketplace called Daemo [15]. More recently, Fan
et al. designed a novel rewarding mechanism for crowdsourcing
marketplaces that enables crowd workers to share risks and earn
a fair reward [12]. Recent work has shown that such tools and
scripts based on current crowdsourcing marketplaces are effective
in addressing worker invisibility issues by promoting both produc-
tivity and well-being [48]. Complementing such existing works,
in this study we specifically aim to address workers’ reactions to
rejection of their work, and investigate how we can help improve
their emotions in such vulnerable situations.

2.2 Worker Moods, Emotions, and Reactions to
Rejection

A prior study in educational psychology showed that people could
be more productive if they were happier [41]. In the realm of mi-
crotask crowdsourcing, researchers have also found that crowd
workers in a pleasant mood tended to produce outcomes of higher
quality, exhibited better worker engagement, and perceived less
cognitive load [13, 35, 50, 54]. It is useful to note however, that
mood and emotion are neither the same, nor entirely independent,
as explained in previous works [1, 7, 45]. Although both mood and
emotion are valenced affective responses, prior work has elabo-
rately discussed the difference between the two: Firstly, moods
last longer than emotions [7, 45]. Secondly, emotions are always
targeted towards an event/person/object, while moods are globally
diffused [17]. Emotions are more sensitive, representing workers’
subjective perception right after the rejection, while moods reflect
workers’ feelings throughout the whole task. Different tools are
needed to assess both. Some of the relevant instruments to measure
moods and emotions are: Pick-a-Mood [7], the Self Assessment
Manikin [3], the Affective Slider [2], and the Achievement Emo-
tions Questionnaire [33]. In our study, considering the length of a
crowdsourced microtask and the suitability of existing instruments,
we assess workers’ moods and emotions using Pick-a-Mood and
the Self-Assessment Manikin respectively.

Gadiraju et al. [13] conducted experiments to measure the emo-
tional impact of rejections on workers and explored methods to
reduce the emotional toll of rejections. Workers in pleasant moods
were found to exhibit relatively better task performance. Results
revealed that rejected workers exhibited the least joyful emotions,
in-line with previous research [49, 53]. Apart from crowdsourcing,
research on improving reactions to rejections has been explored
in the field of job applications [16, 39]. In contrast to the findings
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of [13], applicants reacted more positively on receiving explana-
tory feedback along with job application rejections, and different
explanations influenced the perception of fairness of the rejections.
The goal of our work is to understand how the reactions to rejec-
tions can be improved to enhance the overall experience of crowd
workers. Note that our work was limited to exploring rejections
that are warranted (i.e., when workers fail to meet a reasonable
accuracy threshold). We ensured that our study complied with the
institutional ethics regulations for human-subjects research.

2.3 The Role of Self-Reflection
Prior work in behavioral psychology has shown a correlation be-
tween a high self-reflection score and a low depression score [17, 40].
Positive self-images have been reported after activities of self reflec-
tion [23]. Others have shown that the influence of self-reflection
can vary depending on the cultural background of individuals [43].
To the best of our knowledge, there are no scientifically formu-
lated instruments to trigger or measure self-reflection of workers in
crowdsourcing tasks. Most self-refection research is focused on eval-
uating one’s own thoughts, feelings, and behavior in a participant’s
life as a whole [4, 36, 42]. Self-reflection processes have been widely
applied in the fields of education and learning, to improve learning
effects, self-efficacy, and achievement [6, 20]. van Velzen proposed a
questionnaire to assess students’ use of self-reflective thinking [44].
Similarly, in the field of education, Pintrich et al. [34] designed a set
of questionnaires to evaluate the effects of motivated strategies in
learning, which also includes an aspect of self-reflection. Moreover,
research in sport has leveraged self-reflection, and designed corre-
sponding questionnaires [5, 21, 29]. Inspired by these prior works,
to help workers self-reflect on their task performance, we designed
a questionnaire based on self-reflection in the field of education.

3 STUDY DESIGN
3.1 Facilitating Self-Reflection
We design the self-reflection step to be modular, so that it can be
plugged into HITs with a minimum development overhead. As an
essential part of the study, to facilitate self-reflection, workers are
asked to respond to a series of ‘Yes/No’, and Likert-type questions,
as shown in Table 1. The questions were designed based on previous
work exploring self-reflection, to allow workers to reflect on the
HITs they just completed, presenting them an outlet to channel
their emotions. These questions are presented in the listing below.

Workers are asked to respond to the self-reflection questions
either before or after completing the tasks, depending on the exper-
imental conditions (described below). The questions are designed
to help find the root cause of success or failure, as seen by the
worker. Therefore, through reflection it is possible for workers to
blame-shift, to criticize their own performance, justify mistakes,
express emotions such as frustration and pride, and to comment
on task fairness, appropriateness, and meaningfulness.

3.2 Measures and Workflow
Figure 1 presents an overview of the workflow in our study. Similar
to prior work that explored ways to mitigate negative emotions
due to rejections in microtask marketplaces [13], we measured

Table 1: Self-reflection questions.

(1) I understood the task.
□ Yes □ No

(2) I spent an appropriate amount of time on the task.
□ Yes □ No

(3) I worked to the best of my abilities on the task.
5-point Likert scale – 1: Disagree to 5: Agree

(4) I have the abilities needed to succeed in this task.
5-point Likert scale – 1: Disagree to 5: Agree

(5) I have completed similar tasks before.
□ Yes □ No

(6) I understand why I was rejected.
5-point Likert scale – 1: Disagree to 5: Agree

(7) The task was well explained.
5-point Likert scale – 1: Disagree to 5: Agree

(8) The task was of a high difficulty.
□ Yes □ No

(9) The task was achievable within the available time.
□ Yes □ No

(10) The task acceptance/rejection criteria are reasonable.
5-point Likert scale – 1: Disagree to 5: Agree

(11) My general opinion on the task:
Open-ended

(12) What I would have liked to see improved next time I do this task:
Open-ended

worker moods before they began working on the tasks, and worker
emotions in the last step of the workflow.
1) Measuring Worker Moods. We use the Pick-A-Mood scale
(PAM) tomeasure worker moods. PAM is a character-based pictorial
scale for mood expression and measurement [7]. Workers are first
asked to self-report their mood (cf.
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worker moods before they began working on the tasks, and worker
emotions in the last step of the workflow.
1) Measuring Worker Moods. We use the Pick-A-Mood scale
(PAM) tomeasure worker moods. PAM is a character-based pictorial
scale for mood expression and measurement [7]. Workers are first
asked to self-report their mood (cf. a1 ), by selecting one out of 9
images that best corresponds to their current mood. The images
represent 8 non-neutral moods and a neutral mood. We capture
worker moods to evaluate whether the mood of the workers (i)
influences their emotional response to rejection, or (ii) mediates the
effectiveness of the self-reflection process. The PAM instrument
can be used with different pictorial characters representing male,
female, and gender-neutral robot images. As shown in Figure 2
(a), we employ the gender-neutral version of PAM to avoid any
potential bias.
2) Microtask Execution. After self-reporting their moods, the
workers are asked to complete a batch of 10 microtasks (cf. a2 ).
The task itself is described in detail in subsection 3.4. Workers are
informed of the potential to complete an additional 10 tasks and
earn the associated rewards. Based on the performance of workers,
measured using output accuracy, the workers are either approved
or rejected from partaking in the additional set of 10 tasks. In line
with the typical quality control thresholds, if workers are able to
achieve an accuracy of at least 70%, they are accepted into the next
stage with additional tasks, or rejected otherwise.
3) Task Acceptance/Rejection. On completing the 10 microtasks,
workers are displayed a message that conveys whether they have
been accepted or rejected. If the performance of workers is below
the 70% threshold, the workers are shown a short message that their
performance was not satisfactory, and that they would not receive
access to the additional paid tasks. They are then asked to continue
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stage with additional tasks, or rejected otherwise.
3) Task Acceptance/Rejection. On completing the 10 microtasks,
workers are displayed a message that conveys whether they have
been accepted or rejected. If the performance of workers is below
the 70% threshold, the workers are shown a short message that their
performance was not satisfactory, and that they would not receive
access to the additional paid tasks. They are then asked to continue
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Figure 1: An overview of the workflow across the three conditions in our study: Control, SR-Rej and Rej-SR. Note that in the
Control condition, there is no self-reflection step.

(a) PAM (b) SAM

Figure 2: (a) Pick-A-Mood scale (PAM) for measuring worker moods; and (b) Self-Assessment Manikin (SAM) for measuring
worker emotions.

to the next stage of the workflow. Otherwise, workers receive the
message that their performance was satisfactory and that they could
access the additional tasks. Through clear instructions, workers
were made aware of the fact that their access to additional work in
our task was dependent on their performance. This is consistent
with how future access to work is dependent on the historical
worker performance in popular crowdsourcing platforms such as
MTurk or Appen.

4) Measuring Worker Emotions. Finally, workers are asked to
self-report their emotions using the Self-Assessment Manikin (cf.
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to the next stage of the workflow. Otherwise, workers receive the
message that their performance was satisfactory and that they could
access the additional tasks. Through clear instructions, workers
were made aware of the fact that their access to additional work in
our task was dependent on their performance. This is consistent
with how future access to work is dependent on the historical
worker performance in popular crowdsourcing platforms such as
MTurk or Appen.

4) Measuring Worker Emotions. Finally, workers are asked to
self-report their emotions using the Self-Assessment Manikin (cf.
a3 ). The SAM is also a pictorial assessment to track the personal
responses of individuals to an effective stimulus. This is done by pre-
senting three dimensions (valence, arousal and dominance) with five
images spanning the spectrum of the dimensions happy-unhappy,
excited-calm, controlled-in control. Workers can then indicate their

current emotion by selecting a value on the scale of each dimension,
using a slider (ranging from 1 to 9). As shown in Figure 2 (b), the
lower the valence score is, the happier the worker is; the higher
the arousal score is, the more calm the worker is; and a higher
dominance score represents that the worker has a stronger sense
of control.

3.3 Experimental Conditions
To investigate the effect of self-reflection on the emotional reactions
of workers to rejection, and address RQ1, we consider three dis-
tinct experimental conditions: 1) Control, 2) Self-Reflection before
Rejection (hereafter referred to as SR-Rej), and 3) Self-Reflection
after Rejection (hereafter referred to as Rej-SR). This is illustrated
in Figure 1, within the Self-reflection stage of the workflow (cf. b1 ,

). The SAM is also a pictorial assessment to track the personal
responses of individuals to an effective stimulus. This is done by pre-
senting three dimensions (valence, arousal and dominance) with five
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to the next stage of the workflow. Otherwise, workers receive the
message that their performance was satisfactory and that they could
access the additional tasks. Through clear instructions, workers
were made aware of the fact that their access to additional work in
our task was dependent on their performance. This is consistent
with how future access to work is dependent on the historical
worker performance in popular crowdsourcing platforms such as
MTurk or Appen.

4) Measuring Worker Emotions. Finally, workers are asked to
self-report their emotions using the Self-Assessment Manikin (cf.
a3 ). The SAM is also a pictorial assessment to track the personal
responses of individuals to an effective stimulus. This is done by pre-
senting three dimensions (valence, arousal and dominance) with five
images spanning the spectrum of the dimensions happy-unhappy,
excited-calm, controlled-in control. Workers can then indicate their

current emotion by selecting a value on the scale of each dimension,
using a slider (ranging from 1 to 9). As shown in Figure 2 (b), the
lower the valence score is, the happier the worker is; the higher
the arousal score is, the more calm the worker is; and a higher
dominance score represents that the worker has a stronger sense
of control.

3.3 Experimental Conditions
To investigate the effect of self-reflection on the emotional reactions
of workers to rejection, and address RQ1, we consider three dis-
tinct experimental conditions: 1) Control, 2) Self-Reflection before
Rejection (hereafter referred to as SR-Rej), and 3) Self-Reflection
after Rejection (hereafter referred to as Rej-SR). This is illustrated
in Figure 1, within the Self-reflection stage of the workflow (cf. b1 ,,
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b2 ). The distinction between the conditions SR-Rej and Rej-SR, is
made to address RQ2 and understand whether the point at which
self-reflection is induced within the workflow has a significant
impact on the emotional reactions of the workers.

Control. The Control condition is used to establish the base-
line emotional reactions of workers, to acceptance and rejection
decisions that are meted out. In the control condition, there is no
self-reflection that is explicitly induced.

Self-Reflection before Rejection. The SR-Rej condition allows
workers to reflect on their work before they know whether it will
be accepted or rejected. This enables the workers to reflect on
whether they think the work they delivered was satisfactory, and
whether the task that they were given was ‘doable’ or ‘fair’. If the
answer to either of the two aforementioned questions was no, the
reflection can potentially allow them to brace for the emotional
impact of being rejected. The workflow for this condition is sim-
ilar to the workflow associated with the Control condition. The
only difference is the introduction of another step between stage 2)
Microtask Execution and 3) Task Acceptance/Rejection of the
workflow — the Self-Reflection. Once the workers have performed
the assigned set of 10 microtasks, they are given the self-reflection
questionnaire, to allow them to self-reflect on their delivered work
(as discussed in Section 3.1). Note that the 6th question is hidden
in this condition.

Self-Reflection after Rejection. Contrary to SR-Rej condition, the
Rej-SR condition enables workers to reflect on their work after
they have been either rejected or accepted. In the case that work
has been rejected, workers will be able to reflect on the work they
have delivered and explore why their work was unsatisfactory.
Whether this transpires, and such an understanding does result
in an improved emotional response to the rejection remains to
be investigated. The workflow of this condition is identical to the
SR-Rej condition, except that the Self-Reflection stage is introduced
between stages 3) Task Acceptance and 4) Measuring Worker
Emotions, rather than between stage 2 and stage 3. This means
that the workers will know whether their performance was deemed
sufficient before their self-reflection.

3.4 Task Design
In order to study the reactions to rejections in crowd work, we
needed to consider a task with a reasonable level of difficulty, that
had the scope to result in worker performance below the 70% ac-
curacy threshold. We therefore employed the publicly available
dataset of information finding tasks from recent work [13]. This
manually curated dataset consists of information finding tasks that
ask workers to find the middle names of famous people. The tasks
are divided into three levels of difficulty, based on the number of
the disambiguation constraints that workers have to consider. Ex-
amples of such aspects are the period in which a said celebrity was
active, and their field of work. An example of a Level − I difficulty
task would be finding the middle name of ‘Daniel Craig’, where as a
Level−I I I task would be finding the middle name of the Ice Hockey
player ‘Brian Smith’, who was active in 1972 [13]. For the 10 mi-
crotasks that workers were asked to complete (cf. a2 ), Level − I I I
difficulty tasks were selected exclusively. Using a pilot study, this

difficulty level was shown to challenge the workers enough to re-
sult in an average worker accuracy of lower than 70%, while still
allowing roughly 30% of workers to complete the tasks successfully
(e.g. with an accuracy of 70% or above).

4 EXPERIMENTAL SETUP
4.1 Platform
We carried out our experimental study on Amazon Mechanical
Turk, considering that it is one of the most popular crowdsourcing
platforms. We continued recruiting workers in each experimental
condition, until we had at least 50 workers who did not manage to
perform with an accuracy of 70% in the set of 10 microtasks. This
was to ensure that we had a fair sample of workers, lending statisti-
cal strength to our comparisons across experimental conditions. All
workers that participate in our experiment are rewarded regardless
of their accuracy. When a worker successfully completes the task
including PAM, 10 microtasks, and SAM, the worker immediately
receives a base payment of USD 0.75 (calculated according to our
pilot experiment to meet the minimum hourly wage of the US).
Workers who perform with an accuracy of above 70% and complete
additional microtasks, are rewarded additionally with USD 0.50
using the bonus function provided by the MTurk platform.

4.2 Quality control
Each worker is only allowed to participate in our study once
throughout our entire experiment, to prevent learning bias. Ex-
tra Javascript code is used to acquire the unique Worker IDs, and
record them on our own server. If a Worker ID already exists in
the database, the task page turns to blank and kindly reminds the
worker to “exit” the HIT since they had already completed the task.
Furthermore, we exclude workers having 0% accuracy owing to
obvious unreliable behavior. Correctly answering at least 1 ques-
tion (out of 10) is the minimum criterion required to include the
corresponding worker in the analysis. Furthermore, we carried out
a manual inspection of the collected data to flag potential unreliable
workers. It is important to note that we did not use any qualifi-
cations (such as worker approval rating, Master workers, etc.) to
restrict participation. This design choice was motivated by our need
to study the reactions to rejection of workers, and explore the ef-
fectiveness of self-reflection in general — not only with respect to a
specific group of workers. Note that we were interested in ensuring
reliability, but less concerned with accuracy of workers as long as
they were completing the tasks with genuine intentions.

5 RESULTS AND ANALYSIS
All raw data, code, and analysis are made available online to pro-
mote open science. 1

5.1 Worker Accuracy
Wekept recruitingworkers in our experiment andmeanwhilemanu-
ally excluded workers who exhibited unreliable behavior [11], until
the number of rejected valid workers (who do not show unreliable
behavior whilst the work accuracy is less than 70%). As described
before, we use high-complexity tasks to increase the “rejection rate”
1https://osf.io/ub7d6/?view_only=a7a4bc39fd4844da9e24870327a622e7
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in an improved emotional response to the rejection remains to
be investigated. The workflow of this condition is identical to the
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that the workers will know whether their performance was deemed
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3.4 Task Design
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of [13], applicants reacted more positively on receiving explana-
tory feedback along with job application rejections, and different
explanations influenced the perception of fairness of the rejections.
The goal of our work is to understand how the reactions to rejec-
tions can be improved to enhance the overall experience of crowd
workers. Note that our work was limited to exploring rejections
that are warranted (i.e., when workers fail to meet a reasonable
accuracy threshold). We ensured that our study complied with the
institutional ethics regulations for human-subjects research.

2.3 The Role of Self-Reflection
Prior work in behavioral psychology has shown a correlation be-
tween a high self-reflection score and a low depression score [17, 40].
Positive self-images have been reported after activities of self reflec-
tion [23]. Others have shown that the influence of self-reflection
can vary depending on the cultural background of individuals [43].
To the best of our knowledge, there are no scientifically formu-
lated instruments to trigger or measure self-reflection of workers in
crowdsourcing tasks. Most self-refection research is focused on eval-
uating one’s own thoughts, feelings, and behavior in a participant’s
life as a whole [4, 36, 42]. Self-reflection processes have been widely
applied in the fields of education and learning, to improve learning
effects, self-efficacy, and achievement [6, 20]. van Velzen proposed a
questionnaire to assess students’ use of self-reflective thinking [44].
Similarly, in the field of education, Pintrich et al. [34] designed a set
of questionnaires to evaluate the effects of motivated strategies in
learning, which also includes an aspect of self-reflection. Moreover,
research in sport has leveraged self-reflection, and designed corre-
sponding questionnaires [5, 21, 29]. Inspired by these prior works,
to help workers self-reflect on their task performance, we designed
a questionnaire based on self-reflection in the field of education.

3 STUDY DESIGN
3.1 Facilitating Self-Reflection
We design the self-reflection step to be modular, so that it can be
plugged into HITs with a minimum development overhead. As an
essential part of the study, to facilitate self-reflection, workers are
asked to respond to a series of ‘Yes/No’, and Likert-type questions,
as shown in Table 1. The questions were designed based on previous
work exploring self-reflection, to allow workers to reflect on the
HITs they just completed, presenting them an outlet to channel
their emotions. These questions are presented in the listing below.

Workers are asked to respond to the self-reflection questions
either before or after completing the tasks, depending on the exper-
imental conditions (described below). The questions are designed
to help find the root cause of success or failure, as seen by the
worker. Therefore, through reflection it is possible for workers to
blame-shift, to criticize their own performance, justify mistakes,
express emotions such as frustration and pride, and to comment
on task fairness, appropriateness, and meaningfulness.

3.2 Measures and Workflow
Figure 1 presents an overview of the workflow in our study. Similar
to prior work that explored ways to mitigate negative emotions
due to rejections in microtask marketplaces [13], we measured

Table 1: Self-reflection questions.

(1) I understood the task.
□ Yes □ No

(2) I spent an appropriate amount of time on the task.
□ Yes □ No

(3) I worked to the best of my abilities on the task.
5-point Likert scale – 1: Disagree to 5: Agree

(4) I have the abilities needed to succeed in this task.
5-point Likert scale – 1: Disagree to 5: Agree

(5) I have completed similar tasks before.
□ Yes □ No

(6) I understand why I was rejected.
5-point Likert scale – 1: Disagree to 5: Agree

(7) The task was well explained.
5-point Likert scale – 1: Disagree to 5: Agree

(8) The task was of a high difficulty.
□ Yes □ No

(9) The task was achievable within the available time.
□ Yes □ No

(10) The task acceptance/rejection criteria are reasonable.
5-point Likert scale – 1: Disagree to 5: Agree

(11) My general opinion on the task:
Open-ended

(12) What I would have liked to see improved next time I do this task:
Open-ended

worker moods before they began working on the tasks, and worker
emotions in the last step of the workflow.
1) Measuring Worker Moods. We use the Pick-A-Mood scale
(PAM) tomeasure worker moods. PAM is a character-based pictorial
scale for mood expression and measurement [7]. Workers are first
asked to self-report their mood (cf. a1 ), by selecting one out of 9
images that best corresponds to their current mood. The images
represent 8 non-neutral moods and a neutral mood. We capture
worker moods to evaluate whether the mood of the workers (i)
influences their emotional response to rejection, or (ii) mediates the
effectiveness of the self-reflection process. The PAM instrument
can be used with different pictorial characters representing male,
female, and gender-neutral robot images. As shown in Figure 2
(a), we employ the gender-neutral version of PAM to avoid any
potential bias.
2) Microtask Execution. After self-reporting their moods, the
workers are asked to complete a batch of 10 microtasks (cf. a2 ).
The task itself is described in detail in subsection 3.4. Workers are
informed of the potential to complete an additional 10 tasks and
earn the associated rewards. Based on the performance of workers,
measured using output accuracy, the workers are either approved
or rejected from partaking in the additional set of 10 tasks. In line
with the typical quality control thresholds, if workers are able to
achieve an accuracy of at least 70%, they are accepted into the next
stage with additional tasks, or rejected otherwise.
3) Task Acceptance/Rejection. On completing the 10 microtasks,
workers are displayed a message that conveys whether they have
been accepted or rejected. If the performance of workers is below
the 70% threshold, the workers are shown a short message that their
performance was not satisfactory, and that they would not receive
access to the additional paid tasks. They are then asked to continue

), Level−I I I
difficulty tasks were selected exclusively. Using a pilot study, this

difficulty level was shown to challenge the workers enough to re-
sult in an average worker accuracy of lower than 70%, while still
allowing roughly 30% of workers to complete the tasks successfully
(e.g. with an accuracy of 70% or above).

4 EXPERIMENTAL SETUP
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Turk, considering that it is one of the most popular crowdsourcing
platforms. We continued recruiting workers in each experimental
condition, until we had at least 50 workers who did not manage to
perform with an accuracy of 70% in the set of 10 microtasks. This
was to ensure that we had a fair sample of workers, lending statisti-
cal strength to our comparisons across experimental conditions. All
workers that participate in our experiment are rewarded regardless
of their accuracy. When a worker successfully completes the task
including PAM, 10 microtasks, and SAM, the worker immediately
receives a base payment of USD 0.75 (calculated according to our
pilot experiment to meet the minimum hourly wage of the US).
Workers who perform with an accuracy of above 70% and complete
additional microtasks, are rewarded additionally with USD 0.50
using the bonus function provided by the MTurk platform.

4.2 Quality control
Each worker is only allowed to participate in our study once
throughout our entire experiment, to prevent learning bias. Ex-
tra Javascript code is used to acquire the unique Worker IDs, and
record them on our own server. If a Worker ID already exists in
the database, the task page turns to blank and kindly reminds the
worker to “exit” the HIT since they had already completed the task.
Furthermore, we exclude workers having 0% accuracy owing to
obvious unreliable behavior. Correctly answering at least 1 ques-
tion (out of 10) is the minimum criterion required to include the
corresponding worker in the analysis. Furthermore, we carried out
a manual inspection of the collected data to flag potential unreliable
workers. It is important to note that we did not use any qualifi-
cations (such as worker approval rating, Master workers, etc.) to
restrict participation. This design choice was motivated by our need
to study the reactions to rejection of workers, and explore the ef-
fectiveness of self-reflection in general — not only with respect to a
specific group of workers. Note that we were interested in ensuring
reliability, but less concerned with accuracy of workers as long as
they were completing the tasks with genuine intentions.

5 RESULTS AND ANALYSIS
All raw data, code, and analysis are made available online to pro-
mote open science. 1

5.1 Worker Accuracy
Wekept recruitingworkers in our experiment andmeanwhilemanu-
ally excluded workers who exhibited unreliable behavior [11], until
the number of rejected valid workers (who do not show unreliable
behavior whilst the work accuracy is less than 70%). As described
before, we use high-complexity tasks to increase the “rejection rate”
1https://osf.io/ub7d6/?view_only=a7a4bc39fd4844da9e24870327a622e7
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of our experiment. Note that “rejection” in our experiments implies
that workers were not given access to more microtasks in the HIT,
and cannot acquire the corresponding additional bonus as a con-
sequence of their performance. This design choice was motivated
by the ethical constraints surrounding rejecting HITs submitted
by workers, which can have negative repurcussions. We therefore
accepted their HITs on the MTurk platform, and fairly paid for their
delivered work regardless of the quality of their work.

In case of the Control condition, we finally recruited 157 work-
ers in total. Of the 157 workers, 50 workers were manually excluded
due to malicious behaviors (0% accuracy or obvious treating ac-
tivities), and 57 workers were accepted (accuracy ≥ 70%), which
results in 50 rejected workers valid for analysis. The average ac-
curacy of the 50 rejected workers was found to be 47.8% (±14.6%).
In the SR-Rej condition, we recruited 148 workers in total. Of the
148 workers, 51 workers were manually excluded and 46 workers
were accepted. Eventually, we have 51 valid rejected workers in this
condition, and the average accuracy of the rejected workers was
found to be 48.0% (±11.6%). Similarly, we recruited 155 workers in
the Rej-SR condition. 61 out of 155 workers were excluded after
our manual inspection, and 44 were accepted. Finally, we have 50
valid rejected workers whose average accuracy is 46.8% (± 14.1%).
Across these three conditions, we found that the percentage of valid
rejected workers ranged between 32% to 34%. A one-way between
subjects ANOVA revealed a lack of statistically significant differ-
ence in the average accuracy of rejected workers across the three
conditions (α = 0.05).

5.2 Worker Emotion Analysis
Table 2 shows emotion scores measured by SAM of rejected work-
ers in three dimensions (valence, arousal, and dominance) and three
experimental conditions. We apply ANOVA tests (α = 0.05), with
the null hypothesis that the mean value is the same over all three
conditions (Control, SR-Rej, and Rej-SR), to explore the impact
of self-reflection on worker emotions. We found a significant differ-
ence across the conditions in the dimension of valence (p = 0.034,
η2 = 0.045). However, we found no significant difference in dimen-
sions of arousal (p = 0.071, η2 = 0.034) and dominance (p = 0.146,
η2 = 0.026).

Considering reasonably small p-values across the three dimen-
sions, we further conducted pairwise independent t-tests to find
which experimental condition was the most effective in terms of
improving workers’ emotions. To account for Type-I errors due
to multiple t-tests (α = 0.05), we used Bonferroni correction. Our
findings are described below with respect to each dimension.

Valence. In terms of the dimension of valence, which can be inter-
preted as the degree to which crowd workers feel happy/unhappy
after being rejected, we found that using self-reflection before rejec-
tion (SR-Rej) could significantly decrease the valence score (mean-
ing that workers felt happier), in comparison with the control con-
dition (p = 0.012, Cohen’s d = 0.516). Self-reflection after rejection
(Rej-SR) could also reasonably enhance workers’ happiness com-
pared to the Control condition, however, we found no statistical
significance in this regard (p = 0.102, Cohen’s d = 0.333).
Arousal. The dimension of arousal explores whether workers feel
calm or excited. We found no significant difference after Bonferroni

correction. Arousal scores of the Control condition and Rej-SR
condition are similar. However, results show that, workers who self-
reflected before the rejection were more excited than the workers
in the Control condition (p = 0.071, Cohen’s d = 0.368) and the
workers who self-reflected after the rejection (p = 0.039, Cohen’s
d = 0.420).
Dominance. As for dominance, we found no significant difference
according to independent t-tests corrected by Bonferroni method.
However, once again, the dominance scores of the Control con-
dition and Rej-SR condition are similar, and workers who self-
reflected before the rejection reported that they felt less in control
compared to the Control condition (p = 0.049, Cohen’s d = 0.400)
and Rej-SR condition (p = 0.156, Cohen’s d = 0.288), without
statistical significance though.
Emotion analysis of accepted workers.We also studied the ef-
fects of self-reflection on accepted workers. We reported the emo-
tional data measured by SAM in Table 2.We use SR-Acc and Acc-SR
to represent accepted workers who were assigned in the conditions
of SR-Rej and Rej-SR respectively. We found no significant differ-
ence across all the dimensions and conditions according to signifi-
cant tests (α = 0.05), meaning self-reflection neither positively nor
negatively affect accepted workers’ emotions.
Summary: We found a significant improvement in the valence of
worker emotions due to self-reflection before rejection, indicating that
it can be effectively used to improve workers’ reactions to rejection.
Particularly, using explicit self-reflection before the rejection can make
workers feel significantly less unhappy about the rejection. Our results
show that self-reflection does not negatively affect the emotions of
workers whose work is accepted.

5.3 Correlation Analysis
To study correlation between worker emotion and worker perfor-
mance, we calculated the correlation coefficients R and correspond-
ing p-values (cf. Table 3). We found that the work performance in
terms of both accuracy and execution time does not significantly
correlated with the worker emotion, across all the three condi-
tions. With all the coefficients of determination R2 less than 0.06,
the presented effects are considered to be very small, meaning the
worker emotion is dominated by more complex factors in crowd
work, rather than simple factors such as worker accuracy and exe-
cution time. The largest correlation coefficient (R = 0.234) is given
by the execution time and the valence score of SR-Rej condition
(p = 0.098). We noticed that the R (and R2) values of the worker
performance (accuracy & execution time) and the dominance score
of Rej-SR condition are extremely small, with quite large p-values
(0.975 and 0.948 respectively). This can be interpreted that the
worker performance cannot affect workers’ emotional dominance
(the degree to which workers feel in control) at all if they self-reflect
after being rejected. Furthermore, we analyzed the correlation be-
tween SAM emotion scores and answers that workers reported in
the self-reflection form. We selected the following four questions
answered by 5-pt likert scales to represent four aspects:Worker
effort is indicated by the 3rd question — I worked at the best of my
abilities on the task; Worker confidence is indicated by the 4th
question — I have the abilities needed to succeed this task; Task clar-
ity is indicated by the 7th question — The task was well explained;
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Table 2: Rejected and accepted worker emotion scores measured by SAM (µ ± σ ) in three dimensions (valence, arousal, and
dominance), of Control Group, Self-reflection before Rejection Group, Self-reflection after Rejection Group.

Rejected workers Accepted workers
Measure Control (N=50) SR-Rej (N=51) Rej-SR (N=50) Control (N=57) SR-Rej (N=46) Rej-SR (N=44)
Valence 4.78 ± 2.71 3.47 ± 2.36 3.92 ± 2.45 2.30 ± 1.72 2.63 ± 2.25 2.34 ± 2.15
Arousal 4.72 ± 2.39 3.84 ± 2.38 4.86 ± 2.47 4.16 ± 2.46 3.89 ± 2.58 5.05 ± 2.50
Dominance 4.92 ± 2.16 4.04 ± 2.24 4.74 ± 2.62 5.47 ± 2.30 5.98 ± 2.55 5.32 ± 2.30

Criteria justifiability is indicated by the 10th question — The task
accept/reject criteria are reasonable.

Calculated correlation coefficients and corresponding p-values
are reported in Table 3.We found that for workers who self-reflected
before rejection (SR-Rej), worker confidence and criteria justifi-
ability seem to be correlated to emotional valance and arousal
(p < 0.08). Particularly, for workers in the SR-Rej condition,
the correlation between worker confidence and emotional arousal
(R = 0.294, R2 = 0.086, p = 0.036), and the correlation between
criteria justifiability and emotional valence (R = 0.278, R2 = 0.077,
p = 0.048) are of statistical significance. However, once again, we
found the corresponding coefficients of determination R2 are very
small (0.07-0.09). This is possibly due to the complex interaction
during task execution, meaning the worker emotion could be deter-
mined by more complex factors. Moreover, workers’ self-reported
dominance was not affected by neither worker performance nor
self-reflection.

Summary: The worker emotion is determined by complex factors
during task execution. We found no evidence that the worker per-
formance can significantly affect the worker emotion. However, we
found that how workers self-reflected on their confidence and criteria
justifiability could correlate to their emotions.

5.4 Mood Analysis
Of 151 rejected workers in total, 78% (N=118) reported pleasant
moods, 13% (N=20) reported unpleasant moods, and only 13 re-
ported a neutral mood. SAM scores of workers’ emotions, catego-
rized by worker moods, are reported in Table 4. Due to limited
number of workers in unpleasant and neutral moods, we did not
carry out statistical significance tests. In terms of valence, work-
ers in the Control condition ended up with similar valence scores
regardless of their initial moods. However, if self-reflection was in-
troduced, either before or after rejection, workers whowere initially
in pleasant moods also tended to report that they were happier after
the task execution. Furthermore, as for arousal, workers in pleasant
moods seem to reported lower arousal scores (more excited), in the
conditions of control and self-reflection before rejection. Finally, dif-
ferences of dominance scores are small in the most conditions. We
found that workers in pleasant moods reported lower dominance
scores, when they self-reflected after the rejection.

Summary:Workers in a pleasant mood tend to react more positively
to task rejections in general. However, this finding is inconclusive due
to the limited number of workers who reported unpleasant moods.

6 DISCUSSION
To address the aforementioned research questions, we recruited
460 online workers on MTurk and conducted an experiment with
three conditions. Our results revealed that using self-reflection in
crowdsourcing can generally enable rejected workers to positively
react to rejections. We found that, adding a self-reflection step for
workers before meting out rejection decisions in particular, can
significantly improve their emotions.

We performed a correlation analysis to explore how worker emo-
tion relates to other common factors in microtask crowdsourcing.
We found that the worker emotion is determined by rather complex
factors during task execution. Results revealed that worker emo-
tions did not follow a linear relationship with their performance
(in terms of worker accuracy and execution time). However, the
worker confidence and criteria justifiability reported in the self-
reflection form were found to be significantly correlated to their
emotions. Corroborating evidence from previous work, we found
that workers in pleasant moods tended to have relatively positive
reactions to rejections in general.

6.1 Implications for Design
Our results show that the modular explicit self-reflection step we
designed in this study is feasible and usable. We suggest that task
requesters could consider using self-reflection to improve workers’
reactions (to rejections), especially for tasks of high complexity and
those with a low acceptance rate.

Managing Negative Reactions. For online crowd workers, nega-
tive emotions emanating due to prevalent dynamics of task rejection
can be demotivating. Task rejection itself can affect worker pro-
files related to their overall (historical) performance, influence their
reputation, and thereby curtail workers’ job opportunities in the
crowdsourcing marketplace (i.e., their future access to tasks). How-
ever, positive emotions can help workers build self-confidence and
encourage continued high-quality work, and help workers in main-
taining and improving their reputation. Our findings demonstrate
that facilitating self-reflection has the potential to assist workers in
improving their emotions.

In this work, we designed a self-reflection step to help work-
ers reflect on their work. This can help workers quickly resume a
positive working attitude, so that their future work quality may
not be affected as a result of negative emotions stemming from
task rejections. Crowdsourcing platforms could consider providing
self-reflection features for workers before they receive rejections.
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Table 3: Linear relationship, measured by the correlation coefficient R, between emotion scores (valence, arousal, and domi-
nance) and worker performance (accuracy and execution time), across three experimental conditions.

Valence Arousal Dominance

Control SR-Rej Rej-SR Control SR-Rej Rej-SR Control SR-Rej Rej-SR

Worker
Performance

Worker accuracy
R = 0.104
(p = 0.472)

R = −0.060
(p = 0.678)

R = 0.120
(p = 0.405)

R = 0.074
(p = 0.610)

R = −0.211
(p = 0.137)

R = 0.149
(p = 0.303)

R = 0.185
(p = 0.200)

R = −0.118
(p = 0.408)

R = 0.005
(p = 0.975)

Execution time
R = −0.168
(p = 0.244)

R = 0.234
(p = 0.098)

R = 0.090
(p = 0.536)

R = −0.194
(p = 0.177)

R = 0.067
(p = 0.638)

R = 0.049
(p = 0.737)

R = −0.021
(p = 0.883)

R = 0.224
(p = 0.115)

R = 0.009
(p = 0.948)

Self-
Reflection

Worker effort - R = 0.148
(p = 0.300)

R = −0.191
(p = 0.183) - R = 0.197

(p = 0.165)
R = −0.062
(p = 0.666) - R = 0.139

(p = 0.332)
R = −0.190
(p = 0.185)

Worker confidence - R = 0.255
(p = 0.071)

R = −0.180
(p = 0.211) - R = 0.294

(p = 0.036)
R = −0.048
(p = 0.739) - R = 0.140

(p = 0.328)
R = −0.216
(p = 0.132)

Task clarity - R = 0.073
(p = 0.611)

R = 0.061
(p = 0.674) - R = 0.120

(p = 0.400)
R = 0.151
(p = 0.295) - R = 0.090

(p = 0.530)
R = 0.061
(p = 0.675)

Criteria justifiability - R = 0.278
(p = 0.048)

R = −0.099
(p = 0.492) - R = 0.250

(p = 0.077)
R = 0.101
(p = 0.482) - R = 0.152

(p = 0.288)
R = 0.111
(p = 0.443)

Table 4: Emotional reactions of rejected workers (µ ± σ ) in 3 dimensions (valence, arousal, and dominance) across different
moods (pleasant and unpleasant).

Control SR-Rej Rej-SR
Measure Pleasant (N=39) Unpleasant (N=6) Pleasant (N=38) Unpleasant (N=8) Pleasant (N=41) Unpleasant (N=6)

Valence 4.67 ± 2.78 4.50 ± 2.56 3.32 ± 2.26 3.88 ± 2.32 3.63 ± 2.33 5.67 ± 1.80
Arousal 4.54 ± 2.38 5.17 ± 2.48 3.63 ± 2.28 4.25 ± 2.28 5.00 ± 2.51 4.83 ± 2.19
Dominance 4.84 ± 2.29 5.00 ± 1.29 4.08 ± 2.07 4.00 ± 2.29 4.76 ± 2.67 5.67 ± 1.70

Our work has important implications on improving workers’ neg-
ative reactions when the acceptance requirement is too strict or
inappropriate. However, we continue to urge task requesters to
take responsibility in avoiding unreasonable rejections.

Enhancing Requester-Worker Relationships. The sustainabil-
ity of a crowdsourcing marketplace largely depends on the relation-
ship between task requesters and workers. Task rejection, an issue
that is discussed frequently in groups and forums where workers
share their experiences stalls the formation of a healthy and strong
requester-worker relationship. With the use of self-reflection, work-
ers could potentially feel less unhappy when their tasks are rejected,
and the requesters could potentially feel less stressed when they
are dealing with poor quality, invalid, or suboptimal submissions.
Giving workers an opportunity to self-reflect on their performances
by actively including such as design intervention, requesters can
hope to garner worker appreciation and in turn maintain their
reputation. According to our findings, explicit self-reflection can
significantly improve workers’ emotions, which can pave way for
long-term benefits.

Building A Harmonious Online Work Environment. There
has been a gradual increase in the number of people who moved
their workplaces partly or totally online [28, 30]. Unlike traditional
work, the mental/physical conditions, well-being and satisfaction
of workers in online freelancing marketplaces (such as microtask
crowdsourcing platforms) has not been well-studied. Recent re-
search in the realm of crowdsourcing has focused on improving

quality-related outcomes to a greater extent than understanding
and improving online work environments.

We empirically found that self-reflection can be an effective tool
in bringing positive emotions to workers facing rejections, and does
not negatively affect workers providing high-quality submissions.
This can therefore serve as a useful tool to improve task dynamics
and online work environments. In this study, we added the self-
reflection step to microtask crowdsourcing using a modular design.
This can make self-reflection a simple and generic approach to
assist crowdsourcing stakeholders in building a harmonious online
work environment with a little overhead.

6.2 Caveats, Limitations, and Future Work
Inspired by previous work, we designed a self-reflection form suit-
able for microtask crowdsourcing [6, 20, 34, 41, 44]. A correlation
analysis revealed that workers’ emotions can be significantly related
to how workers self-reflect on their own performances and tasks. In
this study, our designed self-reflection form is mainly used to guide
workers to complete the self-reflection step. We are aware that a
well-designed self-reflection form can be used to assess whether the
workers blame the task or themselves for the rejection. Exploring
and optimizing the self-reflection form itself was beyond the scope
of this work. We did not investigate whether workers shouldered
the blame for their rejection themselves or shifted their blame to
the tasks (requesters). Gathering such data would enable us to un-
derstand whether those workers who shoulder the responsibility
of their task rejections exhibit relatively more positive reactions to

81



Improving Reactions to Rejection in Crowdsourcing Through Self-Reflection WebSci ’21, June 21–25, 2021, Virtual Event, United Kingdom

rejection. Future work could focus on the design of self-reflection
questionnaires to achieve an optimal effect on the worker emotion
in microtask crowdsourcing.

Prior studies have shown the evidence that worker moods could
significantly affect quality-related outcomes and worker experi-
ences [13, 35, 50, 54]. In this study, results revealed that workers
in a pleasant mood tend to positively react to rejections. However,
due to the unbalanced distribution of moods (a phenomenon that
was also reported in previous crowdsourcing studies), the limited
number of workers in unpleasant and neutral moods limit statistical
significance testing. Future experiments can reply on recruiting
sufficient participants informed by an apriori power analysis to
study the correlation between worker moods and worker reactions
to rejection.

In this work, we did not find specific factors that could signifi-
cantly affect workers’ emotions. This is possibly due to workers’
emotional management skills, meaning that some workers could
manage and suppress their negative emotions even before the self-
reflection session [19]. More work is required to study the influence
of this potential confound.

A study exploring reaction to rejections of crowd workers needs
to account for ethical implications. In our study, we only “reject”
workers in terms of restricting their access to more microtasks,
depriving them of the additional rewards. We however accepted
their HITs on MTurk regardless of the output quality. Therefore, the
overall approval rates and future job opportunities of these workers
on MTurk was not influenced. In terms of the generalizability of the
findings, we were constrained to studying the emotional reactions
of workers when their work was rejected and the consequence was
their lack of access to additional tasks within our setup, as opposed
to the consequence that would directly hinder their reputation on
the platform and their general access to tasks thereafter. We believe
that studying the emotional reactions to rejection within our setup
is a reasonable proxy — in comparison to platform-level rejection
that would directly hinder workers’ reputation and their general
access to tasks thereafter — since the latter would reflect higher
stakes and a potentially greater emotional impact. Since we found
self-reflection to be effective in improving the emotions of workers
in our setup with relatively lower stakes, we envision a similar
impact in the latter context.

In this study, we did not consider monetary incentives, while
prior work has shown that that workers generally value their work
time and optimize for monetary rewards [47, 48]. However, in-
herent gratification obtained through successful task completion,
irrespective of other material compensation interacts on a primal
level with workers’ motivation for tasking, and experiencing mean-
ingfulness is a critical psychological state [54]. Due to the fact
that self-reflection does not require a significant amount of time,
we believe that there is a practical utility to this method. Future
work could explore methods to effectively engage workers in self-
reflection with improved trade-offs with regard to time, and explore
the interesting suggestion of using a small monetary reward to im-
prove reactions to rejection.

7 CONCLUSIONS
We recruited 460 unique crowd workers from MTurk to investi-
gate the effect of self-reflection in improving worker reactions to
rejections. We carried out a between-subjects crowdsourcing study
with information finding HITs across three conditions (control con-
dition without self-reflection, self-reflection before rejection, and
self-reflection after rejection). We found that using self-reflection,
especially before rejection, can effectively improve the emotion of
rejected workers, while it does not negatively affect the emotion
of accepted workers. We also investigated the influence of worker
performances and worker moods. Our findings reveal that using
self-reflection in crowdsourcing tasks has important implications
on fostering an emotionally healthy crowdsourcing marketplace.
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