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Summary
The Internet has revolutionized the way we live. It has enabled applications far beyond
what it was originally built for, and it will continue to exceed our expectations for the
future.

Quantum computers, and the network that will connect them—the Quantum Internet—
are likely going to follow the same path. Differently from normal computers, quantum
computers can share a property called entanglement, which allows the qubits (quantum
bits) to be connected at a much more fundamental level. This property enables a range of
new applications that span secure communication to enhanced metrology.

Over the past fifteen years, significant progress has been made in connecting rudimen-
tary quantum network nodes via long-distance entanglement. Several quantum platforms
have demonstrated entanglement generation between two physically separated qubits. In
this thesis we take a significant step forward, both in terms of experimental complexity
achieved, and in the abstraction of said complexity for future developments. Moving past
two-node experiments required a fundamental redesign of our experimental apparatus, as
well as developing the capabilities to control simultaneously the additional node.

The first result of this thesis is building a three-node entanglement-based quantum
network. We demonstrated distribution of Greenberger-Horne-Zeilinger states over the
network, as well as a building block for larger networks: entanglement swapping. Dif-
ferently from previous multi-node demonstrations, which relied on post-selection, our
network is able to perform the entanglement distribution in a heralded fashion: a signal
will notify the users that the protocol was successful, and that the state is ready to be used.

The second result builds on the first, by adding control over a fifth qubit, improving
the quality of the entanglement, and introducing a novel repetitive readout technique, to
achieve quantum teleportation of a qubit from the third node to the first—nodes that do
not share a direct entanglement channel.

The third and final result is the demonstration of entanglement delivery using a quan-
tum network stack. The Internet is built using a plethora of physical platforms: optical
fibers, Ethernet cables, Wi-Fi, satellite signals etc. To abstract their functionality, and
make applications work regardless of the underlying platform, a layered approach was
developed in the 1970s (the Internet protocol). Taking inspiration from classical network
stacks, we demonstrate the first two layers of a quantum network stack, the physical layer
(where the qubits, lasers and signal generators live), and the link layer, which abstracts the
concepts of qubit and entanglement generation such that they can be used by applications
at the higher-layers, hiding the complexity of the quantum platform being used.
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Samenvatting
Het internet heeft een revolutie teweeggebracht in de manier waarop we leven. Het heeft
toepassingen mogelijk gemaakt die veel verder gaan dan waarvoor het oorspronkelijk was
gebouwd, en het zal onze verwachtingen voor de toekomst blijven overtreffen.

Quantumcomputers en het netwerk dat ze zal verbinden, het Quantum Internet, zullen
waarschijnlijk hetzelfde pad volgen. Anders dan normale computers, kunnen quantum-
computers verstrengelde toestanden delen, waardoor de qubits (quantumbits) op een veel
fundamenteler niveau met elkaar kunnen worden verbonden. Deze eigenschap maakt een
reeks nieuwe toepassingen mogelijk, van veilige communicatie tot verbeterde metrologie.

In de afgelopen vijftien jaar is er aanzienlijke vooruitgang geboekt bij het verbinden
van rudimentaire quantumnetwerkknooppunten via langeafstandsverstrengeling.
Verschillende quantumplatforms hebben verstrengeling tussen twee fysiek gescheiden qu-
bits aangetoond. In dit proefschrift zetten we een belangrijke stap voorwaarts, zowel in
termen van de bereikte experimentele complexiteit, als in de abstractie van deze complexi-
teit voor toekomstige ontwikkelingen. Om verder te gaan dan experimenten met twee
knooppunten, was een fundamenteel herontwerp van ons experimentele apparaat nodig,
evenals het ontwikkelen van de mogelijkheden om tegelijkertijd het extra knooppunt te
besturen.

Het eerste resultaat van dit proefschrift is het bouwen van een op verstrengeling ge-
baseerd quantumnetwerk bestaande uit drie knooppunten. We demonstreerden de distri-
butie van Greenberger-Horne-Zeilinger-staten over het netwerk, evenals een bouwsteen
voor grotere netwerken: verstrengeling doorgeven. In tegenstelling tot eerdere demon-
straties met meerdere knooppunten, die gebaseerd waren op dataselectie achteraf, is ons
netwerk in staat om de verstrengelingsdistributie uit te voeren met een successignaal, een
signaal zal de gebruikers informeren dat het protocol geslaagd is en dat de toestand klaar
is voor gebruik.

Het tweede resultaat bouwt voort op het eerste, door controle over een vijfde qubit toe
te voegen, de kwaliteit van de verstrengeling te verbeteren en een nieuwe repetitieve uit-
leestechniek te introduceren, om quantumteleportatie van een qubit van het derde knoop-
punt naar het eerste knooppunt te bereiken, waarbij deze knooppunten geen directe ver-
binding met elkaar hebben.

Het derde en laatste resultaat is de demonstratie van het genereren van verstrengeling
met behulp van een quantumnetwerkstack. Het internet is gebouwd met behulp van een
overvloed aan fysieke platforms, optische glasvezels, Ethernet-kabels, Wi-Fi, satellietsig-
nalen enzovoorts. Om hun functionaliteit te abstraheren en applicaties te laten werken
ongeacht het onderliggende platform, werd in de jaren zeventig een gelaagde benadering
ontwikkeld (het Internet Protocol). Geïnspireerd door klassieke netwerkstacks, demon-
streren we de eerste twee lagen van een quantumnetwerkstack, de physical layer (waar
de qubits, lasers en signaalgeneratoren toe behoren), en de link layer, die het concept van
een qubit en het genereren van verstrengeling beheert, zodat ze kunnen worden gebruikt
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door toepassingen in de hogere lagen, waardoor de complexiteit van het gebruikte quan-
tumplatform wordt verborgen voor de eindgebruiker.
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Sommario
Internet ha rivoluzionato il modo in cui viviamo. Ha consentito applicazioni ben oltre ciò
per cui è stato originariamente creata e continuerà a superare le nostre aspettative per il
futuro.

I computer quantistici e la rete che li collegherà, la Quantum Internet, probabilmente
seguiranno lo stesso percorso. Diversamente dai normali computer, i computer quantistici
possono condividere una proprietà chiamata entanglement, che consente di collegare i
qubit (bit quantistici) a un livello molto più fondamentale. Questa proprietà consente una
gamma di nuove applicazioni che spaziano dalla crittografia alla metrologia di precisione.

Negli ultimi quindici anni, sono stati compiuti importanti progressi nella connessione,
tramite entanglement, dei primi rudimentali nodi di una rete quantistica. Diverse piat-
taforme quantistiche hanno dimostrato la generazione di entanglement tra due qubit fi-
sicamente separati. In questa tesi si compie un significativo passo avanti, sia in termini
di complessità sperimentale raggiunta, sia nell’astrazione di tale complessità per sviluppi
futuri. Andare oltre gli esperimenti a due nodi ha richiesto una riprogettazione fonda-
mentale del nostro apparato sperimentale, oltre a sviluppare le capacità per controllare
contemporaneamente il nodo aggiuntivo.

Il primo risultato di questa tesi è la costruzione di una rete quantistica a tre nodi ba-
sata sull’entanglement. Abbiamo dimostrato la distribuzione di stati Greenberger-Horne-
Zeilinger sulla rete, nonché un elemento costitutivo per reti più grandi: lo scambio di en-
tanglement (entanglement swapping). A differenza delle precedenti dimostrazioni multi-
nodo, che si basavano sulla post-selezione, la nostra rete è in grado di eseguire la di-
stribuzione dell’entanglement in modo annunciato: un segnale avviserà gli utenti che il
protocollo ha avuto successo e che lo stato è pronto per essere utilizzato.

Il secondo risultato si basa sul primo, aggiungendo il controllo su un quinto qubit,
migliorando la qualità dell’entanglement e introducendo una nuova tecnica di lettura ri-
petitiva, per ottenere il teletrasporto quantistico di un qubit dal terzo nodo al primo—nodi
che non condividono un canale di entanglement diretto.

Il terzo e ultimo risultato è la dimostrazione della generazione di entanglement uti-
lizzando una stack di rete quantistica. L’Internet è costruita utilizzando una varietà di
piattaforme fisiche: fibre ottiche, cavi Ethernet, Wi-Fi, segnali satellitari, ecc. Per astrarre
la loro funzionalità e far funzionare le applicazioni indipendentemente dalla piattaforma
sottostante, negli anni ’70 è stato sviluppato un approccio a più livelli (il protocollo Inter-
net). Prendendo ispirazione dalla stack di rete classica, dimostriamo i primi due livelli di
una stack di rete quantistica, il livello fisico (dove risiedono i qubit, i laser e i generatori
di segnale) e il livello di collegamento, che astrae i concetti di generazione di qubit e di
entanglement in modo che possano essere utilizzati dalle applicazioni ai livelli superiori,
nascondendo le complessità della piattaforma quantistica utilizzata.
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1
Introduction

Part of this introduction is taken from a post I wrote for the QuTech Blog in 2018, still in my
first year of PhD. While this is not a conventional PhD thesis introduction, I hope it conveys
the excitement that I have had during my PhD research, and that I still have for quantum
technologies.

1.1 A Quantum Internet made of Diamonds

W e are constantly connected to Internet. With our computers, our smartphones, our
cars, our fridges (mine is not, yet, but you get the idea). In its very first days, the

Internet was a very rudimentary, yet revolutionary, connection between computers [1].
It enabled one computer on the network to send messages to any other computer on the
network, whether it was directly connected to it (that is, with a cable) or not. Some of
the computers on the network acted as routing nodes for the information, so that it could
get directed toward the destination. In 1969 there were four nodes on the then-called
ARPANET. By 1973 there were ten times as many. In 1981 the number of connected com-
puters was more than 200. This year (2018)¹ the number of devices capable of connecting
to the Internet was 8.4 billion (with a b!) [3]. Computers on their own are already great,
but there is a whole range of applications that, without a network infrastructure, would
be inaccessible. Do you see where I am going?

If you are not new to this blog you will probably already know what a quantum com-
puter is, and in the last post [4] Stephan Philips showed how we could make one. If I had
to shrink to a handful of words, the reason why we want to make them and how is: quan-
tum computers will exploit the weird laws of micro(nano!)scopical objects to solve some
problems way faster than any future normal computer. They will do so by encoding the
information in quantum systems, which will therefore be quantum information. A Quan-
tum Internet is a network capable of routing this quantum information between quantum
computers [5]. We can already foresee some nice applications for this quantum network,
like establishing an inviolable secure communication link between any two nodes [6], con-
necting far-apart telescopes to take ultra-sharp images of stars and galaxies [7], or linking
¹The current forecast, at the time of writing this thesis, is 29.3 billion devices by 2023 [2].

https://blog.qutech.nl/2018/09/27/a-quantum-internet-made-of-diamonds/
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Figure 1.1: “Internet Map” by Chris Harrison: The intensity of edge contrast reflects the number of connec-
tions between two points. No country borders or geographic features are shown—the only thing plotted is data.
Credit: Chris Harrison, Carnegie Mellon University, USA.

small quantum computers into a huge powerful one (a bit like cloud computing, but much
stronger) [8]. In all likelihood, the best way to use these new technologies will come over
time, with applications we cannot anticipate. For example, in the early 1960s the inven-
tion of the laser was welcomed as “a solution looking for a problem” [9]. Now we have
lasers everywhere! I think that the same thing will happen for quantum computers and
their internet.

One of the quirks of quantum information is that it cannot be copied. When you
try to copy it, you irreversibly destroy the original information. This is, under the hood,
what makes quantum communication so secure; but on the other hand, it could also make
sharing quantum information really hard! If we had to rely on a single quantum system (a
photon for example, a particle of light) to travel undisturbed across the globe, we could as
well stop this now. Fortunately, quantum mechanics offers us a solution to this problem:
teleportation. It’s not like Star Trek, we can’t teleport people, but we can teleport quantum
information. We can transfer the information stored in a single atom in Amsterdam to an
electron in London, without reading the atom, without knowing what the information is
and, crucially, without making it travel the distance “physically”. Of course, this does not
come for free; we have to pay a price, and that price is entanglement.

Quantum mechanics predicts the possibility of this rather weird phenomenon. If you
take two separate quantum objects, say two nanometer-sized M&M’s, and you make them
interact in some particular way, you can make them entangled: the two M&M’s lose their
individuality and can only be described as one of the parts of a two M&M’s system. Let’s
say that our nano-M&M’s can only be of either two colors: red and blue. A non-entangled
scenario would be, for example, if the first was red and the second blue. Each M&M’s has
its own color, its own identity. Now, let’s take the two M&M’s (one red and one blue),
shuffle them a little a bit, just to lose track of which one is which, and then send them, one
to you and one to me. When you observe the color of yourM&M’s, you immediately get to
know also the color of mine! While this is interesting, this is not quantum entanglement.
This is called correlation, and it is not quantum at all. The two M&M’s had their own color
the whole time, we simply did not know what it was.

When you entangle the two M&M’s, they actually lose their own color! You can make
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Figure 1.2: Illustration of the difference between classical correlation and entanglement. In the classical case
(correlation) the two M&M’s had their own color throughout the thought experiment. We simply did not know
what it was. In the case of entanglement, the M&M’s form a single system, and talking about their individual
color does not make sense anymore.

an entangled two-M&M’s system, in which you know that the M&M’s will have different
colors when you will observe them, but until then their color will not be assigned. This
effect is so weird that even great scientists believed it was too weird to be true [10]. Now
we have the tools to prove with experiments that the effect is indeed real [11–13], and we
can exploit it to build new technologies, such as a quantum internet. The idea is to share
entangled objects between the nodes of the network and protect their entanglement from
the noisy non-quantum environment in which we live, such that when we need to send
a quantum bit of information, we can spend the connection of the entangled objects to
teleport the (qu)bit. But how can we share entanglement on this network?

This is where our diamonds finally find a place. Diamonds are crystals made of carbon
atoms arranged in a very compact way. Sometimes the crystal may have some defects, like
an intruder atom (say nitrogen) or a missing carbon atom (what we call a vacancy). If we
are lucky enough, these two defects happen one next to the other. Such a system is called
an NV center (nitrogen-vacancy). NV centers are one of the most promising candidates
to act as nodes of a quantum network. A node is made of three ingredients: a processor
to handle information, a memory to temporary store it, and a link to the other nodes.

We use the spin of a pair of electrons localized around the NV center as the processor
of our node. We can read its state using lasers and manipulate it using microwave signals.
The information stored in this spin has a short lifetime: the system loses memory of the
information we store in it too quickly to use it as a reliable memory. Luckily enough,
Nature provides us with a strong quantum memory not far apart from the NV center.
About 99% of the carbon atoms in nature are 12C which is spin-less; it does not have a
spin. Most of the remaining carbons are 13C, which has a spin (due to the additional
neutron in the nucleus). We can talk to these 13C atoms in the diamond thanks to their
spin-spin interaction with our electrons in the NV center. Since the 13C spin “feels” the
electronic spin, we can manipulate the latter to perform operations on the first. The last
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Figure 1.3: (Left) Illustration of the lattice of a diamond with an NV center, credit: James Hedberg. (Right)
Scanning electron microscope image of one of our diamonds. In each of those domes there is an NV center. The
electrical connections are used to deliver microwave pulses and other signals.

ingredient of the node is the ability to link it to other nodes. We do this by making the NV
center emit a photon that is entangled with the electronic spin (like the M&M’s). A second
NV center, in a second diamond, in a different place, does the same. Then, by making the
two photons interact, we can transfer the entanglement that they have with the electronic
spins (photon-spin entanglement), to entanglement between the two electronic spins [14].
This entanglement can then be used for quantum network applications.

We are living a new quantum revolution. We will not be just spectators of quantum
mechanics, we will use it as a technology. In a couple of decades we will have access to
quantum computers connected through a quantum internet, to design drugs, to optimize
airports, to play video games and who knows for what else.
Aren’t you excited? I certainly am.

1.2 Thesis overview
This thesis is structured in the following way,

Chapter 2 introduces the NV center in diamond as a platform for quantum network nodes.
We provide theoretical background, a practical description of the required controlmethods,
and a detailed account of the hardware and software necessary to operate a diamond-based
quantum network node.

In Chapter 3, three independent NV center quantum network nodes are used to demon-
strate the first entanglement-based multi-node quantum network. We achieve heralded
distribution of Greenberger-Horne-Zeilinger states on the network as well as any-to-any
connectivity via entanglement swapping, a fundamental building block for future quan-
tum networks.

Chapter 4 extends on the results of the previous chapter, controlling an additional memory
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qubit, implementing a novel repetitive readout scheme and increasing the fidelity of the
elementary links, to achieve qubit teleportation between non-neighboring nodes.

In Chapter 5 we take a concrete step towards a programmable quantum network, by imple-
menting and demonstrating platform-independent entanglement distribution via a quan-
tum network stack, composed of a physical layer and a link layer.

Chapter 6 summarizes the results presented in the thesis and gives an outlook towards the
development of larger entanglement-based quantum networks.
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2
Control methods for NV center

quantum nodes
This chapter provides the theoretical background and the experimental methods that are used
throughout the thesis. The requirements of a quantum network end-node are listed in Sec-
tion 2.1. Section 2.2 introduces the nitrogen-vacancy center in diamond, which is the platform
for all our experiments, and Section 2.3 outlines the characteristics of our quantum devices.
Section 2.4 discusses the control of the communication qubit, which can be used to establish
remote entanglement, examined in Section 2.5. Section 2.6 describes the control of memory
qubits. Finally, Section 2.7 summarizes the aspects of the experimental setups which are com-
mon to the following chapters.
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A s the capabilities of the diamond devices have improved over the years, we have felt
the need to update the nomenclature we have used in the past for various components

of our system, with the intention to accentuate the shift from physics experiments to
quantum technology demonstrations, making the concepts discussed here accessible to
researchers with diverse background. While some topics remain strictly in the domain of
experimental quantum physicists (such as the description of the experimental apparatus),
most are also suited for computer scientists and quantum information theoreticians.

In particular, we will often talk in terms of communication qubits and memory qubits,
as opposed to electronic and nuclear spins; preparation, reset andmeasurement, as opposed
to repumping, spin-pumping and readout. Finally, when discussing long-distance entan-
glement, we will focus on flying qubits, as opposed to photons.

2.1 A quantum network node
A future quantum Internet [1] will likely be based on several quantum platforms and tech-
nologies, that will take advantage of their specific strengths, and coordinate with each
other to perform complex network applications [2]. For example, satellite-based entangled
photon sources could allow quantum key distribution over global distances [3] without in-
curring in the losses of optical fibers. Rare-earth-doped crystals can be used asmultiplexed
quantum memories to store photons for long-distance quantum repeaters over telecom
fibers [4]. The access point of a general-purpose quantum network (quantum network
end-node [5]), the one at which a user might perform some application, has different re-
quirements than a quantum repeater or a quantum-key-distribution node, which are part
of the network but are not directly exposed to the end-user. The end-node requires:

1. A communication qubit that can be entangledwith a flying qubit. Remote end-nodes
can then be entangled by means of their flying qubits.

2. Individually addressable memory qubits to store previously generated entangled
states.

3. Universal quantum control over the communication qubit and the memory qubits.

4. Real-time communication and feed-forward capabilities to perform advanced quan-
tum network applications.

The experiments in this thesis focus on the realization of quantum networks of end-nodes
with diamond-based devices, which fulfill all the above-mentioned requirements.

2.2 The NV center in diamond
The nitrogen vacancy (NV) center in diamond is a point defect consisting of a substitu-
tional nitrogen atom and an adjacentmissing carbon atom—a vacancy (fig. 2.1A). In its neu-
tral charge configuration, NV0, the five electrons from the dangling bonds of the nitrogen
atom and the three carbon atoms form an electronic spin-1/2 system. If an additional elec-
tron is captured from the environment (e.g. a nearby charge trap), the negatively charged
state is formed, NV−. This second state has attractive quantum properties that enabled
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Figure 2.1: The NV center in diamond. (A) Schematic representation of the NV center and the surrounding
diamond lattice. The 12C (gray) has a natural abundance of ≈98.9%, while the 13C isotope (yellow) has ≈1.1%.
The nitrogen atom (green) and the neighboring vacancy (V) form the point defect. (B) Electronic ground state
occupancy of the molecular orbitals of NV− and their energies with respect to the diamond band-gap. The
labeling of the molecular orbitals follows the irreducible representations of the 𝐶3𝑣 symmetry group of the
NV center: 𝐴1, 𝐴2, and 𝐸. Adapted from Pfaff and Bernien [6, 7].

the experiments presented in this thesis; when not specified, the negative charge state is
implied.

Fig. 2.1B depicts the molecular orbitals of NV−, constructed by linear combination of
the atomic orbitals 𝑠𝑝3 from the nitrogen atom and the three carbon atoms surrounding
the vacancy [8]. Both the ground state and the first electronic excited states have energy
levels well within the band-gap of diamond. This property grants the NV− properties
similar to that of trapped ion, since it prevents electron loss to the conduction band, while
being hosted in a solid-state platform.

The six electrons of NV− form a spin-1 system which in its ground state occupies an
orbital-singlet spin-triplet state (fig. 2.2A-B); the communication qubit subspace is defined
in two of the three spin states (see Section 2.4). The ground state couples optically to an
orbital-doublet spin-triplet excited state, which can decay back into the ground state either
directly or via the spin-singlet states. The optical transitions in the spin-triplet states can
happen resonantly at 637 nm in the ZPL (zero-phonon line), or with the additional emis-
sion of a phonon in the PSB (phonon sideband). As will be discussed later, PSB photons
are not suitable for entanglement generation and the fraction of photons that are emitted
in the ZPL is ≈2.55% [9].

The nitrogen atom has either a nuclear spin 𝐼 = 1, in the case of the more common 14𝑁
(99.3% natural abundance), or 𝐼 = 1/2 for 15𝑁 (0.7%). In the following chapters, only 14𝑁
NV center are used. While the nuclear spin of the nitrogen atom has been used as qubit
in several experimental demonstrations [10, 11], the interaction strength of ≈2MHz with
the NV center electronic spin hinders its use as memory qubit during quantum network
applications (see Section 2.6).

Approximately 1.1% of the carbon atoms (in non-isotopically-purified diamond) are
13C, which carries a nuclear spin 𝐼 = 1/2. The coupling of these spins with the NV cen-
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ter electronic spin is position dependent, therefore centers with appropriate interactions
strengths can be selected, which are suitable for quantum network applications (more in
Section 2.6).

The spin-selective optical transitions that form the NV− ZPL, are only resolved at cryo-
genic temperatures [12, 13]. They enable high-fidelity measurement of the quantum state
in a single shot (single-shot read-out) and spin-photon entanglement, which are both re-
quired for the quantum network applications presented in this thesis. All our experiments
are performed in closed-cycle cryostats at 𝑇≈5 K.

2.3 Device characteristics
The diamond devices used in this thesis are fabricated from high-purity type-IIa (lowest
concentration of nitrogen impurities) chemical-vapor-deposition diamond cut along the
⟨111⟩ crystal orientation (grown by Element Six). Here we give a quick outline of the
device fabrication process; for a more detailed treatment see Refs. [14, 15].

Naturally occurring NV centers are identified and initially characterized in a room-
temperature setup with green (off-resonant) excitation and PSB collection. We select de-
fects aligned with the ⟨111⟩ crystal axis (via polarization selection measurements) and
without strongly coupled 13C spins in the surroundings (coupling < 1MHz), as these would
not perform as well as memory qubits. Solid immersion lenses (SILs) are milled in the dia-
mond via focused ion beam. The SIL improves the photon collection efficiency by reducing
reflections at the diamond-air (or diamond-vacuum) interface. To further reduce the reflec-
tions, an Al2O3 anti-reflection coating is added via atomic layer deposition to the diamond
surface. Gold electrodes (to deliver DC signals) and a gold stripline (to deliver MW pulses
as well as DC voltages) are patterned via electron-beam lithography. The sample is finally
mounted on a printed circuit board (PCB) and the electrical pads on the diamond sample
are wired to connectors on the PCB.

2.4 Communication qubit
A communication qubit can be entangled with a flying qubit (a photon / photonic mode);
this enables entangling the communication qubits of spatially separated quantum nodes
by interaction and measurement of the flying qubits. The communication qubit of an
NV center quantum network node is defined via the electronic spin. The ground-state
spin Hamiltonian is (neglecting external electric field and strain contributions)

𝐻GS/ℏ = 𝐷𝑆2𝑧 +𝛾𝑒(𝑆𝑥𝐵𝑥 +𝑆𝑦𝐵𝑦 +𝑆𝑧𝐵𝑧), (2.1)

where ℏ is the reduced Planck constant,𝐷 ≈ 2𝜋×2.88GHz is the zero-field splitting between
the 𝑚𝑆 = 0 and 𝑚𝑆 = ±1 states, 𝛾𝑒 ≈ 2𝜋×2.802MHz/G is the gyromagnetic ratio, 𝑆𝑖 are the
spin-1 Pauli matrices and 𝐵𝑖 is the magnetic field along ̂𝑖; the NV center symmetry axis is
defined as ̂𝑧. The zero-field splitting 𝐷 is mostly due to spin-spin interactions in the 3𝐴2
state [8]. The second term is the Zeeman effect, which lifts the degeneracy of the 𝑚𝑆 =
±1 states when an external magnetic field is applied. For the experiments in this thesis,
magnetic fields aligned to the ̂𝑧 axis ranging from ≈100G to ≈2000G are applied to the
NV centers using permanent magnets. For the full ground-state Hamiltonian (including
its dependence on the host nitrogen spin and electric field), see Ref. [8].
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The communication qubit is defined as |0⟩ ≡ |𝑚𝑆 = 0⟩ and either |1⟩ ≡ |𝑚𝑆 = −1⟩ or |1⟩ ≡
|𝑚𝑆 = +1⟩. The choice between𝑚𝑆 = ±1 is due to essentially two factors: first, if one of the
two states is too far in energy to be controlled with the available electronics (too high of
a transition frequency), the choice is forced onto the other one; second, if both states are
experimentally addressable, one of the two will usually have better performance (gate and
measurement fidelities).
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Figure 2.2: Electronic energy structure of NV−. (A) Optical transitions between the ground states 3𝐴2 and
the excited states 3𝐸 can occur resonantly in the ZPL (zero-phonon line) or off-resonantly in the PSB (phonon
sideband), with the additional emission of a phonon (dashed-dotted lines). Additionally, 3𝐸 can decay via the
singlet states, with spin-dependent decay rates and times [16, 17]. (B) A zero-field splitting of ≈2.88GHz separates
the𝑚𝑆 = 0 state to the degenerate states𝑚𝑆 = ±1. At cryogenic temperatures, the excited state 3𝐸 reveals its fine
structure [12, 13]. The 𝐸𝑥,𝑦 and 𝐸1,2 levels are doubly-degenerate. Transitions from the ground to the excited
states are spin selective. (C) The energies of the 3𝐸 levels depend on the applied electric field and lateral strain,
which have the same effect to first order [18, 19], in contrast to the ground state energies which are relatively
unaffected [8]. By applying an electric field across the NV center, it is possible to tune the frequency of the optical
transitions for several GHz, as is required for photon indistinguishability during long-distance entanglement
generation. (D) The𝑚𝑆 = ±1 degeneracy in the 3𝐴2 ground state can be lifted via Zeeman splitting by applying a
magnetic field parallel to the NV center axis; it is then possible to define a qubit subspace using two of the three
levels. Adapted from Pfaff, Bernien and Kalb [6, 7, 15].

2.4.1 Reset
The communication qubit is prepared into the |0⟩ ≡ |𝑚𝑆 = 0⟩ state by shining a laser that
couples the |𝑚𝑆 = ±1⟩ states to the |𝐴1⟩, |𝐴2⟩ or |𝐸1,2⟩ excited states (fig. 2.2B). Once in the
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excited state, the system can either decay back to the |𝑚𝑆 = ±1⟩ states, decay directly to the
|𝑚𝑆 = 0⟩ state (via mixing in the excited state) or decay via the spin-singlet states (fig. 2.2B).
The combination of these decay channels and their relative probabilities makes it possible
to pump the population into the |0⟩ state with fidelities in excess of 99.5% [13, 17].

At low magnetic fields (𝐵𝑧 ≲ 400G) a single laser can be used to couple both |𝑚𝑆 = ±1⟩
ground states to the |𝐸1,2⟩ excited states. At higher magnetic fields (𝐵𝑧 = 1890G, for node
Bob in chapters 3 and 4 and Server in chapter 5), the excited states become closer to
being spin eigenstates (|𝐸+⟩ and |𝐸−⟩) and the optical transitions |𝑚𝑆 = +1⟩ ↔ |𝐸+⟩ and
|𝑚𝑆 = −1⟩↔ |𝐸−⟩ become too far apart to be addressed with a single laser (we found a line
splitting of ≈250 kHz/G). The higher magnetic field is beneficial for the memory qubits
(discussed later) but requires either a second laser or an efficient sideband generation (for
example with an electro-optic modulator) for fast and high-fidelity reset.

2.4.2 Measurement
Similar to the reset, the measurement procedure consists in addressing one of the optical
transitions with a laser. By shining a weak (≲1 nW) pulse on either the |0⟩ ↔ |𝐸𝑥 ⟩ or
|0⟩ ↔ |𝐸𝑦⟩ transition, the NV center will produce fluorescence only if it is in the |0⟩ state.
The choice of |𝐸𝑥 ⟩ vs |𝐸𝑦⟩ comes down to essentially two factors: the first is whether it
is possible to tune two NV centers in resonance, as it is likely that only one of the two
transitions will shift in the correct direction; the second is the cyclicity of the transitions
(which translates into measurement fidelity) given the applied strain or electric field. A
good cyclicity of the transition allows the NV center to emit several photons, enabling
measurement in a single shot [13]. The detection of at least one photon is regarded as
|0⟩ measurement outcome. If no photons are detected, the result of the measurement is
assigned to |1⟩. The ability to assign the measurement outcome in a single-shot (i.e. not
having to average over several repetitions to get an outcome) is a fundamental advantage
in quantum network applications, since it allows us to perform further operations (such
as feed-forward gates) based on the outcome of the measurement.

There are two performance metrics that summarize the quality (fidelity) of the mea-
surement procedure:

𝐹0 ≡ ⟨0|𝑀0|0⟩ and 𝐹1 ≡ ⟨1|𝑀1|1⟩ , (2.2)

which are respectively the probability to measure outcome 0 (1) given that the qubit was
in state |0⟩ (|1⟩). 𝑀0/1 are the POVMs (positive operator-valued measures) that describe
the measurement operation. For the NV centers used in this thesis, 0.92 ≲ 𝐹0 ≲ 0.94, 0.985 ≲
𝐹1 ≲ 0.995. The number usually reported is the average of the two, which represent the
measurement fidelity for an unknown state. Appendix A (page 141) details the procedure
of correcting experimental results for the known error in the measurement procedure.

When controlling memory qubits, which will be discussed later in this chapter, it is
important to minimize the probability that the communication qubit will change state af-
ter the measurement is performed (due to the limited cyclicity of the optical transition
used). Such a change in state would result in dephasing noise on the memory qubit. For
this reason, during the communication qubit measurement, we monitor the PSB detector
for clicks: as soon as a photon is detected, we turn off the measurement laser (reaction
time ≈5 µs, limited by speed of the DAC module used). To further reduce the probability
that the communication qubit will change state after the measurement process is over—
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Sequence 2.1: MEASUREMENT OF 𝑇1 CONSTANT
1 for i in experimental_repetitions:
2 for time in wait_times:
3 for state in [0, 1]:
4 reset() # Prepare the qubit in |0⟩.
5 if state is 1:
6 pi_pulse () # Rotate to |1⟩ with a 𝜋 pulse.
7 free_evolution(time) # Wait “time”.
8 if state is 1:
9 pi_pulse () # Rotate back to |0⟩ with a 𝜋 pulse.

10 measure () # Measure the qubit in the computational basis.

again, when controlling a memory qubit—we perform a slower measurement ≈100 µs, us-
ing ≈100 pW of laser power; this way, the residual time the measurement laser is on will
have a smaller effect on the communication qubit. A faster DAC module would further
reduce this effect.

2.4.3 Universal control
Arbitrary single-qubit gates on the communication qubit are realized using microwave
(MW) pulses at the frequency that is resonant with the |0⟩ ↔ |1⟩ transition (typically in
the 1GHz to 4GHz range for magnetic fields below 500G). The MW pulses are delivered
via the on-chip strip-line, producing an oscillating magnetic field that induces transitions
between the spin states. The different rotation angles are achieved by varying the duration,
shape, and amplitude of the pulse, while different rotation axes on the equatorial plane
are selected with the phase of the pulse, which is controlled via the IQ modulation of the
MW source. The duration of a pulse, with the equipment in use, is typically ≈100 ns. See
Section 3.5.7 (page 54) for details about the pulse shape used and the compensation of
distortions induced by the transmission line.

2.4.4 Longitudinal relaxation (𝑇1)
The terms 𝑇1 and 𝑇2 are borrowed from the NMR field (nuclear magnetic resonance) and,
while connected to their original meaning, have slightly different denotations when dis-
cussing relaxation times for qubits.

While in NMR 𝑇1 and 𝑇2 are quantities averaged over many spins (how quickly the
net magnetization vector decays for a given sample), for a qubit they are characteristic
times of its decay dynamics (a single spin, in the case of the NV center), therefore they are
averages of many repetitions of the same experiment.

In particular, 𝑇1 is the decay time of the qubit population when initialized in one of the
computational basis states (eigenstates of the ground-state Hamiltonian, equation (2.1)).
The experimental sequence¹ is outlined in Sequence 2.1. The population in the initial state
(|0⟩ / |1⟩) relaxes into a mixture of the ground-state spin-states mostly because of residual
control fields applied to the NV center when they should instead be switched off: the finite
extinction ratio of the MW signal generators and of the optical modulators used for the

¹Experimental sequences are described here using a Python-like pseudocode. In practice, the experiment logic
is usually split across multiple devices, such as PCs, microcontrollers, waveform generators and FPGAs. See
Section 2.7 for details on the experimental setup.
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laser fields prevents them from being completely turned off. This results in an exponential
decay of the initial population with characteristic time 𝑇1. Provided a sufficient extinction
ratio of the above-mentioned control fields, 𝑇1 approaching 1 hour has been shown on our
platform [20]. In the experiments presented in this thesis, 𝑇1 is not a limiting factor, as
most sequences are executed in <1 s. It is worth noting that when applying a decoupling
sequence to eigenstates, small gate errors will accumulate, leading to an effective depo-
larizing noise which is greater than what is measured by 𝑇1. This additional noise source
should be taken into account when simulating the decoupling of an unknown qubit state.

Other factors contributing to longitudinal relaxation, such as two-photon Raman pro-
cesses or Orbach-type processes, are negligible at our operating temperature of ≈5 K [21,
22].

2.4.5 Coherence time (𝑇coh)
While 𝑇1 represents the characteristic decay time of the computational basis states, the
decay dynamic of superposition states, such as |𝑥⟩ = (|0⟩ + |1⟩)/ √2, is caused by different
processes and therefore characterized by different constants. In NMR, the spins in the
sample will precess at different frequencies due to the local variations in the magnetic field.
When preparing the spins in a superposition state with a 𝜋/2 pulse, such as (|↑⟩ + |↓⟩)/ √2,
each spin will acquire over time a different phase proportional to its precession frequency.
The net magnetization vector will, as a consequence, reduce in magnitude as the spins get
out of phase (so-called dephasing).

It is possible to recover some lost coherence using decoupling pulses (or echo pulses)
which periodically flip the spins, counteracting the effect of different precession frequen-
cies. Several time constants are defined depending on what kind of experiment is per-
formed: The first is the characteristic time 𝑇⋆2 of the decay of the net magnetization vector
when no decoupling pulses are applied (a measurement known as free induction decay).
The second, 𝑇2, is the time constant of the decay in the presence of a decoupling pulse that
re-phases the spins in the sample (Hahn echo experiment). Applying more decoupling
pulses can lead to a coherence time, 𝑇coh, much longer than 𝑇⋆2 and 𝑇2. As in the case
of 𝑇1, similar constants are defined in the case of a qubit. The NV center communication
qubit experiences dephasing due to interactions with the surrounding spin environment
(nuclear spins of the 13C atoms and nitrogen atom of the NV center itself). 𝑇⋆2 and 𝑇coh
are then defined as the decay constants extracted via the measurements in Sequence 2.2.

For NV centers in non-isotopically-purified devices, 1µs ≲ 𝑇⋆2 ≲ 10µs for the communi-
cation qubit, which in practice requires the use of decoupling sequences for applications
with more than a few gates. 𝑇coh, the coherence time, will depend on the quality of the
decoupling sequence applied. A higher decoupling pulse rate will generally improve 𝑇coh,
because it will shield the qubit from higher frequency interactions [23]; the finite fidelity
of the decoupling pulses though, will result in error accumulation when the decoupling
sequence requires thousands of pulses. For the experiments presented in this thesis, co-
herence times 𝑇coh≈100ms were routinely achieved for the communication qubit using
≈10000 decoupling pulses.

Other sources of noise that limit 𝑇coh are electrical noise on the microwave stripline
which could induce unwanted rotations—when applied over a prolonged time—and pro-
jective noise caused by limited extinction of the laser fields.
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Sequence 2.2: MEASUREMENT OF 𝑇⋆2 AND 𝑇COH CONSTANTS
1 # 𝑇 ⋆2 measurement, or free induction decay.
2 for i in experimental_repetitions:
3 for time in wait_times:
4 for state in [x, y, -x, -y]:
5 reset() # Prepare the qubit in |0⟩.
6 pi2_pulse(state) # Rotate to |state⟩ with a 𝜋/2 pulse.
7 free_evolution(time) # Wait “time”.
8 -pi2_pulse(state) # Rotate back to |0⟩ with a −𝜋/2 pulse.
9 measure () # Measure the qubit in the computational basis.

10
11 # 𝑇coh measurement, coherence time.
12 for i in experimental_repetitions:
13 for time in wait_times:
14 for state in [x, y, -x, -y]:
15 reset() # Prepare the qubit in |0⟩.
16 pi2_pulse(state) # Rotate to |state⟩ with a 𝜋/2 pulse.
17 decoupling_sequence(time) # Apply a decoupling sequence of “time” duration.
18 -pi2_pulse(state) # Rotate back to |0⟩ with a −𝜋/2 pulse.
19 measure () # Measure the qubit in the computational basis.

Remarkably, a coherence time longer than 1 second has been reported on our platform
with a device similar to ours [20]; to achieve such extended 𝑇coh, one needs to carefully
characterize the nuclear spin environment to avoid unwanted interactions with surround-
ing spins during the decoupling sequence.

2.4.6 Preparation
In the last paragraphs, we have assumed that the NV center is in the NV− charge state
and that the lasers used for reset and measurement are resonant with their respective
optical transitions. Unfortunately that is not always the case: the NV center could lose
one of the six electrons and go into the NV0 charge state (via a two-photon absorption
process [24, 25]), or spectral diffusion due to changes in the local charge environment could
shift the optical transition away from the laser frequencies. Therefore, before starting to
use the NV center’s qubits, one needs to make sure that it is in the right charge state and in
resonance with all the relevant optical transitions. This is accomplished with a procedure
called a charge and resonance check (CR check).

The CR check (outlined in Sequence 2.3) consists in shining both the reset (spin pump-
ing) and measurement (readout) lasers for a fixed amount of time, usually ≈50 µs. If the
NV center is in the correct charge state (NV−), and the lasers are on resonance with the
transitions used, a considerable amount of fluorescence can be collected in the PSB: with
a few nW on both lasers, emission rates ≈10MHz can be reached, resulting in tens of
photons collected during the procedure (including photon loss). If the number of counts
exceeds a preset threshold, the CR check is successful and the NV center is ready to be
used. If the threshold is not met, three scenarios are possible: 1) the NV center is in reso-
nance with the lasers and in NV−, but the randomness in the number of photons detected
made it such that the threshold was not met; 2) the NV center is in the correct charge state,
but the lasers are not properly on resonance, therefore the fluorescence is not as strong
as it should be; 3) the NV center is in the NV0 state, which does not produce a strong
signal when excited with 637 nm lasers. One can distinguish case 3) from the other two
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Sequence 2.3: CHARGE AND RESONANCE CHECK
1 def CR_check(cr_check_time , resonance_threshold , repump_threshold):
2 # Perform a charge and resonance check.
3 # Return True if CR check succeeded, False otherwise.
4
5 turn_on_measure_laser ()
6 turn_on_reset_laser ()
7
8 counts = collect_photons_for(cr_check_time)
9

10 turn_off_measure_laser ()
11 turn_off_reset_laser ()
12
13 if (counts > resonance_threshold):
14 return True # The NV center is ready to be used.
15 else:
16 if (counts < repump_threshold):
17 # We are very likely in the NV0 charge state, apply a pulse
18 # of either green or yellow laser to go back to NV−.
19 apply_repump_laser_pulse ()
20 # The CR check was not successful and should be repeated. The experiment cannot start yet.
21 return False
22
23 # CR check usage example.
24 for i in experimental_repetitions:
25 repeat:
26 preparation_result = CR_check (50e-6, 30, 1)
27 until (preparation_result is True) # Repeat the CR check until it succeeds.
28 perform_actual_experiment(repetition=i)

using an additional threshold: NV0 will emit less than one photon per CR check in general,
much less than an off-resonant NV− (provided the laser frequencies are not too far off the
required optical transitions).

There are two procedures to convert NV0 into the required NV− state (a procedure
called repumping, not to be confused with spin-pumping, which is instead communication
qubit reset). The first is to shine a strong and short laser pulse (tens of µW for tens of µs)
with an off-resonant green laser (510 to 540 nm). After the green laser pulse, the probability
to find the NV center in NV− is ≈75% [24]. The green laser pulse also induces spectral
diffusion, which can help to bring the NV− in resonance with the lasers when the CR check
is not successful. The second is to use a yellow laser (575 nm) to address the NV0 ZPL,
which deterministically ionizes the NV center to NV− with a weak and long laser pulse
(tens of nW for ≈300 µs). This technique, while being more advanced and technologically
demanding, has the benefit of being compatible with DC Stark tuning of the NV center [10,
26], which is required to tune the optical transitions for entanglement generation. The
CR check procedure will be repeated until successful, therefore selecting only NV center
configurations that are in the correct charge state and in resonance with the required
lasers.

2.5 Remote entanglement generation
While in a classical network the fundamental task is delivering a package of information
(packet) from one node to the other, quantumnetwork applications require the distribution
of entangled states across the nodes [2].
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NV centers in diamond have been used to establish remote entanglement across net-
work nodes over the past decade [10, 26–29]. Photons emitted in the ZPL—i.e. without the
concurrent emission of a phonon—can be used as flying qubits to interface with remote
network nodes. The emission of a phonon, that is lost to the environment, leaves the spin-
photon state in a classically-correlated but non-entangled state (indeed the correlation
with the spin state is used to perform qubit measurement).

The optical fibers connecting the remote nodes will inevitably induce photon loss.
Probabilistic protocols that use the detection of a photon as heralding signal, counteract
the photon loss at the expense of success rate.

While the experiments presented in this thesis only employ a single-photon protocol, it
is useful to first discuss the two-photon protocol, which is easier to realize experimentally,
at the expense of a reduced probability of success.

2.5.1 Two photon protocol
The protocol, proposed by Barrett and Kok [30], starts by resetting each communication
qubit in the |0⟩ state. A 𝜋/2 pulse around the �̂� axis on each qubit brings them to

|𝜓 ⟩A/B = |0⟩+ |1⟩
√2 , (2.3)

where A and B stand for Alice and Bob, the name of the two quantum nodes. A short
(≈1 ns) optical pulse on either the |0⟩→ |𝐸𝑥 ⟩ or |0⟩→ |𝐸𝑦⟩ transition, selectively brings the
NV center to the optically excited state; from there, it will spontaneously decay, emitting
a photon. The communication qubit is now entangled with the presence/absence of a
photon in the fluorescence of the NV center (the flying qubit):

|𝜓 ⟩A/B =
|0⟩c |1⟩𝛾 + |1⟩c |0⟩𝛾

√2 . (2.4)

Here |0/1⟩c are the communication qubit states and |0/1⟩𝛾 are the photon number states.
We now apply a 𝜋 pulse to the communication qubit, followed by a second optical excita-
tion pulse:

|𝜓 ⟩A/B =
|1⟩c |1⟩𝛾 |0⟩𝛾′ + |0⟩c |0⟩𝛾 |1⟩𝛾′

√2 , (2.5)

By defining the flying qubit states as early |𝑒⟩ = |1⟩𝛾 |0⟩𝛾′ (if a photon is present in the first
time bin and not in the second one) and late |𝑙⟩ = |0⟩𝛾 |1⟩𝛾′ (if a photon is present in the
second time bin and not in the first one), the state can now be written with the time-bin
encoding as

|𝜓 ⟩A/B = |1⟩c |𝑒⟩ + |0⟩c |𝑙⟩
√2 . (2.6)

The two optical modes are now brought on a balanced beam splitter that removes the
which-path information: on the other side of the beam splitter, it is not possible to know
whether a photon came from Alice’s side or Bob’s side. By selecting events in which one
photon is detected in the early bin and one photon is detected in the late bin, the two
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communication qubits are projected into the entangled state

|Ψ±⟩ = |0⟩A |1⟩B ± |1⟩A |0⟩B
√2 , (2.7)

where the ± sign depends on whether the two photons were detected on the same detector
or on different ones (the beam splitter has a 𝜋 phase difference between the two output
arms [31]). The protocol can be also be described as an entanglement swapping procedure
on the flying qubits: the beam splitter entangles the two flying qubits, which are then
projected into one of the four possible outcomes. Since the flying qubits were entangled
with the communication qubits, projecting the first in an entangled state, will leave the
second also in an entangled state.

One of the experimental requirements of this protocol is that the photons emitted by
the two NV centers should be indistinguishable, i.e. should have the same polarization,
the same temporal mode and the same spatial mode. Polarization and spatial mode are
guaranteed by collecting the ZPL photons in polarization maintaining (PM) single mode
fibers and interfering them on a fiber beam splitter (also known as fiber coupler). For
the temporal mode, photons in the same time-bin from two different nodes should arrive
simultaneously at the beam splitter, and they should have the same frequency.

The lasers used to excite the NV centers need to be frequency-stabilized. In Ref. [26],
where the lasers (637 nm) were at a distance of 1.3 km, light from the first laser was sent
through an optical fiber and interfered with light from the second laser. A feedback loop
would then lock the frequency of the two lasers. Over longer distances, one could lock the
lasers to cavities, and then lock the cavities to each other using a second frequency that is
compatible with standard telecom fiber.

The probability of success of this protocol is 𝑝2det/2, where 𝑝det is the probability to de-
tect a photon after the beam splitter after an optical excitation. It includes the probability
to emit in the ZPL, the collection efficiency out of the diamond, the losses in the time, fre-
quency and spatial filtering, the propagation losses in the optical fibers to the beam splitter
and finally the efficiency of the single photon detectors. With bulk samples (like the ones
used in this thesis), 𝑝det is on the order of 10−3 to 10−4, excluding the losses due to propaga-
tion in the optical fibers. For lab-scale experiments (tens of meters of fibers at most), those
losses are negligible, but for long-distance experiments, such as Ref. [26], they are critical
(637 nm light propagates with ≈10 dB/km loss in single mode optical fiber). Given that
an entanglement attempt takes ≈5 µs, the two photon protocol limits the entanglement
generation rate on our devices (and in lab-scale experiments) to ≈10mHz (one heralded
state every few minutes), not including experimental overhead (such as, for example, CR
checking).

TheBarret andKok protocol has been used to generate heralded entanglement between
remote NV centers in Refs. [10, 26, 27]. Other platforms for quantum network end-nodes
also use two photon protocols to generate entanglement, for example trapped ions [32, 33],
and neutral atoms [34, 35].

2.5.2 Single photon protocol
While the Barret and Kok protocol allows for, in principle, very high fidelity entangled
states (there are no protocol-induced errors, all the noise sources could in principle be
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mitigated, see Ref. [26]), the generation rate scales with the square of the detection prob-
ability, which makes it extremely sensitive to photon losses.

The protocol proposed by Cabrillo et al. [36] and by Bose et al. [37] uses the detection
of a single photon to herald an entangled state, dramatically increasing the generation rate
at the expense of a reduced fidelity and higher technological complexity.

The protocol starts with the reset of the communication qubits to the |0⟩ state. A
rotation around the �̂� axis then brings each qubit into the superposition state

|𝜓 ⟩A/B = √𝛼A/B |0⟩ + √1−𝛼A/B |1⟩ , (2.8)

with 𝛼 (the population in the |0⟩ state) in general different for the two setups. The rotation
angle required to achieve the state is 𝜗(𝛼) = 2cos−1( √𝛼). An optical excitation pulse (the
same as with the Barret and Kok two photon protocol), creates an entangled state of the
communication qubit and the presence/absence of a photon in the fluorescence of the
NV center,

|𝜓 ⟩A/B = √𝛼A/B |0⟩c |1⟩𝛾 + √1−𝛼A/B |1⟩c |0⟩𝛾 . (2.9)

Different from the two-photon protocol, this is all we need from the NV center to
generate our entangled state: by directing the flying qubits toward a central beam splitter
and letting them interfere, we remove the which-path information from the quantum state,
entangling the flying qubits. By measuring one photon on the other side of the beam
splitter we herald a state between the communication qubits that is close (more details
later) to the EPR pair

|Ψ±⟩ = |0⟩A |1⟩B ±𝑒𝑖Δ𝜃 |1⟩A |0⟩B
√2 , (2.10)

where the ± sign depends onwhich of the two detectors clicked, and theΔ𝜃 phase between
the two states depends on the optical path difference that the two flying qubits have to
travel before interfering on the beam splitter.

Access to this entangled state relies on the ability to know and stabilize the optical
phase. Fluctuations in the optical setup would otherwise randomize Δ𝜃 multiple times a
second, washing out the quantum correlations from the heralded state: the generated state
would change from shot to shot, making it unusable. Active phase stabilization for entan-
glement generation was first demonstrated by Stockill et al. with quantum dots [38], and
later realized for NV center network nodes in Ref. [29]. The added experimental require-
ments of optical phase stabilization make single-photon protocol much more challenging
than two-photon protocols. Chapter 3 describes a novel stabilization scheme that is used to
phase-stabilize the three-node quantum network, which improves on the feedback band-
width of Ref. [29] by almost three orders of magnitude. The faster feedback allows for
the generation of entangled states using optical fibers that, connecting setups in different
laboratories, are subject to much higher phase noise.

The probability of success per attempt, assuming balanced probabilities of detection,
high losses (𝑝2det ≪ 𝑝det, and equal 𝛼 for Alice and Bob, is 2𝛼𝑝det, bringing the generation
rate into the 10Hz regime, three orders of magnitude faster than with the two-photon
protocol on similar devices [29].

Apart from the technological challenge of phase stabilization, the single-photon proto-
col suffers from an additional entangled state infidelity that scales as 𝐹 = 1−𝛼 . This is due
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to the possibility that one of the two photons emitted by the nodes is not detected, either
because it is lost, or because of the non-number-resolving detectors employed. More de-
tails about modeling of the generated states and the noise sources that affect this protocol
are in Chapters 3 and 4.

2.6 Memory qubits
Each quantum network node requires at least one communication qubit to establish en-
tanglement with a remote node. Once entanglement is generated, it needs to be stored in
additional qubits—we call these memory qubits.

The nuclear spins of 13C atoms (𝐼 = 1/2) in the surroundings of defect centers have been
used in pioneering experiments as memory qubits, both to perform quantum computation
and to store long-distance entanglement once generated [11, 28, 39–41]. The nuclear spin
of the host nitrogen (𝐼 = 1 for 14N) in the NV center has also been used as memory qubit,
see Refs. [6, 11]. In this thesis, we will only focus on 13C memory qubits, since they
offer better resilience to the entanglement generation procedure [17, 28, 42] (more on this
below).

Each 13C atom in the surrounding of the NV center is coupled to the electronic spin via
an always-on hyperfine interaction. The Hamiltonian of each 13C nuclear spin is therefore
a sum of an external-magnetic-field-dependent term, and a hyperfine interaction term be-
tween the nuclear spin and the electronic spin of the NV center (composed of an isotropic
part, the Fermi contact interaction, and a non-isotropic part, the dipole-dipole interaction,
see Ref. [43] for details). If the hyperfine interaction is small compared to the external
magnetic field applied (secular approximation), the 13C nuclear spin Hamiltonian in the
communication qubit rotating frame is

𝐻/ℏ = 𝜔𝐿𝐼𝑧 +𝐴∥𝑆𝑧 𝐼𝑧 +𝐴⟂𝑆𝑧 𝐼𝑥 , (2.11)

with 𝜔𝐿 = 𝛾13𝐶𝐵𝑧 the Larmor frequency of the nuclear spin, 𝛾13𝐶 = 2𝜋×1.071 kHz/G the
gyromagnetic ratio for 13C, 𝐼𝑖 are the spin-1/2 Pauli matrices for the nuclear spin, and 𝐴∥
and 𝐴⟂ are the position-dependent hyperfine couplings between the electronic spin and
the 13C nuclear spin. It is possible to rearrange the Hamiltonian and reveal the electronic-
spin dependent dynamics of the 13C nuclear spins:

𝐻 = 𝐻0 |0⟩ ⟨0| +𝐻1 |1⟩ ⟨1| ,
𝐻0/ℏ = 𝜔𝐿𝐼𝑧 ,
𝐻1/ℏ = (𝜔𝐿 ±𝐴∥)𝐼𝑧 ±𝐴⟂𝐼𝑥 ,

(2.12)

where |0⟩ ⟨0| and |1⟩ ⟨1| are the communication qubit (electronic spin) projectors. The ± sign
in the Hamiltonian depends on the communication qubit |1⟩ state definition (𝑚𝑆 = ±1→±).

When the communication qubit is in |0⟩, the 13C nuclear spin experiences precession
due to the applied external magnetic field. If the communication qubit is in |1⟩, the nuclear
spin precession frequency and precession axis are modified; the new precession frequency
is �̃�𝐿 = √(𝜔𝐿 ±𝐴∥)2 +𝐴2⟂. By carefully designing decoupling sequences for the communi-
cation qubit, it is possible to apply a time-averaged Hamiltonian to the memory qubit that
applies arbitrary communication-qubit-controlled and -uncontrolled gates. Alternatively,
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Sequence 2.4: NV CENTER FINGERPRINT MEASUREMENT
1 for i in experimental_repetitions:
2 for tau in interpulse_delays:
3 reset () # Prepare the qubit in |0⟩.
4 pi2_pulse () # Rotate to |+⟩ with a 𝜋/2 pulse.
5 # Apply a decoupling sequence with “tau” interpulse delay and “N” 𝜋 pulses.
6 decoupling_sequence(tau , N)
7 -pi2_pulse () # Rotate back to |0⟩ with a −𝜋/2 pulse.
8 measure () # Measure the qubit in the computational basis.

it is possible to interleave the decoupling sequence with direct drive of the individual
memory qubit transition with radio-frequency pulses, as demonstrated in Ref. [11].

2.6.1 Universal control
The decoupling sequences used throughout this thesis for the communication qubit are of
the form (—𝜏—𝜋—2𝜏—𝜋—𝜏—)𝑁/2, with 𝑁 the number of applied microwave 𝜋 pulses and
𝜏 the refocusing time. In particular, we use the XY8 sequence, which alternates 𝜋 pulses
around the X axis and the Y axis in the following way: XY XY YX YX; this sequence is
robust against imperfect calibration of the pulses [44], for example consistently over- or
under-rotations.

During the decoupling operation, the memory qubit experiences an evolution that
depends, in general, on the initial state of the communication qubit. In particular, the
memory qubit will undergo a rotation around an axis that (might) depend on the commu-
nication qubit’s initial state, and an angle that depends on the number of 𝜋 pulses applied.
For details on the Hamiltonian that the memory qubit experiences during the decoupling
sequence, see Ref. [39].

By measuring the coherence left in the communication qubit after preparing it in a
superposition state and applying a decoupling sequence, it is possible to probe the envi-
ronment of the NV center and characterize the memory qubits available: sharp drops in
coherence at periodic values of 𝜏 represent resonance conditions at which the commu-
nication qubit can perform conditional gates with a specific memory qubit (see fig. 2.3).
Since each nuclear spin environment is unique to the NV center used (because of the ran-
dom position of the 13C atoms in the diamond lattice) such a measurement—outlined in
Sequence 2.4—is called an NV center fingerprint.

2.6.2 Lifetime
Due to their always-on interaction with the communication qubit, the memory qubits
experience different noise mechanisms depending on the activity of the quantum network
node. Using dynamical decoupling sequences, coherence times >10 s have been shown for
13C-nuclear-spin memory qubits when the network node is idling and the communication
qubit is kept in |1⟩ [11].

When the network node is busy generating remote entanglement, the memory qubits
are subject mostly to dephasing noise that arises from imperfect control of the commu-
nication qubit [17, 42]. Depending on the state of the communication qubit, a memory
qubit will precess at one of two different frequencies (see equation (2.12)). To operate the
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Figure 2.3: NV center fingerprint measurement. Result of performing Sequence 2.4 with one of our NV
centers. The decoupling sequence is composed of 16 inversion pulses (two XY8 blocks). The arrows point at
the expected resonances of a single memory qubit with parallel hyperfine coupling 𝐴∥ = 2𝜋×31.5 kHz. Once
a memory qubit frequency has been identified, one can proceed with the optimization of the conditional and
unconditional gates (by varying the number of pulses applied, and the resonance selected), for details on the
calibration procedure see Refs. [15, 39, 45].

memory qubit, we keep track of the phase acquired by the nuclear spin at all times. This
is relatively straightforward in deterministic sequences, such as a decoupling sequence on
the communication qubit, where the time spent at each frequency can be known in ad-
vance. When the communication qubit operation is non-deterministic, instead, the mem-
ory qubit will experience a dephasing proportional to the time the communication qubit
spends in an unknown state.

During each entanglement attempt, the communication qubit is reset in |0⟩ using a fast
(≈1.5 µs) and strong (≈1 µW) laser pulse on the spin-pumping transition. Depending on the
time after which a collapse to |0⟩would eventually happen, and on the overall effectiveness
of the reset process, the memory qubit will acquire a different phase. Since the acquired
phase changes from entanglement attempt to entanglement attempt in a stochastic way,
the effect on the memory qubit is an effective dephasing.

After the microwave 𝛼 pulse—that creates the communication qubit superposition—
the memory qubit will start to acquire a communication-qubit-dependent phase. This is
the same mechanism that allows us to entangle the memory qubit with the communica-
tion qubit (and therefore to perform controlled gates). Upon (likely) failure of the entan-
glement attempt, the communication qubit will be reset to |0⟩ (in the next entanglement
attempt) and the memory qubit will have acquired an unknown phase. To mitigate this
effect, it is possible to add a communication qubit decoupling pulse during the entangle-
ment generation attempt that balances the time spent by the memory qubit under the two
different Hamiltonians before the communication qubit is reset in the next attempt. Since
this additional decoupling pulse has finite fidelity, it introduces an additional dephasing
mechanism for the memory qubit during network activity. Numerical simulations for the
relative and absolute effects of the communication qubit reset and the decoupling pulse
on the dephasing of memory qubits are in Ref. [17].

Since the noise induced by the network activity is orders of magnitude higher than
that without entanglement generation, a commonmetric (used also throughout this thesis)
for the lifetime of quantum network memory qubits is 𝑁1/𝑒 , the number of entanglement
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attempts after which the Bloch vector length of the memory qubit has decreased to 1/𝑒 of
its initial value. A state-of-the-art experiment performed in our group, prior to the work
presented here, showed 𝑁1/𝑒 ≈ 270 attempts for weakly coupled 13C nuclear spins (Δ𝜔 =
|𝜔𝐿 − �̃�𝐿|≈25 kHz). Using decoherence-protected subspaces, 𝑁1/𝑒 ≈ 1000 have been shown
with our platform [46], albeit with reduced memory qubit control fidelity. This number
should be compared to the average number of attempts required to establish entanglement
with current diamond devices using a single-photon protocol, 𝑁ent≈20000.

Successful storage of a quantum state in the memory qubit during entanglement gen-
eration currently relies on protocol timeouts: if entanglement has not been generated in
a pre-set number of attempts, the protocol is restarted. In the experiments presented in
Chapter 3, following the proposal of Kalb et al. [17] to increase the magnetic field applied
to the NV center, we report an 𝑁1/𝑒 ≈ 1800 and show that the lifetime is in that case limited
by 𝑇⋆2 of the memory qubit rather than the entanglement generation procedure.

We further improved thememory qubit lifetime in the experiments of Chapter 4, where
using a decoupling pulse on the memory qubit after the successful entanglement gener-
ation, we achieve 𝑁1/𝑒 ≈ 5300. More complex decoupling sequences, such as those using
direct driving of the memory qubits—demonstrated in Ref. [11]—might bring the memory
qubit lifetimewell past𝑁ent, opening the way to deterministic quantum network protocols
that do not rely on timeouts.

2.7 Experimental setup
An NV center-based quantum network end-node is composed of several interconnected
components. The main one is of course the diamond device itself, as it has been discussed
previously. To make the quantum device function, several other components are required:
the cryogenic system to keep the device cold; the optics to deliver and collect light to and
from the NV center; the electronics for, among other things, qubit control; last but not
least, the software that allows to control all the experimental devices and coordinate the
experiments.

2.7.1 Cryogenics
Our diamond devices are installed in commercially-available 4 K closed cycles cryostats,
either Montana Instruments s50 or attocube attoDRY 800. The cryogenic temperature is re-
quired to resolve the fine structure of the 3𝐸 electronic excited state (fig. 2.2), and therefore
to perform spin-selective excitation of the NV center for both single-shot measurement
and reset of the communication qubit and spin-photon entanglement (entanglement of the
communication qubit with a flying qubit for remote entanglement generation). A room-
temperature microscope objective (Olympus MPLFLN100x) is brought in proximity of the
device (working distance 1mm) for confocal microscopy on the NV center.

In the case of the Montana Instruments s50, we modify the cryostat housing in-house
and connect an external room-temperature vacuum housing that will contain a 3-axis
piezo stage (Physik Instrumente P-615). Themicroscope objective is mounted on the piezo
stage, allowing for sub-nm scanning resolution with approximately 10×10×10 µm range.
The device is mounted on an in-house machined gold-plated copper sample-holder (dia-
mond surface in the 𝑧𝑥 plane). Neodymium permanent magnets (supermagnete.de) are
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Figure 2.4: Software and hardware connections for the quantum network node. A host PC is con-
nected to several experimental devices (dashed dark-blue lines), both to exchange data in real-time (wavemeter,
DAC, timetagger, cryostation) and to upload programs (MCU and AWG). The MCU, which is responsible for
microsecond-control of the setup, communicates with the AWG, in charge of the nanosecond-control, either via
simple digital triggers (chapters 3 and 4) or additionally using a parallel digital interface (chapter 5). Both the
MCU and the AWG can control the optical modulators (AOMs and EOM) to apply light pulses to the NV center.
The AWG controls the MW source via IQ modulation. The GHz-range pulses from the MW source are ampli-
fied and, after passing through a MW switch that increases on-off ratio, are delivered to the diamond device
in the cryostat. PSB photons from the NV center are detected with an APD; the events are both recorded by
a timetagger connected to the host PC (for analysis and debugging), and monitored in real-time by the MCU
to perform qubit measurements. The ZPL photons, separated from the PSB with a dichroic mirror, are sent to
the central beam splitter to generate remote entanglement. The lasers that require frequency stabilization (qubit
measurement and reset, NV center preparation) are also sent to a wavemeter; the host PC runs software-based
PID loops that stabilize the frequency via a DAC module (occasionally MCU DAC channels are also used). A DC
signal generated by the DAC module (controlled and modulated by the MCU) is sent to the NV center to tune
the frequency of the optical transitions.
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mounted on the back of the sample-holder to provide a constant magnetic field.
For the attocube attoDRY 800, we mount the sample on an attocube positioning stage,

composed of three stepper modules (ANPx101 and ANPx101, mm travel range) and a 3-
axis scannermodule for sub-nm positioning (ANSxyz100). On top of the stack, an in-house
built adapter plate holds the permanent magnet. A thermal connection plate (ATC100)
ensures good thermal connection between the cryostat cold plate and the sample, which
is mounted on the very top of the stack horizontally (diamond surface in the 𝑥𝑦 plane).
The microscope objective is mounted on the cryostat housing and approaches the sample
from the top, once the cryostat is closed.

The systems are actively stabilized at ≈5 K using a heating element to minimize temper-
ature fluctuations when applying high-duty-cycle microwave sequences (such as entangle-
ment generation). Temperature fluctuations, because of our design, induce changes in the
temperature of the permanent magnet, which in turn leads to changes in the magnetic
field.

If properly vacuum-tight, the systems can stay cold without significant ice buildup
for several months. If ice is detected (reduced fluorescence or increased spectral diffu-
sion) a partial warm-up, pumping, and cool-down usually is enough to return to a work-
ing point. Occasional compressor or main unit software glitches can result in unwanted
system warm-up. It is good to take precautions if sensitive piezo devices are at cold tem-
perature, because the change in temperature (without grounding the piezos) can lead to
permanent damage to the stack. In our case, a monitoring loop checks the status of the
cryostat, and in case a malfunction is detected, it grounds all cryogenic piezos.

2.7.2 Optics
Theoptics in the quantum network nodes play essentially three roles: delivering laser light
to the NV center, collecting single photons from the NV center, and phase stabilization for
entanglement generation.

When possible, we use in-fiber optical components, since they require less mainte-
nance than their free-space counterparts. Throughout our setups, optical fibers with free-
space interface (such as for in-coupling or out-coupling light) have FC/APC (ferrule con-
nector, angled physical contact) termination, that minimizes back reflection both in the
fiber and in free-space. For fiber-to-fiber connection (butt connection) of PM fibers, we
find that one should prefer either splicing, or FC/PC (non-angled) termination. Using
FC/APC termination significantly reduces the PER (polarization extinction ratio) of the
combined fiber patch. Using a PM splicer (Ericsson FSU 995 PM), we routinely achieve
≤0.1 dB loss, 30 dB PER splices.

The lasers used in the node range in wavelength from 515 nm to 637 nm. For lasers that
need to be frequency stabilized (all except the green), a 1 to 10% tap is sent to a wavemeter
(HighFinesseWS8 /WS6) and stabilized with a PC-controlled PID loop (≈1MHz long-term
stability).

We use AOM (acousto-optic modulators, G&H Fiber-Q) to generate laser pulses (rise-
time ≈20 ns). In some cases (yellow-repump modulation, phase stabilization frequency
offset) we dynamically choose the frequency of the AOM driving to change the frequency
shift applied to the laser (see section 3.5). To generate the short laser pulses (1 ns) used
for entanglement generation, we use an in-fiber electro-optic amplitude modulator (EOM,
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Jenoptik AM635). The various laser beams are combined in free-space using beam splitters
and dichroic mirrors. The combined beam is coupled into a PM460-HP fiber (Thorlabs) that
provides good transmission for all the wavelengths used. The fiber is then launched in free-
space inside a closed box (for darkness) that includes the cryostat, the PSB detectors, the
ZPL collection and the phase stabilization optics. For details on the layout, see Fig. 3.6 on
page 57. Both cryostat models have anti-reflection-coated wedged windows—to deliver
and collect light—reducing in-path reflections.

Fluorescence in the PSB is separated, from ZPL and reflected light, with a dichroic
mirror (Semrock, 635 nm), collected into a multimode fiber (to increase long-term align-
ment stability) and measured into a single photon detector (Laser Components COUNT).
The multimode fiber has anti-reflection coating on both ends to increase collection and
detection efficiency.

ZPL photons are separated from reflected excitation light using a band-pass filter (Sem-
rock, 5 nm) and polarization rejection (Thorlabs PBSW-633). A deformable mirror (Boston
Micromachines Multi-DM) is also in the ZPL optical path, to correct for aberrations in the
optical setup and increase the efficiency of collection of the single photons in a singlemode
PM fiber (PM-630HP). The single mode fibers that carry the ZPL photons from two nodes
are combined on a in-fiber 50 ∶ 50 beam splitter (Evanescent Optics). One of two input
arms of the beam splitter has a piezo fiber-stretcher incorporated (see section 3.5) that is
used for phase stabilization. The ZPL photons are detected by SNSPDs (superconducting
nanowire single photon detectors) optimized for 637 nm, with >95% detection efficiency
and a few dark counts per minute (PhotonSpot).

2.7.3 Electronics
Controlling a diamond-based quantum-network end-node requires electronics that oper-
ate at many different frequencies, time scales and logical capabilities. A single device able
to perform all the required tasks is not available yet on the market, therefore we use sev-
eral devices (each with their strengths and weaknesses) that interact with each other to
cover the span of required signals.

Low-noise high-voltage DC signals are provided by an in-house built DAC and ampli-
fier (QuTech SPI D5a + S1h, 18 bits, ±90V). These are connected to either the gates on the
diamond device, or they are used to bias the microwave stripline.

Microwave signals are generated with an IQ modulated source (R&S SGS100A) that
produces signals up to 12GHz. The output of the source is brought to the required power
level of ≈45 dBmwith an amplifier (AR 40S1G4), goes through a in-house built MW switch
(based on the HMC8038, Analog Devices) and is then connected to themicrowave stripline
of the device. The output of the device is terminated on 50Ω after being attenuated to
reduce back-reflections.

An arbitrary waveform generator (AWG) is responsible for nanosecond-accuracy sig-
nal generation and simple experimental logic. In Chapters 3 and 4 we used the Tektronix
5014 to generate MW pulses envelopes (which are used for IQ modulation of the MW
source) as well as driving signals for the AOMs and for the EOM. Additionally, the AWG
produced digital signals to coordinate and communicate with other equipment. The 5014
can have simple logic embedded in the uploaded waveforms, such as wait for trigger be-
fore playing, repeat a sequence a certain number of times, jump to another element. An
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additional microcontroller, discussed below, communicates with the 5014 to achieve the
complex sequences demonstrated in Chapters 3 and 4. The limited programming function-
alities (and limited communication complexitywith themicrocontroller) of the 5014would
have made the quantum network stack demonstration presented in Chapter 5 possibly un-
feasible (and definitely not scalable). The AWGs in the network nodes were upgraded to
Zurich Instruments HDAWG8. These, apart from a higher timing resolution and faster
reaction time, expose a programmable FPGA and a digital communication interface that
enables complex sequences and information to be shared in real-time.

A time-deterministicmicrocontroller (MCU) is fundamental to ensure that the required
operations (such as turning on a laser, or counting photons) are executed at the right time
and for the correct duration. We use the Jäger ADwin-Pro II T12 on each node. The AD-
win is an event-based programmable microcontroller with 1GHz clock rate, that can be
connected to several modules (DAC, ADC, DIO, counters, SPI, …) and exchange informa-
tion across them. Most of the network node logic (for which µs accuracy is sufficient)
is executed by the microcontroller—NV center preparation, reset, measurement, synchro-
nization with another node, feedbacks, feedforward communication and so on. For tasks
that require higher timing resolution (such as MW pulses or entanglement generation),
the microcontroller triggers the AWG and waits for a confirmation or fail signal to come
back before proceeding to the next step.

A complex programmable logic device (CPLD, less complex but similar functionalities
as an FPGA) is used to herald entanglement (AlteraMAXV 5M570ZF256C5N). By perform-
ing a suitable logic/counting operation with the ZPL photon arrival and a time reference
provided by the AWG, it detects whether a photon has arrived in the specified window
and produces the heralding signal used by all the other devices.

For calibration, analysis and debugging purposes, we use time-taggers to store the
arrival times of photons both in the PSB (PicoQuant TimeHarp, 1 ns or 250 ps time bin)
and in the ZPL (PicoQuant HydraHarp, 1 ps time bin). These are used, for example, when
calibrating the amplitude of the optical excitation pulses, when making sure the photons
from two different nodes arrive at the same time at the central beam splitter, and when
analyzing data to only select events that were heralded in a specific time window.

2.7.4 Software
During the course of this thesis, we have changed the software framework used to operate
the quantum network node. In particular, in the experiments of Chapters 3 and 4, the
software was written for a relatively outdated measuring framework called qtlab, which
was developed in 2008 for QuTech, and it was based on Python 2.7. It allows one to control
instruments connected to the PC, acquire and save data, display plots and create GUIs
(graphical user interfaces). For the quantum network stack demonstration of Chapter 5, a
new framework was developed by QuTech called QMI, built on more modern technologies,
cross-platform, multithreaded andwith network transparency. For both qtlab and QMI, the
host PC runs Python scripts to interface with instruments. Via the host PC, we program
the other devices that are used during the experiments.

The ADwin is programmed with a Basic-like language (called ADbasic). The program
is compiled by the host PC, uploaded to the ADwin and triggered by the PC.The structure
of an ADwin program is as follows: a first INIT section is executed when the program
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starts and is generally used to initialize variables or prepare equipment (such as turning
off all lasers). An event timer is pre-configured to execute the section EVENT periodically.
In our case, the event timer is 1 µs. This means that the ADwin will execute the same piece
of code every microsecond, deterministically. To performmulti-cycle operations, we build
a finite state machine in the EVENT section that describes what to do for each possible state
and what the state should be in the next cycle.

In the case of the Tektronix 5014AWG, the program is essentially a text filewith a list of
waveforms to play, with additionally the options wait for trigger, repeat (N times), jump to
and go to. For the Zurich Instruments HDAWG8, alongside the list of waveforms, a C-like
program can be uploaded that specifies the sequence (and logic) withwhich thewaveforms
should be played. This allows for counting, choosing pulses and making decisions directly
from the AWG, instead of having to go back to the MCU when complex logic is required.

Finally, a small VHDL program for the CPLD implements the heralding scheme.

References
[1] H. J. Kimble, The quantum internet, Nature 453, 1023 (2008).

[2] R. Van Meter, Quantum networking, Networks and telecommunications series (John
Wiley & Sons, 2014).

[3] S.-K. Liao, W.-Q. Cai, J. Handsteiner, B. Liu, J. Yin, L. Zhang, D. Rauch, M. Fink, J.-G.
Ren, W.-Y. Liu, Y. Li, Q. Shen, Y. Cao, F.-Z. Li, J.-F. Wang, Y.-M. Huang, L. Deng, T. Xi,
L. Ma, T. Hu, L. Li, N.-L. Liu, F. Koidl, P.Wang, Y.-A. Chen, X.-B.Wang, M. Steindorfer,
G. Kirchner, C.-Y. Lu, R. Shu, R. Ursin, T. Scheidl, C.-Z. Peng, J.-Y. Wang, A. Zeilinger,
and J.-W. Pan, Satellite-Relayed Intercontinental Quantum Network, Physical Review
Letters 120, 030501 (2018).

[4] D. Lago-Rivera, S. Grandi, J. V. Rakonjac, A. Seri, and H. de Riedmatten, Telecom-
heralded entanglement between multimode solid-state quantum memories, Nature 594,
37 (2021).

[5] S. Wehner, D. Elkouss, and R. Hanson, Quantum internet: A vision for the road ahead,
Science 362 (2018), 10.1126/science.aam9288.

[6] W. Pfaff, Quantum measurement and entanglement of spin Quantum bits, PhD Thesis,
Delft University of Technology (2013).

[7] H. Bernien, Control, measurement and Entanglement of Remote Quantum Spin Regis-
ters in Diamond, PhD Thesis, Delft University of Technology (2014).

[8] M. W. Doherty, N. B. Manson, P. Delaney, F. Jelezko, J. Wrachtrup, and L. C. L. Hol-
lenberg,The nitrogen-vacancy colour centre in diamond, Physics ReportsThe nitrogen-
vacancy colour centre in diamond, 528, 1 (2013).

[9] D. Riedel, I. Söllner, B. J. Shields, S. Starosielec, P. Appel, E. Neu, P. Maletinsky, and
R. J. Warburton, Deterministic Enhancement of Coherent Photon Generation from a
Nitrogen-Vacancy Center in Ultrapure Diamond, Physical Review X 7, 031040 (2017).

http://dx.doi.org/10.1038/nature07127
http://dx.doi.org/10.1103/PhysRevLett.120.030501
http://dx.doi.org/10.1103/PhysRevLett.120.030501
http://dx.doi.org/10.1038/s41586-021-03481-8
http://dx.doi.org/10.1038/s41586-021-03481-8
http://dx.doi.org/ 10.1126/science.aam9288
http://dx.doi.org/10.1016/j.physrep.2013.02.001
http://dx.doi.org/10.1016/j.physrep.2013.02.001
http://dx.doi.org/ 10.1103/PhysRevX.7.031040


References

2

29

[10] W. Pfaff, B. J. Hensen, H. Bernien, S. B. v. Dam, M. S. Blok, T. H. Taminiau, M. J.
Tiggelman, R. N. Schouten, M. Markham, D. J. Twitchen, and R. Hanson, Uncon-
ditional quantum teleportation between distant solid-state quantum bits, Science 345,
532 (2014).

[11] C. Bradley, J. Randall, M. Abobeih, R. Berrevoets, M. Degen, M. Bakker, M. Markham,
D. Twitchen, and T. Taminiau, A Ten-Qubit Solid-State Spin Register with Quantum
Memory up to One Minute, Physical Review X 9, 031045 (2019).

[12] P. Tamarat, N. B. Manson, J. P. Harrison, R. L. McMurtrie, A. Nizovtsev, C. Santori,
R. G. Beausoleil, P. Neumann, T. Gaebel, F. Jelezko, P. Hemmer, and J. Wrachtrup,
Spin-flip and spin-conserving optical transitions of the nitrogen-vacancy centre in dia-
mond, New Journal of Physics 10, 045004 (2008).

[13] L. Robledo, L. Childress, H. Bernien, B. Hensen, P. F. A. Alkemade, and R. Hanson,
High-fidelity projective read-out of a solid-state spin quantum register, Nature 477, 574
(2011).

[14] B. Hensen,Quantum Nonlocality with Spins in Diamond, PhDThesis, Delft University
of Technology (2016).

[15] N. Kalb, Diamond-based quantum networks with multi-qubit nodes, PhD Thesis, Delft
University of Technology (2018).

[16] M. Goldman, A. Sipahigil, M. Doherty, N. Yao, S. Bennett, M. Markham, D. Twitchen,
N. Manson, A. Kubanek, and M. Lukin, Phonon-Induced Population Dynamics and In-
tersystem Crossing in Nitrogen-Vacancy Centers, Physical Review Letters 114, 145502
(2015).

[17] N. Kalb, P. C. Humphreys, J. J. Slim, and R. Hanson, Dephasing mechanisms of
diamond-based nuclear-spin memories for quantum networks, Physical Review A 97,
062330 (2018).

[18] P. Tamarat, T. Gaebel, J. R. Rabeau, M. Khan, A. D. Greentree, H. Wilson, L. C. L.
Hollenberg, S. Prawer, P. Hemmer, F. Jelezko, and J. Wrachtrup, Stark Shift Control
of Single Optical Centers in Diamond, Physical Review Letters 97, 083002 (2006).

[19] L. C. Bassett, F. J. Heremans, C. G. Yale, B. B. Buckley, and D. D. Awschalom, Elec-
trical Tuning of Single Nitrogen-Vacancy Center Optical Transitions Enhanced by Pho-
toinduced Fields, Physical Review Letters 107, 266403 (2011).

[20] M. H. Abobeih, J. Cramer, M. A. Bakker, N. Kalb, M. Markham, D. J. Twitchen, and
T. H. Taminiau,One-second coherence for a single electron spin coupled to a multi-qubit
nuclear-spin environment, Nature Communications 9, 2552 (2018).

[21] S. Takahashi, R. Hanson, J. van Tol, M. S. Sherwin, and D. D. Awschalom, Quenching
Spin Decoherence in Diamond through Spin Bath Polarization, Physical Review Letters
101, 047601 (2008).

http://dx.doi.org/ 10.1126/science.1253512
http://dx.doi.org/ 10.1126/science.1253512
http://dx.doi.org/10.1103/PhysRevX.9.031045
http://dx.doi.org/ 10.1088/1367-2630/10/4/045004
http://dx.doi.org/10.1038/nature10401
http://dx.doi.org/10.1038/nature10401
http://dx.doi.org/ 10.4233/uuid:b307dca0-79a4-4cc9-af91-a2927a61088e
http://dx.doi.org/ 10.4233/uuid:249753ae-9000-446a-9375-63c1e1165cc1
http://dx.doi.org/ 10.1103/PhysRevLett.114.145502
http://dx.doi.org/ 10.1103/PhysRevLett.114.145502
http://dx.doi.org/ 10.1103/PhysRevA.97.062330
http://dx.doi.org/ 10.1103/PhysRevA.97.062330
http://dx.doi.org/10.1103/PhysRevLett.97.083002
http://dx.doi.org/10.1103/PhysRevLett.107.266403
http://dx.doi.org/10.1038/s41467-018-04916-z
http://dx.doi.org/ 10.1103/PhysRevLett.101.047601
http://dx.doi.org/ 10.1103/PhysRevLett.101.047601


2

30 References

[22] A. Jarmola, V. M. Acosta, K. Jensen, S. Chemerisov, and D. Budker, Temperature-
and Magnetic-Field-Dependent Longitudinal Spin Relaxation in Nitrogen-Vacancy En-
sembles in Diamond, Physical Review Letters 108, 197601 (2012).

[23] G. d. Lange, Z. H.Wang, D. Ristè, V. V. Dobrovitski, and R. Hanson, Universal Dynam-
ical Decoupling of a Single Solid-State Spin from a Spin Bath, Science 330, 60 (2010).

[24] N. Aslam, G. Waldherr, P. Neumann, F. Jelezko, and J. Wrachtrup, Photo-induced
ionization dynamics of the nitrogen vacancy defect in diamond investigated by single-
shot charge state detection, New Journal of Physics 15, 013064 (2013).

[25] S. Baier, C. Bradley, T. Middelburg, V. Dobrovitski, T. Taminiau, and R. Hanson,
Orbital and Spin Dynamics of Single Neutrally-Charged Nitrogen-Vacancy Centers in
Diamond, Physical Review Letters 125, 193601 (2020).

[26] B. Hensen, H. Bernien, A. E. Dréau, A. Reiserer, N. Kalb, M. S. Blok, J. Ruitenberg,
R. F. L. Vermeulen, R. N. Schouten, C. Abellán, W. Amaya, V. Pruneri, M. W. Mitchell,
M. Markham, D. J. Twitchen, D. Elkouss, S. Wehner, T. H. Taminiau, and R. Hanson,
Loophole-free Bell inequality violation using electron spins separated by 1.3 kilometres,
Nature 526, 682 (2015).

[27] H. Bernien, B. Hensen, W. Pfaff, G. Koolstra, M. S. Blok, L. Robledo, T. H. Taminiau,
M. Markham, D. J. Twitchen, L. Childress, and R. Hanson, Heralded entanglement
between solid-state qubits separated by three metres, Nature 497, 86 (2013).

[28] N. Kalb, A. A. Reiserer, P. C. Humphreys, J. J. W. Bakermans, S. J. Kamerling, N. H.
Nickerson, S. C. Benjamin, D. J. Twitchen, M. Markham, and R. Hanson, Entangle-
ment distillation between solid-state quantum network nodes, Science 356, 928 (2017).

[29] P. C. Humphreys, N. Kalb, J. P. J. Morits, R. N. Schouten, R. F. L. Vermeulen, D. J.
Twitchen, M. Markham, and R. Hanson, Deterministic delivery of remote entangle-
ment on a quantum network, Nature 558, 268 (2018).

[30] S. D. Barrett and P. Kok, Efficient high-fidelity quantum computation using matter
qubits and linear optics, Physical Review A 71, 060310 (2005).

[31] H. Fearn and R. Loudon, Quantum theory of the lossless beam splitter, Optics Commu-
nications 64, 485 (1987).

[32] D. L. Moehring, P. Maunz, S. Olmschenk, K. C. Younge, D. N. Matsukevich, L.-M.
Duan, and C.Monroe, Entanglement of single-atom quantum bits at a distance,Nature
449, 68 (2007).

[33] L. Stephenson, D. Nadlinger, B. Nichol, S. An, P. Drmota, T. Ballance, K. Thirumalai,
J. Goodwin, D. Lucas, and C. Ballance, High-Rate, High-Fidelity Entanglement of
Qubits Across an Elementary Quantum Network, Physical Review Letters 124, 110501
(2020).

http://dx.doi.org/10.1103/PhysRevLett.108.197601
http://dx.doi.org/10.1126/science.1192739
http://dx.doi.org/ 10.1088/1367-2630/15/1/013064
http://dx.doi.org/10.1103/PhysRevLett.125.193601
http://dx.doi.org/ 10.1038/nature15759
http://dx.doi.org/10.1038/nature12016
http://dx.doi.org/ 10.1126/science.aan0070
http://dx.doi.org/ 10.1038/s41586-018-0200-5
http://dx.doi.org/10.1103/PhysRevA.71.060310
http://dx.doi.org/ 10.1016/0030-4018(87)90275-6
http://dx.doi.org/ 10.1016/0030-4018(87)90275-6
http://dx.doi.org/ 10.1038/nature06118
http://dx.doi.org/ 10.1038/nature06118
http://dx.doi.org/ 10.1103/PhysRevLett.124.110501
http://dx.doi.org/ 10.1103/PhysRevLett.124.110501


References

2

31

[34] S. Ritter, C. Nölleke, C. Hahn, A. Reiserer, A. Neuzner, M. Uphoff, M. Mücke,
E. Figueroa, J. Bochmann, and G. Rempe, An elementary quantum network of single
atoms in optical cavities, Nature 484, 195 (2012).

[35] J. Hofmann, M. Krug, N. Ortegel, L. Gérard, M. Weber, W. Rosenfeld, and H. We-
infurter, Heralded Entanglement Between Widely Separated Atoms, Science 337, 72
(2012).

[36] C. Cabrillo, J. I. Cirac, P. García-Fernández, and P. Zoller, Creation of entangled states
of distant atoms by interference, Physical Review A 59, 1025 (1999).

[37] S. Bose, P. L. Knight, M. B. Plenio, and V. Vedral, Proposal for Teleportation of an
Atomic State via Cavity Decay, Physical Review Letters 83, 5158 (1999).

[38] R. Stockill, M. Stanley, L. Huthmacher, E. Clarke, M. Hugues, A. Miller, C. Matthiesen,
C. Le Gall, and M. Atatüre, Phase-Tuned Entangled State Generation between Distant
Spin Qubits, Physical Review Letters 119, 010503 (2017).

[39] T. H. Taminiau, J. Cramer, T. van der Sar, V. V. Dobrovitski, and R. Hanson, Universal
control and error correction in multi-qubit spin registers in diamond, Nature Nanotech-
nology 9, 171 (2014).

[40] J. Cramer, N. Kalb, M. A. Rol, B. Hensen, M. S. Blok, M. Markham, D. J. Twitchen,
R. Hanson, and T. H. Taminiau, Repeated quantum error correction on a continuously
encoded qubit by real-time feedback, Nature Communications 7, 11526 (2016).

[41] C. Nguyen, D. Sukachev, M. Bhaskar, B. Machielse, D. Levonian, E. Knall,
P. Stroganov, R. Riedinger, H. Park, M. Lončar, and M. Lukin, Quantum Network
Nodes Based on Diamond Qubits with an Efficient Nanophotonic Interface, Physical
Review Letters 123, 183602 (2019).

[42] M. Pompili, S. L. N. Hermans, S. Baier, H. K. C. Beukers, P. C. Humphreys, R. N.
Schouten, R. F. L. Vermeulen, M. J. Tiggelman, L. d. S. Martins, B. Dirkse, S. Wehner,
and R. Hanson, Realization of a multinode quantum network of remote solid-state
qubits, Science 372, 259 (2021).

[43] A. P. Nizovtsev, S. Y. Kilin, A. L. Pushkarchuk, V. A. Pushkarchuk, S. A. Kuten, O. A.
Zhikol, S. Schmitt, T. Unden, and F. Jelezko, Non-flipping13C spins near an NV center
in diamond: hyperfine and spatial characteristics by density functional theory simula-
tion of the C510[NV]H252cluster, New Journal of Physics 20, 023022 (2018).

[44] T. Gullion, D. B. Baker, and M. S. Conradi, New, compensated Carr-Purcell sequences,
Journal of Magnetic Resonance (1969) 89, 479 (1990).

[45] J. Cramer, Quantum error correction with spins in diamond, PhD Thesis, Delft Univer-
sity of Technology (2016).

[46] A. Reiserer, N. Kalb, M. S. Blok, K. J. van Bemmelen, T. H. Taminiau, R. Hanson, D. J.
Twitchen, and M. Markham, Robust Quantum-Network Memory Using Decoherence-
Protected Subspaces of Nuclear Spins, Physical Review X 6, 021040 (2016).

http://dx.doi.org/10.1038/nature11023
http://dx.doi.org/10.1126/science.1221856
http://dx.doi.org/10.1126/science.1221856
http://dx.doi.org/10.1103/PhysRevA.59.1025
http://dx.doi.org/ 10.1103/PhysRevLett.83.5158
http://dx.doi.org/10.1103/PhysRevLett.119.010503
http://dx.doi.org/10.1038/nnano.2014.2
http://dx.doi.org/10.1038/nnano.2014.2
http://dx.doi.org/ 10.1038/ncomms11526
http://dx.doi.org/10.1103/PhysRevLett.123.183602
http://dx.doi.org/10.1103/PhysRevLett.123.183602
http://dx.doi.org/ 10.1126/science.abg1919
http://dx.doi.org/10.1088/1367-2630/aaa910
http://dx.doi.org/ 10.1016/0022-2364(90)90331-3
http://dx.doi.org/ 10.4233/uuid:73f63a00-972d-4b83-8c9f-cce7dc14e048
http://dx.doi.org/ 10.1103/PhysRevX.6.021040




3

33

3
A multinode quantum network of

remote solid-state qubits
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R. Hanson

The distribution of entangled states across the nodes of a future quantum internet will un-
lock fundamentally new technologies. Here, we report on the realization of a three-node
entanglement-based quantum network. We combine remote quantum nodes based on dia-
mond communication qubits into a scalable phase-stabilized architecture, supplemented with
a robust memory qubit and local quantum logic. In addition, we achieve real-time communi-
cation and feed-forward gate operations across the network. We demonstrate two quantum
network protocols without postselection: the distribution of genuine multipartite entangled
states across the three nodes and entanglement swapping through an intermediary node. Our
work establishes a key platform for exploring, testing, and developing multinode quantum
network protocols and a quantum network control stack.

The results of this chapter have been published in Science, 372, 259-264 (2021).
* Equally contributing authors
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F uture quantum networks sharing entanglement across multiple nodes [1, 2] will enable
a range of applications such as secure communication, distributed quantum computing,

enhanced sensing, and fundamental tests of quantum mechanics [3–8]. Efforts in the past
decade have focused on realizing the building blocks of such a network: quantum nodes
capable of establishing remote entangled links as well as locally storing, processing, and
reading out quantum information.

Entanglement generation through optical channels between a pair of individually con-
trolled qubits has been demonstratedwith trapped ions and atoms [9–12], diamond nitrogen-
vacancy (NV) centers [13, 14], and quantum dots [15, 16]. In addition, a number of quan-
tumnetwork primitives have been explored on these elementary two-node links, including
nonlocal quantum gates [17, 18] and entanglement distillation [19]. Moving these qubit
platforms beyond two-node experiments has so far remained an outstanding challenge ow-
ing to the combination of several demanding requirements. Multiple high-performance
quantum nodes are needed that include a communication qubit with an optical interface as
well as an efficient memory qubit for storage and processing. Additionally, the individual
entanglement links need to be embedded into a multinode quantum network, requiring a
scalable architecture and multinode control protocols.

Here, we report on the realization and integration of all elements of a multinode
quantum network: optically mediated entanglement links connected through an exten-
sible architecture, local memory qubit and quantum logic, and real-time heralding and
feed-forward operations. We demonstrate the full operation of the multinode network
by running two key quantum network protocols. First, we establish Greenberger-Horne-
Zeilinger (GHZ) entangled states across the three nodes. Such distributed genuine mul-
tipartite entangled states are a key ingredient for many network applications [2] such as
anonymous transmission [20], secret sharing [21], leader election [22], and clock stabi-
lization [8]. Second, we perform entanglement swapping through an intermediary node,
which is the central protocol for entanglement routing on a quantum network enabling
any-to-any connectivity [23, 24]. Owing to efficient coherence protection on all qubits,
combined with real-time feed-forward operations, these protocols are realized in a her-
alded fashion, delivering the final states ready for further use. This capability of heralding
successful completion of quantum protocols is critical for scalability; its demonstration
here presents a key advance from earlier experiments using photons [25] and quantum
memories [26].

Our network is composed of three spatially separated quantum nodes (fig. 3.1, A and
B), labeled Alice, Bob, and Charlie. Each node consists of an NV center electronic spin as
a communication qubit. In addition, the middle node Bob uses a carbon-13 nuclear spin
as a memory qubit. Initialization and single-shot readout of the communication qubits
are performed through resonant optical excitation and measurement of state-dependent
fluorescence [14]. Universal quantum logic on the electronic-nuclear register is achieved
through tailored microwave pulses delivered on chip (section 3.5). The nodes are con-
nected through an optical fiber network for the quantum signals, as well as classical com-
munication channels for synchronizing the control operations and relaying heralding sig-
nals (see below).

Remote entanglement generation hinges on indistinguishability between emitted pho-
tons. For NV centers in high-purity low-strain diamond devices, the optical transition
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frequencies show relatively minor variations (few GHz). We remove the remaining offsets
by using dc Stark tuning at each node with bias fields generated on chip (fig. 3.1C). We are
thus able to bring the relevant optical transitions of all three nodes to the same frequency,
which we choose to be the zero-bias frequency of Bob.

3.1 Establishing remote entanglement in a network ar-
chitecture

To generate remote entanglement between a pair of nodes (i.e., one elementary link),
a single-photon protocol is used [27, 28] (fig. 3.2A). The communication qubits of the
nodes are each prepared in a superposition state |𝛼⟩ = √𝛼 |0⟩ + √1−𝛼 |1⟩. At each node,
pulsed optical excitation, which is resonant only for the |0⟩ state, and subsequent photon
emission deterministically create an entangled state between the communication qubit
and the presence-absence of a photon (the flying qubit). The photonic modes from the
two nodes are then interfered on a beam splitter, removing the which-path information.
The beam splitter closes an effective interferometer formed by the optical excitation and
collection paths. Detection of a single photon after the beam splitter heralds the state
|𝜓±⟩ ≈ (|01⟩ ± 𝑒𝑖Δ𝜃 |10⟩)/ √2 between the two communication qubits, where the ± sign de-
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pends onwhich of the two detectors clicked andΔ𝜃 is the optical phase difference between
the two arms of the effective interferometer (section 3.5). Experimentally, this phase
difference is set to a known value by stabilizing the full optical path using a feedback
loop [14, 16]. This scheme yields states at maximum fidelity 1−𝛼 at a rate ≈ 2𝛼𝑝det𝑟attempt,
with 𝑝det the probability that an emitted photon is detected and 𝑟attempt the entanglement
attempt rate.

Scaling this entangling scheme to multiple nodes requires each elementary link to be
phase-stabilized independently (fig. 3.2B), posing a number of new challenges. The dif-
ferent links, and even different segments of the same link, will generally be subject to
diverse noise levels and spectra. Additionally, the optical power levels used are vastly dif-
ferent, frommicrowatts for the excitation path to attowatts for the single-photon heralding
station, requiring different detector technologies for optimal signal detection. We solve
these challenges with a hybrid phase-stabilization scheme that is scalable to an arbitrary
number of nodes. We decompose the effective interferometer for each link into three inde-
pendently addressable interferometers and stabilize each separately (see fig. 3.2C for the
Alice-Bob link; the link Bob-Charlie is phase-stabilized in an analogous and symmetric
way; see figs. 3.10 and 3.13).

First, each node has its own local stabilization that uses unbalanced heterodyne phase
detection (fig. 3.2C, left). In comparison to the previous homodyne stabilizationmethod [14],
this enables us to obtain a higher bandwidth phase signal from the small part of the exci-
tation light that is reflected from the diamond surface (≈1%) by boosting it with a strong
reference-light beam at a known frequency offset. Moreover, this scheme allows for op-
timal rejection of the reflected excitation light by polarization selection, thus preventing
excitation light from entering the single-photon path toward the heralding detectors and
creating false entanglement heralding events. The measured phase signals are fed back on
piezoelectric-mounted mirrors to stabilize the local interferometers.

Second, the global part of the effective interferometer (fig. 3.2C, right) is stabilized by
single-photon-level homodyne phase detection with feedback on a fiber stretcher: A small
fraction of the strong reference-light beam is directed into the single-photon path, and the
interference is measured using the same detectors used for entanglement generation.

This architecture provides scalability in the number of nodes and a higher feedback
bandwidth compared with our previous implementation on a single link (fig. 3.14; see sec-
tion 3.5 for details). In our current implementation, the central node – Bob – has combin-
ing optics to merge the signals coming from Alice and Charlie, so that the single-photon
detectors can be shared by the two links.

Crucially, this architecture enables the successive generation of entanglement on the
two elementary links as required for network protocols exploiting multinode entangle-
ment. We benchmark its performance by running entanglement generation on both ele-
mentary links within a single experimental sequence (fig. 3.2D).
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We achieve fidelities of the entangled Bell states exceeding 0.8 for both links (fig. 3.2E),
on par with the highest fidelity reported for this protocol for a single link [14]. For the
same fidelity, the entangling rates are slightly higher than in Ref. [14] (9 and 7Hz for
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links Alice-Bob and Bob-Charlie, respectively), despite the additional channel loss from
connecting the two links. The main sources of infidelity are the probability α that both
nodes emit a photon, remaining optical phase uncertainty, and double excitation during
the optical pulse (see table 3.2 and section 3.5). A detailed physical model that includes
known error sources is used here and below for comparison to the experimental data
(section 3.5); predictions by the model are indicated by the gray bars in the correlation
and fidelity plots.

3.2 Memoryqubit performance and real-time feed-forward
operations

To distribute entangled states across multiple nodes, generated entangled states must be
stored in additional qubits while new entanglement links are created. Carbon-13 nuclear
spins are excellent candidates for such memory qubits, thanks to their long coherence
times, controllability, and isolation from the control drives on the electronic qubit [29].
Recent work [30] indicated that their storage fidelity under network activity is mainly
limited by dephasing errors resulting from the coupling to the electronic spin that is ran-
domized on failed entanglement generation. It was suggested that the memory robustness
to such errors may be further improved by operating under an increased applied magnetic
field. Here, we use a magnetic field of 189mT for our central node, as opposed to ≈40mT
used in past experiments [19, 30].
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Figure 3.3: Memory qubit coherence under network activity. (Top) Circuit diagram displaying the exper-
imental sequence, where 𝑛 is the number of entanglement attempts. (Bottom) Blue represents the measured
Bloch vector length of memory qubit eigenstates (triangles) and superposition states (circles) versus entangle-
ment attempts, for 𝛼 = 0.05. Orange represents measured superposition decay versus time in the absence of
entanglement attempts. Solid lines are fits, yielding decay constants of 𝑁1/𝑒 = 1843±32 (2042±36)with (without)
entanglement generation attempts (see table 3.3 and section 3.5 for additional details).

This higher field puts much stricter demands on the relative field stability in order
to not affect the qubit frequencies; we achieve an order of magnitude reduction in field
fluctuations by actively stabilizing the temperature of the sample holder, which in turn
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stabilizes the permanent magnet inside the cryostat (section 3.5). Additionally, the higher
magnetic field splits the two optical transitions used for electronic spin initialization, hin-
dering fast qubit resets; the addition of a second initialization laser, frequency locked to
the first one with an offset of 480MHz, enables us to maintain high-fidelity (> 0.99) and
fast (few microsecond) resets (section 3.5).

Wemeasure the fidelity of stored states on Bob’smemory qubit for a varying number of
entanglement generation attempts (fig. 3.3). The two eigenstates (±𝑍 ) do not show appre-
ciable decay as we increase the number of entanglement generation attempts, as expected
from the pure dephasing nature of the process [30]. The superposition states degrade
with an average decay constant of 𝑁1/𝑒 ≈ 1800 attempts. To gain insight into the contri-
bution of network activity to this decay, we repeat these measurements in the absence of
entanglement attempts, in which case dephasing of the memory qubit is mainly due to un-
controlled interactions with nearby nuclear spins. We find this intrinsic dephasing time to
be 𝑇⋆2 =11.6(2)ms, equivalent to the duration of ≈ 2000 entanglement generation attempts.
We conclude that the intrinsic dephasing accounts for most of the decay observed under
network activity, indicating the desired robustness. For the experiments discussed below,
we use a timeout of 450 attempts before the sequence is restarted, as a balance between
optimizing entanglement generation rate and fidelity of the stored state.

Executing protocols over quantum networks requires real-time feed-forward opera-
tions among the various nodes: measurement outcomes at the heralding station or at
nodes need to be translated into quantum gates on other nodes. We implement an asyn-
chronous bidirectional serial communication scheme betweenmicrocontrollers at the nodes,
enabling both the required timing synchronization of the nodes and the exchange of feed-
forward information for the quantum network protocols (section 3.5). Furthermore, we
integrate the feed-forward operations with local dynamical decoupling protocols that ac-
tively protect the communication qubits from decoherence. The resulting methods enable
us to run multinode protocols in a heralded fashion: Flag signals indicate in real time the
successful execution of (sub)protocols and generation of desired states that are then avail-
able for further use, thus critically enhancing the efficiency and removing the need for
any postselection.

3.3 Demonstration of multinode network protocols
We now turn to the full operation of the three-node network that combines the different
elements discussed above. We perform two canonical network protocols: the distribution
of genuine multipartite entanglement and entanglement swapping to two non–nearest-
neighbor nodes.

In both protocols, the sequence depicted in Fig. 3.4A is used to establish a remote
entangled state on each of the two links. This sequence starts with a preparation step
(depicted only in fig. 3.15) that synchronizes the microcontrollers of the nodes and makes
sure that the NV centers in each node are in the desired charge state and in resonance with
all the relevant lasers. After initialization of the memory qubit, the first entangled state
is prepared on the link Alice-Bob. We interleave blocks of entanglement generation at-
tempts with phase-stabilization cycles. Once Alice-Bob entanglement is heralded, Alice’s
entangled qubit is subject to a dynamical decoupling sequence while awaiting further com-
munication from the other nodes. At Bob, deterministic quantum logic is used to swap
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the other half of the entangled state to the memory qubit.
The second part of the phase stabilization is then executed, followed by the genera-

tion of remote entanglement between the communication qubits of Bob and Charlie. In
case of a timeout (no success within the preset number of attempts), the full protocol is
restarted. In case of success, a dynamical decoupling sequence is started on Charlie’s com-
munication qubit analogous to the protocol on Alice. At Bob, a Z-rotation is applied to the
memory qubit to compensate for the acquired phase that depends linearly on the (a priori
unknown) number of entanglement attempts. This gate is implemented through an XY4
decoupling sequence on the communication qubit, with a length set in real time by the
microcontroller based on which entanglement attempt was successful (section 3.5). After
this step, the two links each share an entangled state ready for further processing: one
between the communication qubit at Alice and the memory qubit at Bob and one between
the communication qubits of Bob and Charlie.

The first protocol we perform is the generation of a multipartite entangled GHZ state
across the three nodes. The circuit diagram describing our protocol is depicted in Fig. 3.4B.
We first entangle the two qubits at Bob, followed by measurement of the communication
qubit in a suitably chosen basis. The remaining three qubits are thereby projected into
one of four possible GHZ-like states, which are all equivalent up to a basis rotation. The
specific basis rotation depends both on the measurement outcome at Bob and on which
Bell states (|Ψ+⟩ or |Ψ−⟩) were generated in the first part of the sequence, which in turn
depends on which two photon detectors heralded the remote entangled states. These out-
comes are communicated and processed in real time and the corresponding feed-forward
operations are applied at Charlie. As a result, the protocol is able to achieve delivery of
the same GHZ state |GHZ⟩ABC = (|000⟩ + |111⟩)/ √2, irrespective of the intermediate out-
comes. Here, we choose to herald only on Bob reporting the ∣∣0⟩ readout outcome, because
the asymmetry in the communication qubit readout fidelities renders this outcome more
faithful (section 3.5). Additionally, this choice automatically filters out events in which
the NV center of Bob was in the incorrect charge state or off resonance (occurrence ≈10%
in this experiment; see section 3.5). With this heralding choice, the protocol delivers GHZ
states at a rate of about 1/(90s).

We extract the fidelity to the ideal GHZ state from correlation measurements by using
𝐹 = (1+⟨𝐼𝑍𝑍⟩+⟨𝑍𝐼𝑍⟩+⟨𝑍𝑍𝐼 ⟩+⟨𝑋𝑋𝑋⟩−⟨𝑋𝑌𝑌⟩−⟨𝑌𝑋𝑌⟩−⟨𝑌𝑌𝑋⟩)/8 and find 𝐹 = 0.538(18)
(fig. 3.4C). The state fidelity above 0.5 certifies the presence of genuine multipartite entan-
glement distributed across the three nodes [31].

In this experiment, the fidelities of the entangled states on the elementary links bound
the fidelity of the heralded GHZ state to about 0.66. Other relevant error sources are the
dephasing of the memory qubit and accumulation of small quantum gate errors (see ta-
ble 3.4). We emphasize that, contrary to earlier demonstrations of distributed GHZ states
with photonic qubits [25] and ensemble-based memories [26] that relied on postselection,
we achieve heralded GHZ state generation: a real-time heralding signal indicates the reli-
able delivery of the states.
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The second protocol, illustrated in fig. 3.5A, demonstrates entanglement swapping of
the two direct links into an entangled state of the outer two nodes. Once entanglement
is established on the two links as described above, the central part of the entanglement
swapping is executed: Bob, the central node, performs a Bell state measurement (BSM) on
its two qubits. One way to read this protocol is that the BSM induces teleportation of the
state stored on Bob’s memory qubit to Charlie, by consuming the entangled state shared by
Bob’s communication qubit and Charlie. Because the state teleported to Charlie was Bob’s
share of an entangled state with Alice, the teleportation establishes direct entanglement
between Alice and Charlie.
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Figure 3.5: Entanglement swapping on a multinode quantum network. (A) Circuit diagram displaying
the experimental sequence for entanglement swapping, yielding an entangled state shared between the two
nonconnected nodes. (B) Outcomes of correlationmeasurements on the heralded entangled state shared between
Alice and Charlie for the selected Bell-statemeasurement outcome (seemain text). (C) State fidelities for different
outcomes of Bob’s Bell-state measurement (green) and the state fidelity averaged over all outcomes (blue). In (B)
and (C), gray bars depict values from the theoretical model, and error bars indicate one standard deviation.

After the BSM is completed, we perform a charge and resonance (CR) check on Bob
to prevent heralding on events in which the NV center of Bob was in the incorrect charge
state or off resonance. We note that this CR check was not used in the heralding procedure
of the GHZ generation protocol because its current implementation induces decoherence
on Bob’s memory qubit, which is part of the final GHZ state to be delivered. To complete
the entanglement swapping, feed-forward operations are performed at Charlie to account
in real time for the different measurement outcomes, analogous to the previous protocol,
resulting in the delivery of the Bell state |Φ+⟩AC = (|00⟩+ |11⟩)/ √2.

We assess the performance of the entanglement swapping by measuring three two-
node correlators on the generated Bell state shared by Alice and Charlie. Because the
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BSM is performed with local quantum logic and single-shot readout, it is (except for the
CR check step) a deterministic operation. However, given the asymmetry in the read-
out errors as discussed above, the fidelity of the final state will depend on the readout
outcomes. Fig. 3.5B shows the results of the correlation measurements on the delivered
state for heralding on Bob obtaining twice the outcome |0⟩, yielding a state fidelity of
𝐹 = 0.587(28). Fig. 3.5C compares the state fidelities across the different BSM outcomes,
displaying the expected lower fidelities for outcomes of |1⟩ and an average fidelity over all
outcomes of 𝐹 = 0.551(13). The combined heralding rate is 1/(40s). The sources of infidelity
are similar to the ones discussed above (see table 3.5). This experiment constitutes the first
demonstration of entanglement swapping from previously stored remote entangled states,
enabled by the network’s ability to asynchronously establish heralded elementary entan-
glement links, to store these entangled states, and then to efficiently consume them to
teleport entanglement to distant nodes.

3.4 Conclusion and outlook
We have demonstrated the realization of a multinode quantum network. We achieved
multipartite entanglement distribution across the three nodes and any-to-any connectiv-
ity through entanglement swapping. It is noteworthy that the data acquisition for the
network protocols has been performed fully remotely because of the COVID-19 pandemic,
highlighting the versatility and stability of our architecture. Near-term advances in the
capabilities and performance of the network will be driven by further reducing the infi-
delities of the elementary links (section 3.5), by adding new subprotocols such as control
methods [29], decoupling sequences [30], and repetitive readout [32] for the nuclear spin
qubits; by improved photonic interfaces to enhance the entangling rates [33–35]; and by
improved control over the charge state of the NV center [36].

Our results open the door to exploring advanced multinode protocols and larger en-
tangled states, for instance, by extending the local registers at the nodes. We note that a
fully controlled 10-qubit register has recently been demonstrated on a similar device [29].
Furthermore, the network provides a powerful platform for developing and testing higher-
level quantumnetwork control layers [37–39], such as the recently proposed link layer pro-
tocol for quantum networks [40]. Quantum frequency conversion of the NV photons [41]
can be used to interface the network nodes with deployed telecom fiber, paving the way
to near-term quantum network tests over metropolitan distances. Finally, we expect the
methods developed here to provide guidance for similar platforms reaching the same level
of maturity in the future [42–45].
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3.5 Supplementary information
3.5.1 Experimental setup
Our experiments are performed on three quantum network nodes. Each node houses
a Nitrogen-Vacancy (NV) center in a high-purity type-IIa chemical-vapor-deposition di-
amond cut along the ⟨111⟩ crystal orientation (Element Six). All three samples have a
natural abundance of carbon isotopes. Fabrication of solid immersion lenses and an anti-
reflection coating on the diamond samples enhances the photon-collection efficiencies
from the NV centers. The samples are housed in home-built cryogenic confocal micro-
scope setups at 4 K. Experimental equipment used for each node is summarized in Ta-
ble 3.1. In the following we use the letters A, B and C to identify nodes Alice, Bob and
Charlie. The numbers 0, 1 refer to the computational basis |0⟩ , |1⟩. Node A is in a different
laboratory than nodes B and C, 7m away. Nodes B and C are on the same optical table,
approximately 2m apart, see also Fig. 3.1A of the main text. The optical fiber that connects
A with B is 30m long, while the one that connect B to C is 2m long.

Fig. 3.6 depicts the optics used to deliver and collect light to each sample. For phonon-
sideband (PSB) detection, a dichroic mirror (Semrock) and an additional long-pass filter
(Semrock) are used to block reflections of the excitation lasers. Photon emission is detected
via an avalanche photo-diode (APD, Laser components, quantum efficiency approximately
80%), with a total collection efficiency of approximately 10%. For zero-phonon line (ZPL)
detection, we isolate the single photons first with a narrow bandpass filter (5 nm, Semrock),
then by blocking the reflected excitation light via two polarising beam-splitters (Thorlabs
and Semrock). Spatial mode shaping via a deformable mirror (Boston Micromachines) en-
hances coupling to a polarization-maintaining single-mode fiber. The optical signals from
each node are combined on in-fiber polarization-maintaining beam-splitters (Evanescent
Optics). The final beam-splitter (where the single photons interfere) has an integrated
fiber stretcher used for optical phase stabilization. Finally, the single photons are detected
on superconducting nanowire single photons detectors (Photon Spot). They are optimized
for 637 nm, have a detection efficiency >95% and a dark count rate <1Hz.

The level structures of the three nodes are depicted in Fig. 3.7. Each structure depends
on local strain, electric fields and the applied magnetic field 𝐵. For nodes A and B the
magnetic field is created with a permanent neodymium magnet inside the cryostat, which
is located close to the sample and attached to the sample holder. The magnetic field is
fine-tuned to be along the symmetry axis of the NV center using permanent neodymium
magnets outside the cryostat. Node C has only a single permanent magnet outside the
cryostat.

For optical excitation we set the laser frequencies (red arrows in Fig. 3.7) to the corre-
sponding 3𝐴2 to 3𝐸 transition. Spin-selective excitation of ZPL transitions (𝜆 = 637.25nm,
𝜔 = 2𝜋 ×470.45THz) enables qubit readout (”Entangling” in Fig. 1B of the main text, 𝑚s =
0⟷ 𝐸x/y) and qubit reset via optical spin-pumping (”Reset” in Fig. 1B of the main text,
𝑚s = ±1⟷𝐸1,2). While at low field a single laser is sufficient to address both qubit reset
transitions, in case of node B, which operates at 189mT, we find a reset transitions split-
ting of 480MHz. An additional laser is implemented in order to drive both reset transitions
efficiently.

In order to tune the readout transitions of each NV center into resonance we employ
the DC Stark effect via DC-biasing the strip-line that is used to deliver microwave (MW)
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signals. The feedback sequence is analogous to the one used in Ref. [46]. Node B operates
at 0 V tuning (it is grounded), and it uses non resonant charge reset with a green laser
(515 nm). We observe small day to day drift in the readout frequency of node B that we
attribute to slow ice build-up on the sample as the transition frequency can be brought
back to its original value by a warm-up cool-down cycle. Nodes A and C, which use
resonant charge reset with a yellow laser (575 nm), are brought into resonance with node
B before starting a measurement.

The memory qubit of node B is the nuclear spin of a 13C atom in the proximity of the
NV center. Its electronic-spin-dependent precession frequencies are 𝜔0 = 2𝜋×2025 kHz
and 𝜔−1 = 2𝜋×2056 kHz, resulting in parallel hyperfine coupling of 𝐴∥ ≈ 2𝜋× 30 kHz. The
nuclear spin is controlled using dynamical decoupling sequences [19, 29]. The conditional
𝜋/2-rotations on the nuclear spin are performed with 56 decoupling pulses with an inter-
pulse delay of 2𝜏 = 2×2.818 µs. Gate sequences to readout the memory qubit via the com-
munication qubit are summarized in Fig. 3.9.

For synchronization purposes, the micro-controllers at each node (Jäger ADwin-Pro
II T12) share a common 1MHz clock.

To increase the on-off ratio of the AOM RF drivers, and therefore reduce unwanted
light leakage, we use home-built fast (150 ns rise-time) RF switches, based on theHMC8038
(Analog Devices), to disconnect the RF drivers from the AOMs when no power should be
delivered.

We terminate the MW delivery line on each cryostat with a home-built MW envelope
detector, that allows us to see on an oscilloscope the microwave pulses being delivered to
each sample. We use this for debugging purposes.

Parts that are not mentioned in the description above are the same as in Refs. [14, 19,
46].

3.5.2 Model of the generated states
Model and sources of error
The Python code to model all the generated states and to produce the figures in the main
text can be found at [47]. The Jupyter notebooks that generate the figures make direct use
of that code to plot the simulated states. The communication qubits of nodes A, B and C are
encoded in the NV center electronic spin states |0/1⟩𝐴 ≡ |𝑚𝑆 = 0/+1⟩, |0/1⟩𝐵 ≡ |𝑚𝑆 = 0/−1⟩
and |0/1⟩𝐶 ≡ |𝑚𝑆 = 0/−1⟩. The memory qubit of node B is encoded in the nuclear spin state
of the addressed 13𝐶 atom, |0/1⟩ ≡ |𝑚𝐼 = ± 1

2 ⟩.
Regarding the generation of Bell states on the Alice-Bob and Bob-Charlie links, we

extend the model presented in Ref. [14] to allow for different values of the parameters 𝛼 in
the two nodes. We find that to obtainmaximum state fidelity the condition 𝛼𝐴𝑝det𝐴 ≈ 𝛼𝐵𝑝det𝐵
must hold, where 𝛼𝐴,𝐵 are the populations of the |0⟩ state of each node and 𝑝det𝐴,𝐵 is the
probability of detecting a photon emitted by the respective node in the detection window.
The state that is heralded by the protocol is the following (assuming 𝑝det ≪ 1):

𝜌±𝐴𝐵 = 1
𝑝tot

⎛
⎜
⎜
⎝

𝑝00 0 0 0
0 𝑝01 ±√𝑉𝑝01𝑝10 0
0 ±√𝑉𝑝01𝑝10 𝑝10 0
0 0 0 𝑝11

⎞
⎟
⎟
⎠
, (3.1)
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𝑝00 = 𝛼𝐴𝛼𝐵(𝑝det𝐴 +𝑝det𝐵 +2𝑝dc), (3.2)
𝑝01 = 𝛼𝐴(1−𝛼𝐵)(𝑝det𝐴 +2𝑝dc), (3.3)
𝑝10 = 𝛼𝐵(1−𝛼𝐴)(𝑝det𝐵 +2𝑝dc), (3.4)
𝑝11 = 2(1−𝛼𝐴)(1−𝛼𝐵)𝑝dc, (3.5)
𝑝tot = 𝑝00 +𝑝01 +𝑝10 +𝑝11 (3.6)

where 𝑉 is the visibility of the two-photon quantum interference, 𝑝dc ≪1 is the probability
of detecting a dark count (or in general a non-NV photon) in the detection window, the ±
sign depends on which detector clicked. The off-diagonal terms neglect the contribution
due to the dark counts with respect to the contribution due to 𝑝det𝐴,𝐵 , i.e. we assume 𝑝dc ≪
𝑝det𝐴,𝐵 .

If one assumes 𝑝det = 𝑝det𝐴 = 𝑝det𝐵 , 𝑝dc = 0, 𝛼 = 𝛼𝐴 = 𝛼𝐵 and 𝑉 = 1, then the fidelity of
𝜌𝐴𝐵 with the closest Bell state is 𝐹 = 1−𝛼 , and the generation rate is 𝑟𝐴𝐵 = 2 𝛼 𝑝det 𝑟attempt,
with 𝑟attempt the attempt rate.

Additional sources of infidelity are uncertainty in the phase of the entangled state
and double excitation. See Ref. [14] for details on how they are modeled. We summarize
in Table 3.2 the infidelity arising from the aforementioned sources, which is reasonably
in agreement with the measured state fidelities. The Bell states between Alice and Bob
were generated with 𝛼𝐴,𝛼𝐵 = 0.07,0.05, while the ones between Bob and Charlie with
𝛼𝐵 ,𝛼𝐶 = 0.05,0.10. These values have been chosen as a trade-off between protocol success
rate and fidelity.

To model the states generated in the two demonstrated protocols (GHZ state between
Alice Bob and Charlie, and Bell state between Alice and Charlie) we take into account:

• the Bell states generated between Alice and Bob and between Bob and Charlie,

• the dephasing of the nuclear spin during the entanglement generation between Bob
and Charlie,

• depolarising noise on the nuclear spin that combines initialisation, swap and readout
error,

• communication qubit readout errors at Bob thatwould generate awrong feed-forward
operation at Charlie,

• the depolarising noise on the communication qubits of Alice and Charlie during
their dynamical decoupling sequences,

• the possibility that Alice and/or Charlie are in the wrong charge state (NV0) at the
end of the sequence.

Table 3.4 and Table 3.5 summarize the error budget of the generated states. In the case
of the entanglement swapping we also report the expected infidelity when accepting any
Bell state measurement (BSM) result.

In the protocol demonstrating GHZ distribution across the three nodes we chose to
herald on readout outcome “0” only, as explained in the main text. Our model predicts
that GHZ states heralded on measurement outcome “1” would have had an additional 3%
infidelity (due to the asymmetry in the electron readout infidelities).
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Future improvements to the remote entanglement links
The remote entanglement fidelity can be increased in the near term by improving phase sta-
bilization at Alice to a similar level as Bob and Charlie, by lowering the double-excitation
probability through a reduction of the optical excitation pulse width, and by using similar
devices with higher collection efficiency [46] allowing for operation at smaller 𝛼 . Ad-
ditionally, an improvement in fidelity of approximately 𝜂PSB(𝛼 + 𝑝2e) (where 𝜂PSB is the
probability to collect a photon in the phonon sideband emission and 𝑝2e is the probability
of double excitation during the optical pulse) can be obtained by rejecting heralding events
for which simultaneously a photonwas detected in the phonon sideband emission channel
on one of the nodes. In the same way, this filtering will reduce the errors due to double
excitation during the optical pulse as well as errors due to heralding on dark counts. This
rejection could be implemented in real-time using an additional FPGA on each node. The
combination of these improvements would bring the entanglement fidelity above 0.90.

Going beyond the current hardware, the entanglement generation rates may be in-
creased by up to two orders of magnitude by enhancing the collection of coherent NV
photons through the use of optical cavities [33, 35]. Alternatively, the development of
other color centers in optical waveguides and/or cavities may bring a similar improve-
ment in rates [42–45].

3.5.3 Phase stabilization
Inherent to an implementation where active phase stabilization is interleaved with free
evolution time, there is a trade-off between phase stability (or fidelity of the entangled
state) and the free evolution time (which is the time used for entanglement generation).
The more often the system is stabilized, the higher the bandwidth of the stabilization and
the lower the final uncertainty in Δ𝜃 will be.
Our previous implementation used a single homodyne phase detection scheme [14]. While
that method allows for the stabilization of the phase of the entangled state, there are sev-
eral aspects that can be improved; The small fraction of excitation light that is reflected
from the diamond surface is partially coupled in the single-photon detection path. Bymea-
suring the interference signal after the beam-splitter at the heralding station it is possible
to obtain the phase of the interferometer. But leaking some of the reflected excitation light
into the single-photon path for phase stabilization purposes increases the chance that, dur-
ing entanglement generation, some of the reflected excitation light will be detected and
mistakenly herald an entangled state. To counteract this effect, the amount of leaked light
was somewhatminimized by polarization selection (but never completely, since some light
is needed to detect a phase signal) and long integration times (24ms) were used during
phase detection, reducing the phase stabilization bandwidth. Furthermore, exposing the
NV center to a relatively long and strong laser pulse makes it more susceptible to spectral
jumps and ionization.

To solve these challengeswe devised and implemented a newphase stabilization scheme
that combines higher bandwith and optimal rejection of the excitation light from the
single-photon paths, while maintaining robustness against power level fluctuations and
scalability to a higher number of nodes.
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Phase detection methods
In a homodyne phase detection scheme the light has the same frequency in both arms of
the interferometer. Depending on the optical phase difference Δ𝜃 , light will constructively
or destructively interfere on the output ports of the beam-splitter. Assuming common
polarization and perfectly overlapping spatial modes, the intensity 𝐼3,4 in the output ports
is

𝐼3,4 = 𝐼1 + 𝐼2 ±2√𝐼1𝐼2 cosΔ𝜃. (3.7)

For known input levels 𝐼1,2, Δ𝜃 can be calculated from the difference in intensity in the
output ports of the beams-splitter. Fluctuations in the intensity of the input signals will
lead to an error in the phase measurement, except for the case cosΔ𝜃 = 0 which gives
𝐼3 = 𝐼4 independent of the input intensity.

In a heterodyne phase detection scheme the light has different frequencies in the two
arms of the interferometer. Again, assuming common polarization and perfectly overlap-
ping modes, the light will interfere in the output ports resulting in a signal with amplitude

𝐼3,4 = 𝐼1 + 𝐼2 ± √𝐼1𝐼2(cos((𝜔1 −𝜔2)𝑡 −Δ𝜃)+ cos((𝜔1 +𝜔2)𝑡 +Δ𝜃)) (3.8)

where 𝜔1,2 are the angular frequencies of the light. When we pick a relatively small fre-
quency difference, (𝜔1 −𝜔2)/2𝜋 ≈ 10MHz, we can ignore the last term in Eq. 3.8 and the
resulting 10MHz beat signal can be measured with a photodiode and efficiently filtered
from the DC background signal (the last term of Eq. 3.8 will have a frequency in the op-
tical domain and will not be picked up by the photodiode due to the limited bandwidth).
The phase of this beat signal corresponds to the optical phase difference in the two paths.
Since the phase information is not translated to the amplitude of the beat signal, fluctu-
ations in the input intensity will not cause an error in the measurement. Moreover, this
method is very suitable to measure small signals: if the signal is very small in one of the
arms, the amplitude of the beat signal can be increased by increasing the intensity in the
other arm.

Splitting the interferometer in parts
In the experiments with three quantum nodes we have two effective interferometers that
share part of their optical paths. We split the interferometers into six parts, see Figures 3.10,
3.11. In total there are four local interferometers and two global interferometers, where
the local interferometer comprises the excitation path and free space optical path close to
the cryostat of each node and the global interferometer includes the fibers connecting the
nodes to the central beam-splitter. With the measured phase, an error signal is computed
and feedback is applied to the optical path, either with a mirror on a piezoelectric element
or a fiber stretcher.

The two global interferometers, using homodyne phase detection, stabilize the optical
path to the beam-splitter and single photon detectors used for entanglement heralding.
Since the detectors are shared for the two entanglement links, the optical phase measure-
ment for the two global interferometers has to be multiplexed in time. The local interfer-
ometers are stabilized using heterodyne phase detection. The excitation light (the same
we use for the optical excitation pulse that generates spin-photon entanglement) is re-
flected off the diamond surface and since it has (close to) orthogonal polarization with the
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NV centers emitted photons it can be separated from the single photons using a polariz-
ing beam-splitter (PBS). Afterwards, the weak reflected excitation pulse interferes with a
strong laser pulse from the other arm with the frequency offset. The beat signal is mea-
sured with a photodiode and the optical phase difference is extracted using an electronic
reference signal. The middle node has two local interferometers, one for each link. When
all separate interferometers are stabilized, the paths of the excitation light and the single
photons used for entanglement heralding will be phase stable.

Technical description of the local interferometer
For all the local interferometers we use a heterodyne phase detection scheme. A diagram
of the optics and electronics is plotted in Fig. 3.12. For each entanglement link (Alice-Bob
and Bob-Charlie) the phase and excitation light are provided by the outer nodes (Alice
and Charlie). To generate the known 10MHz frequency offset between the light paths, we
take advantage of the acousto-optic modulators (AOMs) we use to generate light pulses.
By driving two AOMs at respectively 200MHz and 210MHz, we establish the required
frequency difference between the light paths. Part of the RF signals used to drive the
AOMs are tapped off and combined in a mixer to obtain an electronic reference signal. The
light from the AOMs is launched in a free space path with several optical elements. The
first polarizing beam-splitter (PBS) ensures the phase light to be linearly polarized. The
second PBS separates the reflected excitation light from the single photons. At this point
the phase-reference light and the reflected excitation light have orthogonal polarization.
The waveplates in front of the third beam-splitter rotate their polarization such that they
can be interfered on the third PBS. This interference leads to a beating signal that can be
detected with the photodiode. Consequently, the beating signal is filtered, amplified and,
together with the electronic reference signal, used as inputs for the phase detector (Mini-
Circuits ZRDP-1+). The output of the phase detector is filtered and impedance matched
to an analog to digital converter (ADC) input of the micro-controller, the ADwin.

Timings
The phase stabilization requires synchronization between the different nodes. Nodes A
and C provide the phase and excitation light, but all nodes measure the phase of at least
one local interferometer. Some of the detectors used for the phase measurements are
shared among different interferometers, so not all measurements can be done at the same
time. Figure 3.13 shows how the various phase stabilization cycles are interleaved with
entanglement generation time.

The choice of free evolution time is governed by the noise sources in the different
parts of the system. The local interferometer of node A experiences noise with high fre-
quency components (compared to the other intereferometers) hence the free running time
must be short enough to achieve the necessary feedback bandwith. The duration of the
preparation part of the experiment, which includes charge and resonance checks, as well
as synchronization steps between nodes, can vary from approximately 50 µs to a few sec-
onds. When the phase is completely scrambled due to a too long free running time, it is
not possible to reach the set-point in a single feedback round. For this reason we start
with multiple rounds of phase stabilization without any free evolution time in between.
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Phase stability

To characterize the performance of the phase stabilization we look at three different as-
pects: the free evolution of the phase without any stabilization, the frequency spectrum
of the noise and the distribution of the phase while actively stabilizing. All the results for
the six interferometers are plotted in Figure 3.14 (see Fig. 3.11 for the labeling). The differ-
ences in performance can be explained by the noise sources present in our experimental
lay-out. We identify two main sources of noise: the relatively noisy fiber connection be-
tween nodes A and B and the positioning stages of each node. The three nodes are built
in two separates rooms and we use optical fibers (30m) to connect node A to node B. All
nodes have a microscope objective for optically accessing the diamond samples. On node
B and C this microscope objective is mounted on a piezo-electric stage. For node A the
design is different: here the sample is mounted on a piezo-stack and the microscope ob-
jective is fixed. All these piezo-electric stages are susceptible to the vibrations generated
by the operation of the cryostats.

The sample stage of node A cause relatively-strong high-frequency (>500Hz) noise;
the microscope objective stage of nodes B and C cause lower-frequency noise and the
optical fiber connection between nodes A and B causes relatively-strong low-frequency
components. In the experimental sequence we interleave experimental time with rounds
of phase stabilization. With the used timings (see Fig. 3.13) we are able to stabilize fre-
quencies ≤ 500Hz. Due to its relatively high-frequency components, the noise of the local
interferometer of node A is the limiting factor in terms of phase stability of the overall
apparatus. We expect that fixing the sample to the cold-finger of the cryostat, and only
moving the microscope objective (like we do on nodes B and C) will allow us to lower the
phase noise on node A in the future.

Entangled-state phase drifts

While the phase stabilization scheme allows us to access the entangled state generated
by the single photon protocol by fixing the phase Δ𝜃 , we observe that the phase of the
generated entangled state undergoes small drifts on a timescale of hours. That is, even
though all the interferometers are stabilized to the same value, the phase of the entan-
gled state will slowly drift by ≈10 deg /h. We hypothesize that these drifts are due to the
relative position of the microscope objective and the NV center: while the light used for
phase stabilization is reflected off the diamond surface, the NV-emitted photons are gener-
ated inside the diamond. Small changes in distance and angle of the microscope objective
would not lead to observable differences in the fluorescence measurement we use for po-
sition optimization, but may slightly alter the path the photons have to travel. To solve
this challenge, after every position optimization (≈ once every hour), we re-calibrate the
phase of the generated entangled state (≈ 5 minute measurement per link). More robust
positioning systems (both for the sample and the microscope objective) may reduce the
phase drifts and alleviate the need for entangled-phase re-calibration
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3.5.4 Single-shot readout correction
We correct tomography-related single-shot readouts (SSROs) for known error in order to
obtain a reliable estimate of the actual generated states.¹

Single qubit case
For a single qubit:

�⃗� = �̂� 𝑝, (3.9)

where 𝑝 = (𝑝0, 𝑝1)𝑇 is the (column) vector of expected populations, �⃗� = (𝑚0,𝑚1)𝑇 is the
(column) vector of measured populations, and

�̂� = (𝑟00 𝑟01
𝑟10 𝑟11) = ( 𝐹0 1−𝐹1

1−𝐹0 𝐹1 )

is the SSRO operator that connects the two. For example:

𝑚0 = 𝐹0𝑝0 + (1−𝐹1)𝑝1,
i.e. the measured population in |0⟩ is given by the correctly assigned population in |0⟩ plus
the incorrectly assigned population in |1⟩. From Eq. 3.9 it follows that:

𝑝 = �̂�−1�⃗�, (3.10)

which is what we use in practice to apply the readout correction. This allow us to obtain
the vector of expected populations given the measured populations and the SSRO error
operator. Experimentally we cannot directly measure �⃗�. We measure events in which the
communication qubit is either in |0⟩ or in |1⟩. We repeat this process𝑁 times, obtaining𝑁0
times the outcome |0⟩ and 𝑁1 times the outcome |1⟩. From this we estimate the measured
populations �⃗�:

𝑚0 = 𝑁0/𝑁 ,𝑚1 = 𝑁1/𝑁 (3.11)

The probability distribution of the number of events 𝑁0 is a Binomial distribution with
expected value 𝑁𝑚0 and variance 𝑁𝑚0(1 −𝑚0). From this it is possible to calculate the
experimental value and uncertainty for 𝑚0 (and 𝑚1):

𝑚0 = 𝑁0/𝑁 (3.12)
𝑚1 = 1−𝑚0 (3.13)

𝜎𝑚0 = 𝜎𝑚1 = √
𝑚0
𝑁 (1−𝑚0) (3.14)

The covariance between 𝑚0 and 𝑚1 is:

Cov(𝑚0,𝑚1) = −𝑚0(1−𝑚0)
𝑁 (3.15)

¹The method described here is what was used for the analysis of the data in the publication (Ref. [48]). In
Appendix A of this thesis (page 141) a new method is described which is to be preferred to the one described
here.
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Once Eq. 3.10 has been calculated it is possible to evaluate the expectation value of 𝑝 and
its uncertainty. In the one qubit scenario it is easy to invert the expression analytically:

𝑝0 =
𝐹1 𝑚0 + (𝐹1 −1) 𝑚1

𝐹0 +𝐹1 −1
= 𝐹1 +𝑚0 −1

𝐹0 +𝐹1 −1
(3.16)

𝑝1 =
(𝐹0 −1) 𝑚0 +𝐹0 𝑚1

𝐹0 +𝐹1 −1
= 𝐹0 −𝑚0
𝐹0 +𝐹1 −1

= 1−𝑝0 (3.17)

𝜎𝑝0 = 𝜎𝑝1 =
𝜎𝑚0

𝐹0 +𝐹1 −1
(3.18)

and it is straightforward to propagate uncertainties in 𝐹0/1 to 𝑝0 and 𝑝1.

Two and three qubit case
For two (and more) qubits, the measurement outcomes will be distributed according to
a Multinomial distribution (as opposed to a Binomial). While the expectation values of
𝑝0,… ,𝑝𝑖 can still be computed analytically relatively straightforwardly, their uncertain-
ties need to take into account the non-trivial covariances in the 𝑚𝑖 . Additionally, taking
into account uncertainties in the 𝐹0/1 makes the error propagation even more tedious. We
therefore use a Monte Carlo simulation that takes into account the Multinomial distribu-
tion as well as the 𝐹0/1 of each setup to estimate uncertainties on the correlation measure-
ments and the state fidelities, without having to assume normality of the data. The code
to run the Monte Carlo simulation is included in the Jupyter notebooks that produce the
figures of the main text [47].

3.5.5 Phase feed-forward on the memory qubit
The nuclear spin memory qubit of Bob precesses at a frequency that depends on the spin
state of the electronic spin (the communication qubit). Throughout the experimental se-
quence we keep track of the phase acquired by the nuclear spin to be able to readout and
apply gates in the correct bases. While most operations are deterministic in time (nuclear
spin initialisation, gates on the electronic spin, etc.) and the phase evolution of the nuclear
spin can be calculated in advance, entanglement generation is a probabilistic process. This
means that it is not known in advance how long the entanglement operation (number of
entanglement attempts) is going to take, and therefore how much phase the nuclear spin
is going to acquire. To solve this challenge, we implement a phase feed-forward mecha-
nism that applies a Z-rotation to the nuclear spin that cancels this acquired phase. Since
the used Arbitrary Waveform Generator (AWG) only has limited real-time programming
capability, we implement this mechanism via a real-time interaction between our node
micro-controller (ADwin) and the AWG. Once entanglement is heralded between Bob and
Charlie, the AWG of Bob jumps out of the entanglement generation subroutine and starts
an XY4 decoupling sequence on the communication qubit. During this XY4, the AWG
interacts with the ADwin of Bob (which has recorded how much phase the nuclear spin
has acquired during the entanglement operation) to select, via a binary decision tree, the
time in between microwave pulses. The binary decision tree allows us to vary the (addi-
tional) duration of the XY4 element in steps of 2 ns up to 512 ns, which is more than a 2𝜋
precession for the nuclear spin (𝜏𝐿 =490 ns, feed-forward resolution ≈ 1.5°). Regardless of
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the inter-pulse time selected, the communication qubit will be decoupled. Consequently,
the needed additional phase to re-phase the nuclear spin can be conveniently set via the
length of the XY4 sequence. We pre-compile the timings that the ADwin will communi-
cate to the AWG to reduce the computational load on the ADwin. We anticipate that an
AWGwith an integrated programmable FPGAwill be able to completely take over the task
of phase tracking without need for interaction with the node micro-controller, reducing
experimental overhead.

3.5.6 Memory qubit lifetime and increased magnetic field
An important resource in our experiments is the ability to store entanglement in the nu-
clear spin memory qubit of Bob while performing further operations on the node. While
we have implemented methods to keep track and actively compensate for the phase ac-
quired during entanglement generation (see previous section), additional dephasing may
occur. The major source of nuclear spin dephasing during entanglement generation was
found to be [30] failed electronic spin control (initialization errors or MW pulse errors).

An entanglement attempt can be broken into the following pieces: communication
qubit reset (via optical pumping), MW pulse that creates the communication qubit super-
position (named in the following the 𝛼 pulse), optical excitation pulse that creates the
spin-photon entanglement, and a decoupling MW 𝜋 pulse. The time 𝜏 between the 𝛼 and
the de-coupling pulse is chosen such that it equals the time between the decoupling pulse
and the average reset time in the subsequent entanglement attempt (see Ref. [30] for de-
tails). This ensures that regardless of its initial state, the communication qubit spends an
equal amount of time in the |0⟩ and |1⟩ states. However, an error in the MW 𝜋 pulse will
result in an unknown acquired phase on the nuclear spin and lead to dephasing. Previ-
ous work [30] suggested that such dephasing can be mitigated when working at a higher
magnetic field, which allows for a shorter spacing between subsequent MW pulses.

In order to work at higher fields we have installed a stronger permanent magnet inside
the cryostat of Bob reaching a field of 189mT at the location of the NV center. At such
fields, temperature fluctuations of the magnet, mainly due to the MW pulses applied to
the sample, can result in a significant change of the magnetic field amplitude. Hence, we
stabilize the sample holder via an active feedback loop, ensuring a stable temperature of
the permanent magnet. We reach a stability of 1 µT, which results in a maximum variation
of the nuclear spin precession frequency of ≈ 10Hz, one order of magnitude below the
dephasing rate due to interactions with other spins in its environment.

These improvements allow us to shorten the interpulse spacing to 942 ns, limited by
the waiting time after the optical excitation pulse that we need to include in order to allow
the AWG to respond in real time to a successful entanglement attempt and jump out of
the entangling sequence. As Fig. 3.3 of the main text shows, a similar nuclear memory
lifetime is observed when applying entanglement attempts or when idling. This shows
that the lifetime of the memory qubit, in our magnetic field regime, is mainly limited by
natural dephasing and not by electronic spin control errors. We fit the two decays with
the following function:

𝑓 (𝑁 ) = 𝐴exp(−( 𝑁
𝑁1/𝑒

)
𝑛
), (3.19)

with 𝑁 the number of entanglement generation attempts, 𝑁1/𝑒 the 𝑁 at which the Bloch



3

54 3 A multinode quantum network of remote solid-state qubits

vector length has decayed to 1/𝑒 of its initial value 𝐴, and 𝑛 the exponent of the decay.
The results of the fit are reported in Table 3.3. For the results Without ent. gen. the
entanglement generation attempt is replaced by the equivalent free evolution time.

3.5.7 Microwave pulse fidelity
Errors in theMWpulses can limit the control of the communication qubit as well as induce
decoherence on the nuclear spin memory qubit [30]. We use Hermite MWpulse envelopes
[29] to perform rotations of the communication qubit spin:

ℎ(𝑡) = (1−𝑝 ( 𝑡
𝑇 )

2
)𝑒−(

𝑡
𝑇 )

2
, (3.20)

where 𝑝 affects the shape of the pulse and 𝑇 changes the length of the pulse. The pulses
get distorted by the transmission line before they get to the sample. We apply a linear
pre-distortion in frequency domain to compensate part of the error via the following IQ
signals:

𝐼 = 𝑎 ⋅ ℎ(𝑡) (3.21)

𝑄 = 𝑎𝑏 𝑡
𝜋𝑇 2 (𝑝 +1−𝑝 (

𝑡
𝑇 )

2
)𝑒−(

𝑡
𝑇 )

2
, (3.22)

where 𝑎 is the amplitude of the pulse and 𝑏 is the skewness (slope) of the pre-distortion in
frequency domain.

The MW 𝜋-pulses are calibrated by initializing the qubit in the |0⟩ state, applying an
odd number of consecutive pulses and reading out the final state. If the pulses were perfect
one would measure |1⟩ as outcome. The effect of the skewness on the pulse fidelity is
investigated with a two dimensional scan; evaluating the fidelity for pulses with different
amplitudes (𝑎) and skewness (𝑏). Figure 3.8 shows an example of such a scan, where it
is clear one can calibrate 𝑎 and 𝑏 almost independently. We find that different set-ups
require different levels of pre-distortion 𝑏, ranging from 10−11 to 10−8. We estimate that
the current errors of our MW pulses are between 0.1% and 1% for all the three nodes.

3.5.8 Classical communication
The three nodes can share information in several ways. The slowest method is based
on Python socket interfaces between the measurement computers that allow us to share
necessary values and information at a rate of approximately 10Hz; this method is used
for example to frequency lock the lasers, to coordinate calibrations on all nodes from a
single computer and to share and record environmental data such as the temperature in
the different laboratories. The second, and fastest, method is a direct connection between
the micro-controller and the AWGs. This enables the triggering of all the AWGs from a
single node, reducing jitter on the output waveforms. The third method is implemented
on the micro-controllers and is used for the feed-forward operations across the nodes.
Each micro-controller has one input and one output communication port (physically it is
a normal digital input-output coaxial port). Bob, which receives signals from both Alice
andCharlie, has a digital summing box (OR gate) at its input port, that combines the signals
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coming from the other two nodes. We designed the experimental sequence such that it is
clear who sent a specific message depending on when it arrives. Messages are sent over
an off-the-shelf coaxial cable, using a serial communication scheme, with an average bit
interval of 60 ns (the shortest the micro-controller can achieve). At the input port of each
micro-controller, a fast edge detection (100MHz) stores changes in the signal level (and
the time at which they occur). It is therefore possible to reconstruct what pattern (i.e.
message) was sent from one node to the other, directly on the micro-controller. Sending a
message takes up to 300 ns (we send up to 5 bits at a time). Receiving and decoding take up
to 2 µs combined. A flowchart of the communication steps between the micro-controllers
used in the networks protocols demonstrated in the main text is shown in fig. 3.15 .

3.5.9 Feed-forward operations between nodes
We implement the feed-forward operations needed for our experimental protocols by
combining the classical communication just discussed with a real-time pulse selection se-
quence by the micro-controller on the AWG. For both network protocols demonstrated we
need to apply gates on the communication qubit of Charlie conditional on measurement
outcomes at Bob. Once Bob has performed the required readout operations (on the com-
munication qubit for the GHZ state generation or on both qubits for the entanglement
swapping) it combines the readout results with the Bell states generation outcomes (i.e.
which detectors clicked in the A-B and B-C entanglement generation) to obtain one of
four possible feed-forward messages. Combining this information on Bob is an optimiza-
tion of our communication resources; we could, alternatively, send the bits of information
one by one to Charlie and combine the information there should that be a requirement of
the protocol (for example in a blind quantum computation scenario). At this point a FAIL
message could also be sent from Bob to all the nodes in order to abort the whole sequence,
for example if the Bell State Measurement result is not the one that gives high-fidelity (see
main text). We choose to not send FAIL messages and instead continue with the protocol
to be able to assess the protocol performance for the less faithful Bell State Measurement
outcomes (see Fig. 5C of the main text). In the meantime, Charlie has been applying an
XY8 decoupling sequence to the communication qubit to protect its coherence while Bob
performed the readout operations. Once Charlie receives the feed-forward information,
its micro-controller starts a decision-tree sequence with its AWG to select the required
microwave pulse-sequence. This decision tree is incorporated into an XY8 block of the
AWG, such that the slow response time of the AWG (1 µs per bit of information) does not
affect the coherence of the communication qubit. The microwave pulse sequence selected
via the decision tree is appended to the aforementioned XY8 block. After the feed-forward
operations are performed, the delivery of the states by the network protocol is completed.
Finally, the delivered states are analyzed using a readout sequence (composed of an op-
tional basis rotation and state readout).

3.5.10 Data acquisition and calibrations
The data supporting the protocol demonstrations in the main text (Figures 4C, 5B, 5C) was
gathered in the month of October 2020. Due to the restrictions imposed by the COVID19
pandemic, we operated the setups remotely (from home) and went to the laboratories only
when something needed in-situ intervention (like a broken power-supply).
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The data has been collected in blocks of approximately 1 h, interleaved by calibration
routines of approximately 20min. For the GHZ state generation protocol we set the target
number of data points at 2000. For the entanglement swapping we set the target number
of data points at 4000. We stopped the experiment once the measurement block was com-
pleted in which the target number of data points was surpassed.

For the GHZ state generation we acquired 55 blocks over 10 days (effective measure-
ment time ≈ 50 h), obtaining 2028 events, equivalent to a rate of 𝑟GHZ ≈ (90s)−1.

For the entanglement swapping demonstration we acquired 53 blocks over 7 days (ef-
fective measurement time ≈ 45 h), obtaining 853 events with BSM result “00”, equivalent
to a rate of 𝑟swapping ≈ (3minutes)−1. The other BSM results were: “01”: 1030 events, “10”:
1004 events, “11”: 1168 events. The ratio of events between the BSM results matches the
readout characteristics of node B: measured (expected) share of the events, 0.21 ∶ 0.25 ∶
0.25 ∶ 0.29 (0.23 ∶ 0.25 ∶ 0.25 ∶ 0.27). Combining all the BSM results we obtained a total of
4055 events, equivalent to a rate 𝑟 ′swapping ≈ (40s)−1.

Every three measurement blocks we performed a fidelity check on the entangled states
between Alice-Bob and Bob-Charlie at the target 𝛼 (total duration 20min). These fidelity
checks, combined over theGHZ and Entanglement Swapping datasets, are used for Fig. 3.2E
of the main text. We performed a total of 58 fidelity checks, that combined generated:
24197 Ψ+

AB events, 25057 Ψ−
AB events, 26383 Ψ+

BC events and 27459 Ψ−
BC events. The asym-

metry in the number of events between the Ψ+ and the Ψ− states is due in part to the
beam-splitter having a non ideal splitting ratio (0.493 ∶ 0.507), to a slight difference in de-
tector efficiencies (≈ 1%) and to the brightnesses (𝛼 𝑝det) of the two setups involved not
being completely balanced. The asymmetry between the number of events for the ΨAB
and the ΨBC states is due to the different probability for node B to be in the wrong charge
state (NV0) at the end of the sequence for the two links. To obtain a reliable estimate of
the fidelities of the Bell states, we discard events in which a CR (charge and resonance)
check performed after readout gives a negative result. We remark that, as mentioned in
the main text, we do not perform such an operation for the network protocols demonstra-
tions, which are free from any post-selection. For the GHZ state generation, by heralding
only on the |0⟩ readout outcome of the communication qubit of Bob, we automatically
reject events in which the NV center of Bob was either in the wrong charge state or off
resonant. For the Entanglement Swapping demonstration, we perform a CR check after
the Bell state measurement is performed on node B, and we herald success of the whole
protocol only if this final CR check gives a positive result. We find that the test gives a
positive result in approximately 90% of the cases.

3.5.11 Experimental monitoring
Analogous to what reported in section J of the SI of Ref. [46], we implement checks while
the experiment is running to ensure that the nodes are performing as expected. If one
of the checks does not pass, we mark all future data to be disregarded (until the check is
passed) and / or pause the experiment to perform further calibrations. Following is a list
of all the checks that we use to mark future data to be disregarded (if they don’t pass):

• Check that the measured phase of each interferometer is below 50° before the last
piezo feedback is performed.
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• Check that the number of photons collected during the qubit reset by optical pump-
ing part of the entanglement generation sequence, averaged over the preceding sec-
ond, is above a pre-set threshold. If the check does not pass within a matter of
seconds, we pause the experiment and scan the laser frequency to find back the
qubit reset transition frequency.

• Check that the number of photons collected during the spin-photon entanglement
part of the entanglement generation sequence, averaged over the preceding second,
is above a pre-set threshold. If the check does not pass within a matter of seconds,
we pause the experiment and scan the bias voltage of the setup.
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Figure 3.6: Schematic of the optics used for each node. The red lines indicate the optical path used both by
the laser beams and the single photons. Blue fibers are single-mode polarization maintaining fiber. The orange
fiber is a multi-mode fiber. The laser combiner (not depicted) combines, via beam-splitters and dichroic mirrors,
the various laser beams and couples them into the single-mode fiber shown in the diagram. The laser combiner
also includes a piezoelectric-mounted mirror that is used for the local phase stabilization feedback. The monitor
photodiode records the 90% of excitation light that goes through the beam-sampler (and that would otherwise
be discarded). We monitor this signal on a digital oscilloscope connected to the measurement computers for
debugging purposes.



3

58 3 A multinode quantum network of remote solid-state qubits

Bob 

B = 0 mT B = 189 mT
ms=-1

ms=+1
ms=0

E₁
Ey

E₂

A₂

Ex
A₁

mwB

2 
x 
ε B

Alice

B = 0 mT B = 25 mT   

ms=-1
ms=+1

ms=0

E₁Ey

E₂

A₂

Ex

A₁

Re
ad

ou
t a

nd
 

En
ta

ng
lin

g

Re
se

t

Re
ad

ou
t a

nd
 

En
ta

ng
lin

g

Re
se

t

Re
ad

ou
t a

nd
 

En
ta

ng
lin

g

Re
se

t

mwA

2 
x 
ε A

Charlie

B = 0 mT B =  17 mT

3A₂

3E

3A₂

3E

3A₂

3E

ms=-1
ms=+1

ms=0

E₁

Ey
E₂

A₂
Ex

A₁

mwC

2 
x 
ε C

Figure 3.7: Level structure for the three NV centers. The optical transitions used within this work are
indicated by red solid arrows. DC stark tuning brings all readout transitions to the same frequency, ensuring
that the photons generated via the optical excitation pulse are indistinguishable. The spin state 𝑚𝑆 = 0/ + 1/ − 1
of each level is indicated by color (green/red/blue). The communication qubits of nodes A, B and C are encoded
in the NV center electronic spin states |0/1⟩𝐴 ≡ |𝑚𝑆 = 0/+1⟩, |0/1⟩𝐵 ≡ |𝑚𝑆 = 0/−1⟩ and |0/1⟩𝐶 ≡ |𝑚𝑆 = 0/−1⟩. The
memory qubit of node B is encoded in the nuclear spin state of the addressed 13𝐶 atom, |0/1⟩ ≡ |𝑚𝐼 = ± 1

2 ⟩.

Figure 3.8: Calibrating the pre-distortedmicrowave (MW)Hermite pulses. The 𝜋 pulses are calibrated by
applying 11 sequential pulses: the probability of being in |0⟩ at the end of the sequence is measured for different
amplitudes (𝑎) and skewness (𝑏) of the Hermite pulse. The linear frequency pre-distortion allows us to achieve
lower errors for the MW pulses.
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Figure 3.9: Memory qubit readout sequences. (A-C) Readout sequences of the nuclear spin memory qubit
expectation values for �̂� , �̂� , �̂� via the communication qubit. The controlled rotations are to be read as follows:
R𝜋/2
±X is a rotation of the memory qubit around the X axis with an angle of 𝜋/2 if the communication qubit is in

|0⟩, and with an angle of −𝜋/2 if the communication qubit is in |1⟩.

AOM
EOM AOM

TA SHG

AOM
EOM

AOM

A B C

TA SHG

PBS

BS

Figure 3.10: Diagram of the entire layout. Shown are the paths used by the excitation laser (solid light-
blue lines) and the phase light (solid dark-blue lines), which has a frequency offset of ≈ 10MHz with respect to
the excitation laser. The frequency offset is generated using different frequency modulation set-points for the
acousto-optic modulators (AOM) in the excitation and phase path respectively.
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interferometers, the interference is measured by the single photon detectors. The detectors are shared for the
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Figure 3.12: Diagram of the electronics and optics for a local interferometer using a heterodyne phase
detection scheme. Both the electronic reference signal and the excitation light are shared with another setup.
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Figure 3.13: Overview of the timings related to the phase stabilization. Experimental time (gray blocks)
is interleaved with phase stabilization cycles, which include a phase measurement and a feedback. The subscript
to B indicates which light is used, either from setup A or C. The local phase stabilization of A and BA and the
global phase stabilization A-B can be performed at the same time since they use the same light sources.
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Figure 3.14: Characterization of the phase stabilization of all six interferometers. (Left) Standard de-
viation of the measured phase while changing the free evolution time. (Center) Frequency spectrum of the
measured noise. (Right) Phase distribution for the different rounds of phase stabilization. (Insets) Standard
deviation of the phase per stabilization round.
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Table 3.2: Error budget of the generated Bell states and experimental parameters. The error due to the
probability that both nodes emit a photon is related to the values of 𝛼 (see section 3.5.2) and is therefore intrinsic
to the protocol. The infidelity contribution for each of the other errors is estimated as if that error were the only
other error present, this way one can easily compare the relative effect of the different infidelity sources. When
combined we take into account all the errors at the same time.

Source of infidelity Expected state infidelity
Alice - Bob Bob - Charlie

Probability that both nodes emit a
photon

6.1×10−2 8.0×10−2

Phase uncertainty 6.0×10−2 1.5×10−2
Double excitation 5.5×10−2 7.0×10−2
Photon distinguishability 2.4×10−2 2.3×10−2
Non-NV and dark counts 5×10−3 5×10−3
Combined 0.191 0.186
Measured Ψ+ infidelity 0.180(5) 0.192(5)
Measured Ψ− infidelity 0.189(5) 0.189(4)
Experimental parameters Alice - Bob Bob - Charlie

𝑝det 𝑝det𝐴 = 3.6×10−4
𝑝det𝐵 = 4.4×10−4

𝑝det𝐵 = 4.2×10−4
𝑝det𝐶 = 3.0×10−4

𝛼 𝛼𝐴 = 0.07
𝛼𝐵 = 0.05

𝛼𝐵 = 0.05
𝛼𝐶 = 0.10

𝑝dc 1.5×10−7 1.5×10−7
Visibility 𝑉 0.90 0.90
Phase uncertainty 30° 15°
Entanglement attempt duration 3.8 µs 5.0 µs
Probability of double excitation 0.06 0.08

Table 3.3: Fit results for the curves displayed in Fig. 3.3 with and without entanglement generation (Ent. Gen.).
See section 3.5.6 for details on the fitting function.

With Ent. Gen. Without Ent. Gen.
𝑁1/𝑒 1843(32) 2042(36)
𝑛 1.37(5) 1.61(6)
𝐴 0.895(6) 0.885(6)
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Table 3.4: Error budget of the generated GHZ states. For each source of infidelity considered we estimate
two quantities: the infidelity induced on the state as if it were the only source of error present; the improvement
in fidelity if that error were to be removed while all other errors remain present. When combined we take into
account all the errors at the same time.

Source of infidelity Expected infidelity if
only source present

Expected improve-
ment once removed

Ψ𝐴𝐵 state infidelity 0.191 0.120
Ψ𝐵𝐶 state infidelity 0.186 0.122
Memory qubit depolarising noise 8.3×10−2 4.4×10−2
Memory qubit dephasing noise 2.8×10−2 1.5×10−2
Dynamical decoupling of A and C 3.7×10−2 1.9×10−2
At least one node is in NV0 1.6×10−2 8×10−3
Feed-forward errors 6×10−3 3×10−3
Ψ𝐴𝐵 and Ψ𝐵𝐶 combined 0.337 0.275
Combined 0.433
Measured GHZ infidelity 0.462(18)

Table 3.5: Error budget of the generated Alice-Charlie states. For each source of error considered we
estimate two quantities: the infidelity induced on the state as if it were the only source of error present; the
improvement in fidelity if that error were to be removed while all other errors remain present. When combined
we take into account all the errors at the same time. Errors reported for different Bell state measurement (BSM)
results.

Source of infidelity Expected infidelity if
only source present

Expected improve-
ment once removed

Ψ𝐴𝐵 state infidelity 0.191 0.115
Ψ𝐵𝐶 state infidelity 0.186 0.109
Memory qubit depolarising noise 8.2×10−2 4.0×10−2
Memory qubit dephasing noise 2.8×10−2 1.2×10−2
Dynamical decoupling of A and C 3.7×10−2 1.7×10−2
At least one node is in NV0 1.6×10−2 6×10−3
Feed-forward errors (00 BSM re-
sult)

1.3×10−2 6×10−3

Feed-forward errors (any BSM re-
sult)

7.5×10−2 3.4×10−2

Combined (00 BSM result) 0.422
Combined (any BSM result) 0.451
Measured Φ𝐴𝐶 infidelity (00 BSM
result)

0.413(28)

Measured Φ𝐴𝐶 infidelity (any BSM
result)

0.449(13)
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4
Qubit teleportation between

non-neighboring nodes
S. L. N. Hermans*, M. Pompili*, H. K. C. Beukers, S. Baier,

J. Borregaard & R. Hanson

Future quantum internet applications will derive their power from the ability to share quan-
tum information across the network. Quantum teleportation allows for the reliable transfer of
quantum information between distant nodes, even in the presence of highly lossy network con-
nections. While many experimental demonstrations have been performed on different quan-
tum network platforms, moving beyond directly connected nodes has so far been hindered by
the demanding requirements on the pre-shared remote entanglement, joint qubit readout and
coherence times. Here we realize quantum teleportation between remote, non-neighboring
nodes in a quantum network. The network employs three optically connected nodes based
on solid-state spin qubits. The teleporter is prepared by establishing remote entanglement
on the two links, followed by entanglement swapping on the middle node and storage in a
memory qubit. We demonstrate that once successful preparation of the teleporter is heralded,
arbitrary qubit states can be teleported with fidelity above the classical bound, even with unit
efficiency. These results are enabled by key innovations in the qubit readout procedure, active
memory qubit protection during entanglement generation and tailored heralding that reduces
remote entanglement infidelities. Our work demonstrates a prime building block for future
quantum networks and opens the door to exploring teleportation-based multi-node protocols
and applications.

The results of this chapter are undergoing peer review.
* Equally contributing authors
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Q uantum teleportation is the central routine for reliably sending qubits across lossy
network links [1] as well as a key primitive of quantum network protocols and ap-

plications [2–4]. Using a teleporter in the form of a pre-shared entangled state between
the sending node and the receiving node, the quantum information is transferred by per-
forming a joint Bell-state measurement on the sender’s part of the entangled state and
the qubit state to be teleported, followed by a gate operation on the receiving node con-
ditioned on the Bell-state measurement outcome [1]. Since the quantum information is
not transmitted by a physical carrier, the protocol is insensitive to loss in the connecting
photonic channels and on intermediate nodes. A deterministic Bell-state measurement
combined with real-time feed-forward enables unconditional teleportation, in which state
transfer is achieved each time a qubit state is inserted into the teleporter.

Pioneering explorations of quantum teleportation protocols were performed using
photonic states [5–7]. Following the development of quantum network nodes with sta-
tionary qubits, remote qubit teleportation was realized between trapped ions [8], trapped
atoms [9, 10], diamondNV centers [11] andmemory nodes based on atomic ensembles [12].

While future quantum network applications will widely employ teleportation between
non-connected nodes in the network, the demanding set of requirements on the pre-shared
entanglement, the Bell-state measurement and the coherence times for enabling real-time
feed-forward has so far prevented the realization of teleportation beyond directly con-
nected stationary network nodes.

Here, we overcome these challenges by a set of key innovations and achieve qubit
teleportation between non-neighboring network nodes (see fig. 4.1a). Our quantum net-
work consists of three nodes in a line configuration, Alice, Bob and Charlie. Each node
contains a nitrogen-vacancy (NV) center in diamond. Using the NV electronic spin as
the communication qubit we are able to generate remote entanglement between each pair
of neighboring nodes. In addition, Bob and Charlie each employ a nearby 13C nuclear
spin as a memory qubit. The steps of the teleportation protocol are shown in Fig. 4.1b.
To prepare the teleporter we use an entanglement swapping protocol mediated by Bob to
establish entanglement between Alice and Charlie. Once successful preparation of tele-
porter is heralded, the input qubit state is prepared on Charlie and finally teleported to
Alice.
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Figure 4.1: Teleporting a qubit between non-neighboring nodes of a quantum network. (a) Three net-
work nodes, Alice (A), Bob (B) and Charlie (C) are connected via optical fiber links (lines) in a line configuration.
Each setup has a communication qubit (purple) that enables entanglement generation with its neighboring node.
Additionally, Bob and Charlie contain a memory qubit (yellow). (b) The steps of the teleportation protocol: (1)
We prepare the teleporter by establishing entanglement between Alice and Charlie using an entanglement swap-
ping protocol on Bob, followed by swapping the state at Charlie to the memory qubit. (2) The qubit state to be
teleported is prepared on the communication qubit on Charlie. (3) A Bell-state measurement is performed on
Charlie’s qubits and the outcome is communicated to Alice over a classical channel. Dependent on this outcome,
Alice applies a quantum gate to obtain the teleported qubit state.

4.1 Entanglement fidelity of the network links
A key parameter for quantum teleportation is the fidelity of the pre-shared entangled state
between Alice and Charlie. As we generate this state by entanglement swapping, its fi-
delity is upper bounded by the errors on the individual links. Therefore, mitigating error
sources on the individual links is critical. Our network generates entanglement between
neighboring nodes using a single-photon protocol [13, 14] in an optical-phase-stabilized
architecture [15]. The building block of this protocol is a qubit-photon entangled state cre-
ated at each node. To generate this entangled state we initialize the communication qubit
in a superposition state |𝜓 ⟩ = √𝛼 |0⟩ + √1−𝛼 |1⟩ and apply a state-selective optical pulse
that transfers the population from |0⟩ to an optically excited state. Following spontaneous
emission, the qubit state is entangled with photon number (0 or 1 photon). We perform
this protocol on both nodes and interfere the resonant photonic states on a beam splitter
(Fig. 4.2a). Detection of a single photon in one of the beam splitter output ports ideally her-
alds the generation of an entangled state |𝜓 ⟩ = (|01⟩± |10⟩)/ √2, where the ± phase is set by
which detector clicked. Fig. 4.2b displays the joint outcomes of qubit measurements in the
computational basis after entanglement is heralded, showing the expected correlations.

The infidelity of the generated state has three main contributions: double |0⟩ state
occupancy, double optical excitation and finite distinguishability of the photons [15, 16]
(see section 4.6). In the case of double |0⟩ state occupancy (which occurs with probability
𝛼), both communication qubits are in the |0⟩ state and have emitted a photon. Detection
of one of these photons leads to false heralding of an entangled state. The second effect,
double excitation, is due to the finite length of the optical pulse compared to the emitter’s
optical lifetime. There is a finite chance that the communication qubit emits a photon dur-
ing this pulse, is subsequently re-excited during the remainder of the pulse and then emits
another photon, resulting in the qubit state being entangled with two photons. Detection
or loss of the first photon destroys the coherence of the qubit-photon entangled state and
detection of the second photon can then falsely herald the generation of an entangled
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state.
Crucially, false heralding events due to double |0⟩ state occupancy and double exci-

tation are both accompanied by an extra emitted photon. Therefore, detection of this
additional photon allows for unambiguous identification of such events and thus for real-
time rejection of the corresponding false heralding signals. We implement this rejection
scheme by monitoring the off-resonant phonon-side band (PSB) detection path on both
setups during and after the optical excitation (see fig. 4.2a).

To investigate the effect of this scheme, we generate entanglement on the individual
links and extract the entanglement heralding events for which the PSBmonitoring flagged
the presence of an additional photon. For these events, we again analyze the correspond-
ing qubit measurements in the computational basis (Fig. 4.2c).

We identify two separate regimes: one during the optical pulse (purple) and one after
the optical pulse (yellow). When a photon is detected on Alice’s (Bob’s) PSB detector
during the optical pulse, we see that the outcome 01 (10) is most probable (purple data
in Fig. 4.2c) showing that only one setup was in the |0⟩ state and thus that both detected
photons originated fromAlice (Bob). The detection of PSB photons during the optical pulse
thus primarily flags double excitation errors. In contrast, when a photon is detected after
the optical pulse in either Alice’s or Bob’s PSB detector, the outcome 00 is most probable
(yellow data in Fig. 4.2c), indicating that both setups were in the |0⟩ state and both emitted
one photon. PSB photon detection after the optical pulse thus flags the double |0⟩ state
occupancy error. We find similar results to Fig. 4.2c for the entangled states generated
on the Bob-Charlie link, see section 4.6. The improvement in fidelity from rejecting these
false heralding events in our experiment is set by the combined probability of occurrence
(≈9%, see section 4.6) multiplied by the probability to flag them (given here by the total
PSB photon detection efficiency of ≈10%).

The third main source of infidelity, the finite distinguishability, can arise from fre-
quency detunings between the emitted photons [17]. While most of these detunings are
eliminated upfront by the charge-resonance (CR) check before the start of the protocol
(see section 4.6), the communication qubits may still be subject to a small amount of spec-
tral diffusion. In our single-photon protocol, this leads to dephasing that is stronger for
photons that are detected later relative to the optical pulse. By shortening our detection
window, we can increase the fidelity of the entangled state at the expense of a lower entan-
gling rate. For the experiments below (unless mentioned differently) we use a detection
window length of 15 ns. Fig. 4.2d summarizes the measured improvements on the indi-
vidual links. For the teleporter, we estimate that their combined effect is an increase in
Alice-Charlie entangled state fidelity by ≈3%. This increase is instrumental in pushing the
teleportation fidelity above the classical bound.
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Figure 4.2: High-fidelity entangled network links. (a) Simplified schematic of the optical link used for
generating entanglement between neighboring nodes. Photons emitted by the communication qubits are filtered
by a dichroic mirror (DM) to separate the resonant (zero-phonon line, ZPL) photons (3% of emission) from the off-
resonant (phonon-side band, PSB) photons (97% of emission). The resonant photons are sent to the beam splitter
(BS); detection of a single photon at one of the ZPL detectors heralds successful generation of an entangled
state between the two nodes. (b) Measured correlations of the communication qubits in the computational
basis, conditioned on a heralding event on the ZPL detectors. (c) (left) Histograms of the PSB photon detection
times on Alice (top) or Bob (bottom), conditioned on a simultaneous ZPL detection in the same entanglement
generation attempt. Gray lines show expected correlations based on a quantum-optical model (see section 4.6).
(d) Measured fidelity of the network links, without PSB rejection (left), with PSB rejection (middle) and with
PSB rejection plus shortened detection window (right). The dark blue bars indicate the corresponding expected
fidelity on Alice-Charlie after entanglement swapping for each case (see section 4.6).
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4.2 Memory qubit coherence
In the preparation of the teleporter it is crucial that the first entangled state between Alice
and Bob is reliably preserved on the memory qubit while the second link between Bob and
Charlie is being generated. For this reason, we abort the sequence and start over when
the second entangled state is not heralded within a fixed number of attempts, the timeout.

The 13C memory qubits can be controlled with high fidelity via the communication
qubit while they can be efficiently decoupled when no interaction is desired. Recent work
showed that in a magnetic field of 189mT entanglement generation attempts with the
communication qubit do not limit the memory dephasing time 𝑇⋆2 [15], opening the door
to significantly extending the memory preservation time with active coherence protection
from the spin bath [18]. We realize this protection by integrating a decoupling 𝜋-pulse on
the memory qubit into the experimental sequence that follows a heralding event, while
ensuring that all phases that are picked up due to the probabilistic nature of the remote
entangling process are compensated in real time (Fig. 4.3a).

In Fig. 4.3b we check the performance of this sequence by storing a superposition state
on the memory qubit and measuring the Bloch vector length. We compare the results for
the sequence with and without the decoupling 𝜋-pulse, and with and without entangle-
ment attempts. We observe thatwithout the decoupling pulse the decay of the Bloch vector
length is not altered by the entanglement attempts, in line with previous findings [15]. In
contrast, when we apply the decoupling pulse the decay is slowed down by more than a
factor of 6, yielding a 𝑁1/𝑒 decay constant of ≈5300 entanglement attempts, the highest
number reported to date for diamond devices. In addition, we observe a difference in the
shape of the decay between the cases with and without entangling attempts, indicating
that intrinsic decoherence is no longer the only limiting error source. The improved mem-
ory coherence enables us to use a timeout of 1000 entangling attempts, more than double
that of Ref. [15], which doubles the entanglement swapping rate.

4.3 Memory qubit readout
High-fidelity memory qubit readout is required both in the preparation of the teleporter
(at Bob) and during the teleportation protocol itself (at Charlie). The memory qubit is read
out by mapping its state onto the communication qubit using quantum logic followed by
single-shot readout of the communication qubit using state-dependent optical excitation
and detection [19]. Due to limited photon collection efficiency (≈10%) and finite cyclicity
of the optical transition (≈99%), the communication qubit readout fidelity is different for
|0⟩ and |1⟩. As a result, for random initial states the probability that the correct state was
assigned is significantly larger if one or more photons were detected (assigned outcome 0)
than if no photons were detected (assigned outcome 1) [20]. In previous work we circum-
vented this issue by conditioning on obtaining the outcome 0 [15]. However, this approach
scales unfavorably, as it forces the protocol to prematurely abort with probability >50% at
each memory qubit readout. Therefore, to access more complex protocols with multiple
memory qubit readouts, near-deterministic readout schemes are required.

We resolve this challenge by introducing a basis-alternating repetitive readout for the
memory qubit (see fig. 4.3c). The key point of this readout strategy is, in contrast to ear-
lier work [21], to alternatingly map the computational basis states of the memory qubit
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to the communication qubit state |0⟩. Fig. 4.3d shows the readout fidelities of the 𝑛-th
readout repetition for the two initial states for the memory qubit on Bob (for Charlie,
see section 4.6). We clearly observe the expected alternating pattern due to the asymme-
try of the communication qubit readout fidelities. Importantly, the readout fidelity decays
only by ≈1% per readout, showing that the readout is mostly non-demolition and multi-
ple readouts are possible without losing the state. We model the readout procedure using
measured parameters (see section 4.6) and plot the model’s predictions as dashed lines
in Fig. 4.3d-f.

Next, we assign the state using the first readout and continue the sequence only when
the consecutive readouts are consistent with the first readout. The subsequent readouts
therefore add confidence to the assignment in the case of consistent outcomes, while cases
of inconsistent outcomes (which have a higher chance of indicating an incorrect assign-
ment) are filtered out. In Fig. 4.3e we plot the readout fidelity resulting from this strategy
for up to five readouts, with the corresponding rejected fraction due to inconsistent out-
comes plotted in Fig. 4.3f. We observe that using two readouts already eliminates most
of the asymmetry, reducing the average infidelity from ≈6% to below 1%. At this point,
the remaining observed infidelity mainly results from cases where the memory qubit was
flipped during the first readout block. While adding further readout blocks does not lead to
significant improvements in fidelity, each two additional readouts cut the amount of con-
sistent outcomes by ≈10%, due to the communication qubit readout infidelities and gate
errors. For the experiments reported below (unless mentioned differently) we use two
readout repetitions to benefit from a high average readout fidelity (Bob: 99.2(4) %, Charlie:
98.1(4) %) and a high probability to continue the sequence (Bob and Charlie: ≈88%).
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Figure 4.3 (continued): High-fidelity entangled network links. (d) Readout fidelity for each readout rep-
etition, for state |0⟩ and |1⟩. (e) Readout fidelity of the basis-alternating repetitive readout scheme for different
number of readout repetitions. (f) Fraction of inconsistent readout patterns for different number of readout
repetitions. In (d-f) the dashed lines show a numerical model using measured parameters.

4.4 Teleporting qubit states from Charlie to Alice
With all innovations described above implemented, we perform the protocol as shown
in Fig. 4.4a. First, we generate entanglement between Alice and Bob and store Bob’s part
of the entangled state on the memory qubit using a compiled SWAP operation. Second, we
generate entanglement between Bob andCharlie, while preserving the first entangled state
on the memory qubit with the pulse sequence as described in Fig. 4.3a. Next, we perform
a Bell-state measurement on Bob followed by a CR check. We continue the sequence
if the communication qubit readout yields outcome 0, the memory qubit readout gives a
consistent outcome pattern, and the CR check is passed. At Charlie, we perform a quantum
gate that depends on the outcome of the Bell-state measurement and on which detectors
clicked during the two-node entanglement generation. Next, we swap the entangled state
to the memory qubit. At this point the teleporter is ready and Alice and Charlie share an
entangled state with an estimated fidelity of 0.61.

Subsequently, we generate the qubit state to be teleported, |𝜓 ⟩, on Charlie’s commu-
nication qubit and run the teleportation protocol. First, a Bell-state measurement is per-
formed on the communication andmemory qubits at Charlie. With the exception of uncon-
ditional teleportation (discussed below), we only continue the sequence when we obtain a
0 outcome on the communication qubit, when we have a consistent readout pattern on the
memory qubit and when Charlie passes the CR check. The outcomes of the Bell-state mea-
surement are sent to Alice and by applying the corresponding gate operation we obtain
|𝜓 ⟩ on Alice’s side.

We teleport the six cardinal states (±X,±Y,±Z), which form an unbiased set [22], and
measure the fidelity of the teleported states to the ideally prepared state (Fig. 4.4b). We find
an average teleported state fidelity of 𝐹 =0.702(11) at an experimental rate of 1/(117 s). This
value exceeds the classical bound of 2/3 by more than three standard deviations, thereby
proving the quantum nature of the protocol. We note that this value provides a lower
bound to the true teleportation fidelity, as the measured fidelity is lowered by errors in
the preparation of the qubit states at Charlie (estimated to be 0.5%, see section 4.6).

The differences in fidelity between the teleported states arise from an interplay of er-
rors in different parts of the protocol that either affect all three axes (depolarizing errors)
or only two axes (dephasing errors). These differences are qualitatively reproduced by our
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model (gray bars in Fig. 4.4b). In Fig. 4.4c we plot the teleportation fidelity for each possible
outcome of the Bell-state measurement. Due to the basis-alternating repetitive readout,
the dependence on the second bit (from the memory qubit readout) is small, whereas for
the first bit (communication qubit readout) the best teleported state fidelity is achieved for
outcome 0 due to the asymmetric readout fidelities. We also analyze the case in which no
feed-forward is applied at Alice section 4.6; as expected, the average state fidelity reduces
to a value consistent with a fully mixed state (fidelity 𝐹 =0.501(7)), emphasizing the critical
role of the feed-forward in the teleportation protocol.

Finally, we demonstrate that the network can achieve unconditional teleportation be-
tween Alice and Charlie. Unconditional teleportation requires that, following preparation
of the teleporter by establishing the remote entangled state, the protocol runs determinis-
tically (each qubit state prepared at Charlie ends up at Alice) while surpassing the classical
fidelity bound. We thus require that the Bell-state measurement at Charlie and the subse-
quent feed-forward operations are performed deterministically. To this end, we revise the
protocol at Charlie to accept both communication qubit outcomes, use all memory qubit
readout patterns including the inconsistent ones and disregard the outcome of the CR
check after the Bell-state measurement. Using this fully deterministic Bell-state measure-
ment lowers the average teleportation fidelity by a few percents (Fig. 4.4d). At the same
time, shortening the detection windows of the two-node entanglement generation is ex-
pected to yield an improvement in the fidelity, as discussed above. We find indeed that
the average unconditional teleportation fidelity increases with shorter window lengths,
reaching 𝐹 =0.688(10) for a length of 7.5 ns and a rate of 1/(100 s). The current quantum
network is thus able to perform teleportation beyond the classical bound, even under the
strict condition that every state inserted into the teleporter be transferred.
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4.5 Conclusion and outlook
In this work we have realized unconditional qubit teleportation between non-neighboring
nodes in a quantum network. The innovations introduced here on memory qubit readout
and protection during entanglement generation, as well as the real-time rejection of false
heralding signals, will be instrumental in exploring more complex protocols [2–4, 23, 24].
Also, these methods can be readily transferred to other platforms such as the group-IV
color centers in diamond, the vacancy-related qubits in SiC and single rare-earth ions in
solids [25–31].

The development of an improved optical interface for the communication qubit [32]
will increase both the teleportation protocol rate and fidelity. Because of the improved
memory qubit performance reported here, the network already operates close to the thresh-
old where nodes can reliably deliver a remote entangled state while preserving previously
stored quantum states in their memory qubits. With further improvements, for instance
by integrating multi-pulse memory decoupling sequences [18] into the entanglement gen-
eration, demonstration of deterministic qubit teleportationmay comewithin reach. In that
case, the network is able to teleport a qubit state with unit efficiency at any given time,
removing the need for heralding successful preparation of the teleporter and opening the
door to exploring applications that call the teleportation routine multiple times.

Finally, by implementing a recently proposed link layer protocol [33], qubit telepor-
tation and applications making use of the teleportation primitive may be executed and
tested on the network through platform-independent control software, an important pre-
requisite for a large-scale future network.
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4.6 Supplementary information
4.6.1 Full gate circuit
Our quantum network consists of three nodes, Alice, Bob and Charlie. In the experiment,
we will teleport a qubit from Charlie to Alice, two non-neighboring nodes. The full gate
circuit is shown in Fig. 4.5. Prior to the sequence, we do a Charge-Resonance (CR) check
on each node to ensure that the communication qubits are in the correct charge state (NV−)
and on resonance with the control lasers. Once all the nodes have passed this check, we
do a first round of optical phase stabilization of the interferometers, which enables the
entanglement generation using the single click protocol [13–16]. After these preparation
steps, the sequence is triggered on all setups.

On Bob, we initialize the memory qubit into |0⟩ using the communication qubit [19].
Next, we generate entanglement between the communication qubits of Alice and Bob.
When entanglement is heralded, we perform a SWAP operation to store Bob’s part of the
entangled state on the memory qubit.

We continue with a second round of phase stabilization (not shown in the circuit)
and generate entanglement between the communication qubits of Bob and Charlie. Each
entanglement attempt slightly decoheres thememory qubit, therefore we limit the number
of attempts by a timeout. If we do not succeed within the timeout, we abort the sequence
and start over.

During entanglement generation, the memory qubit of Bob picks up an average phase
𝑛𝜑𝑎 dependent on the number of entanglement attempts 𝑛. Due to the probabilistic nature
of the entanglement generation process, we do not knowwhich attempt will be successful,
therefore this phase is unknown at the start of the sequence. To maintain the correct
reference frame of the memory qubit this phase needs to be corrected in real-time before
any other gate can be applied to the memory qubit. We perform this real-time correction
by changing the time between pulses on the communication qubit [15]. After the phase
correction, the decoupling pulse is applied to the memory qubit via the communication
qubit. The back-action of this gate causes a Z-rotation on the communication qubit. To
rephase the memory qubit, we wait for the same amount of time as it took to herald the
second entangled state while decoupling the communication qubit. This imprints a phase
𝑞𝜑𝑏 on the memory qubit, which we compensate in an analogous way.

Bob now shares two entangled states; his memory qubit is entangled with Alice and
his communication qubit with Charlie. To establish an entangled state between Alice and
Charlie we perform a Bell-state measurement on the two qubits of Bob. To do so, we entan-
gle the communication and memory qubits and do a measurement on the communication
qubit. We map its state onto the communication qubit and measure the communication
qubit. In the basis-alternating repetitive readout, we repeat the measurement sequence
twice. During the first readout we map the |0⟩ state to the |0⟩ state of the communication
qubit, and in the second readout we map |1⟩ to |0⟩. The first outcome is used to assign the
state and the second outcomes serves as a check. By continuing the sequence only when
we measure consistent patterns (for instance (𝑚1,𝑚2) = (1,0)) we increase our average
readout fidelity. After the readout procedure, we perform a CR check on Bob to filter out
any event where Bob was in the wrong charge state.

Bob communicates to Charlie which gate operation should be done to obtain the cor-
rect entangled state. Which operation is required is determined by the outcomes of the
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Bell-state measurement on Bob and by which detector heralded the individual links. Char-
lie performs the feed-forward gate operation and subsequently stores its part of the entan-
gled state on the memory qubit using a SWAP gate. At this point in the sequence the
teleporter is ready.

To prepare the state that is to be teleported, we initialize the communication qubit at
Charlie and perform the desired qubit rotation.

To teleport the qubit, we perform a Bell-state measurement on the qubits of Char-
lie. Locally, we entangle the communication qubit with the memory qubit. We readout
the communication qubit and use the basis-alternating repetitive readout for the memory
qubit. Additionally, we do a CR check on Charlie. Charlie communicates the results of the
Bell-state measurement to Alice, and Alice performs a feed-forward operation to obtain
the teleported state.

To verify the teleported state, we measure the state of Alice in the corresponding ba-
sis. To prevent any bias in the tomography we measure in both directions, e.g. when we
teleport |+𝑍⟩ we measure both along +Z and -Z axes.

4.6.2 Experimental setup
The basics of the experimental setup are described in [15]. In the current experiment,
Charlie has access to a 13C nuclear spin that acts as a memory qubit. The parameters used
for the memory qubits of Bob and Charlie can be found in Table 4.1. Additionally, we have
set up a classical communication channel between Charlie and Alice such that Charlie can
directly send the results of the Bell-state measurement to Alice.

4.6.3 Tailored heralding of the remote entangled states
In the main text we describe several noise mechanisms that reduce the remote two-node
entangled state fidelity. Two of these noise mechanisms, double |0⟩ occupancy and double
optical excitation, are accompanied by the emission of an extra photon. This extra photon
can be detected using the local phonon-side band (PSB) detectors. By monitoring the PSB
detectors, we can real-time-reject false heralding events.

In Figs. 4.6 and 4.7, we plot the histograms of the detection times of the PSB photons
conditioned on a simultaneous heralding (zero-phonon line, ZPL) photon detection in the
same entanglement generation attempt, for the Alice-Bob and Bob-Charlie entangled link
respectively. The correlations are measured in the computational (or Z) basis, and in the
X and Y basis. In the computational basis we see the behavior dependent on the detection
time of the PSB photon as described in the main text together with the simulations (gray
bars). In the X and Y basis, all outcomes are equally probable, and the quantum correlations
are washed out.

From the data collected, we can extract the probability to detect these additionally
emitted PSB photons. We assume the dark counts of the detectors to be negligible, the
PSB detections during the pulse to be fully dominated by the double optical excitation
error, and the PSB detections after the pulse to be only caused by double |0⟩ occupancy.
By correcting for the PSB detection efficiency, we can estimate the probability for double
|0⟩ occupancy and double optical excitation errors. The results are given in Table 4.2. The
double |0⟩ state error is expected to occur with probability 𝛼 . The extracted numbers
correspond well to the parameter values we use during remote entanglement generation
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(𝛼Alice = 0.07,𝛼Bob = 0.05,𝛼Charlie = 0.10). The probability for the double optical excitation
to occur depends on the shape and the amplitude of the optical excitation pulse, and differs
per node.

Numerical model
We compare our PSB detection data (previous section) to a numerical model. We model
the NV center as a three level system with two stable ground states |0⟩ , |1⟩ and one excited
state |𝑒⟩. The optical |0⟩↔ |𝑒⟩ transition is driven by a resonant laser pulse and is assumed
to be a closed transition. The Hamiltonian describing the dynamics of the system in a
suitable rotating frame is

�̂� = Ω(𝑡) |𝑒⟩ ⟨0| +Ω∗(𝑡) |0⟩ ⟨𝑒| , (4.1)

where Ω(𝑡) describes the (time-dependent) driving of the optical transition. From the ex-
cited state, the NV can spontaneously emit a photon and decay to |0⟩. Without specifying
the particular mode this photon is emitted in, we simply model such an emission with a
Lindblad jump operator of the form �̂�1 = √𝛾 |0,1𝑝⟩ ⟨𝑒|. Here 𝛾 is the rate of spontaneous
emission, |0,1𝑝⟩ denotes the state where the NV is in state |0⟩ and one photon was emitted,
and we use the convention that when not explicitly stated, there is no emitted photon i.e.
|𝑒⟩ denotes the NV in state |𝑒⟩ with zero emitted photons.

To account for double emission errors in the entanglement scheme, we expand the
model by letting states |0,1𝑝⟩ , |𝑒, 1𝑝⟩ be coupled by a similarHamiltonian as in equation (4.1)
with the same coupling Ω(𝑡). Double emission is then captured by a Lindblad jump opera-
tor �̂�2 = √𝛾 |0,2𝑝⟩ ⟨1𝑝 , 𝑒|. For the specific excitation pulses used in the experiment, we can
then numerically solve theMaster equation of the system in a basis of {|0⟩, |𝑒⟩, |0,1𝑝⟩, |𝑒, 1𝑝⟩,
|0,2𝑝⟩} to obtain the probability of zero (𝑃0), one (𝑃1), or two (𝑃2) photons being emitted
from the system (𝑃0 +𝑃1 +𝑃2 = 1). Note that in this model, we neglect the probability of
emitting more than two photons from the NV.

Assuming an initial state √𝛼 |0⟩+ √1−𝛼 |1⟩ of the NV center, the state after the optical
excitation is then modeled as

|𝜓 ⟩ = √𝛼 (√𝑃0 |0⟩ + √𝑃1 |0,1𝑝⟩ + √𝑃2 |0,2𝑝⟩)+ √1−𝛼 |1⟩ . (4.2)

The emitted photons are either PSB (= 97%) or ZPL (= 3%) photons. We model this by
performing a standard beam splitter transformation on the photonic modes. Letting �̂�†
be the creation operator of a photon (|1𝑝⟩ = �̂�† |0𝑝⟩), we make the transformation �̂�† →
√𝑃𝑧 �̂�†𝑧 + √1−𝑃𝑧 �̂�†𝑏 , where �̂�†𝑧 (�̂�†𝑏 ) is the creation operator of a ZPL (PSB) photon and
𝑃𝑧 = 3% . Consequently, |1𝑝⟩→ √𝑃𝑧 |1𝑧⟩ + √1−𝑃𝑧 |1𝑏⟩, where |1𝑧⟩ (|1𝑏⟩) is an emitted ZPL
(PSB) photon.

The photons can be emitted either inside or outside the detection time window, i.e.
the time interval in which detected photons are accepted. This time interval is in general
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different for the PSB and ZPL photons. This results in the following transformations:

|1𝑧⟩ → √𝑃𝑑𝑧,1 |1𝑑,𝑧⟩ + √1−𝑃𝑑𝑧,1 |1𝑛𝑑,𝑧⟩ (4.3)
|1𝑏⟩ → √𝑃𝑑𝑏,1 |1𝑑,𝑏⟩ + √1−𝑃𝑑𝑏,1 |1𝑛𝑑,𝑏⟩ (4.4)
|2𝑧⟩ → √𝑃𝑑𝑧,2 |2𝑑,𝑧⟩ + √𝑃𝑑𝑧,3 |1𝑑,𝑧⟩ |1𝑛𝑑,𝑧⟩ + √1−𝑃𝑑𝑧,2 −𝑃𝑑𝑧,3 |2𝑛𝑑,𝑧⟩ (4.5)
|2𝑏⟩ → √𝑃𝑑𝑏,2 |2𝑑,𝑏⟩ + √𝑃𝑑𝑏,3 |1𝑑,𝑏⟩ |1𝑛𝑑,𝑏⟩ + √1−𝑃𝑑𝑏,2 −𝑃𝑑𝑏,3 |2𝑛𝑑,𝑏⟩ (4.6)

|1𝑧⟩ |1𝑏⟩ → √𝑃𝑑𝑧𝑏,1 |1𝑑,𝑧⟩ |1𝑑,𝑏⟩ + √𝑃𝑑𝑧𝑏,2 |1𝑛𝑑,𝑧⟩ |1𝑑,𝑏⟩ (4.7)
+√𝑃𝑑𝑧𝑏,3 |1𝑑,𝑧⟩ |1𝑛𝑑,𝑏⟩ + √1−𝑃𝑑𝑧,2 −𝑃𝑑𝑧,2 −𝑃𝑑𝑧,3 |1𝑛𝑑,𝑧⟩ |1𝑛𝑑,𝑏⟩ .

The probabilities 𝑃𝑑𝑧,1, 𝑃𝑑𝑏,1,… are defined in Table 4.3 and are found through the numeri-
cal simulation described above.

Finally, wemodel transmission loss with standard beam splitter transformations acting
on the photon modes emitted in the detection window. Letting �̂�†𝑑,𝑧 (�̂�†𝑑,𝑏) be the creation
operator of a ZPL (PSB) photon emitted in the detection time window, we make the trans-
formations

�̂�†d,z → √𝜂𝑧 �̂�†d,z + √1−𝜂𝑧 �̂�†nd,z (4.8)

�̂�†d,z → √𝜂𝑏 �̂�†d,b + √1−𝜂𝑧 �̂�†nd,b. (4.9)

where 𝜂𝑧 is the total transmission efficiency from the NV to the central beam splitter while
𝜂𝑏 is the total transmission and detection efficiency of the PSB photons. The operators
�̂�†nd,z and �̂�†nd,b describe the lost/undetected modes. Tracing over the undetected modes,
the output state of a single NV can be written as

𝜌𝜓 = 𝜌0 ⊗ |0⟩⟨0|d,b +𝜌1 ⊗ |1⟩⟨1|d,b +𝜌2 ⊗ |2⟩⟨2|d,b , (4.10)

where we have neglected any coherence between the photonic PSB modes since these are
accompanied by undetected non-radiative decay (phonon emission). The unnormalized
density matrices 𝜌0, 𝜌1, and 𝜌2 describe the state of the NV center communication qubit
and the ZPL photons emitted in the time window of the ZPL detectors and transmitted
to the central beam splitter. In the limit 𝜂𝑧 ≪ 1, we can neglect terms of |2d,z⟩ and these
density matrices will all be of the form

𝜌𝑗 =
4
∑
𝑖=1

|𝜙𝑖,𝑗⟩ ⟨𝜙𝑖,𝑗 | , (4.11)

where |𝜙𝑖,𝑗⟩ = (𝑎𝑖,𝑗 |1⟩+𝑏𝑖,𝑗 |0⟩) |0𝑧⟩+𝑐𝑖,𝑗 |0⟩ |1d,z⟩ and 𝑗 = 0,1,2. In Equation (4.11), i refers to
the different number of lost undetected photons

𝑖 = 1,zero photons being lost
𝑖 = 2,one ZPL photon being lost
𝑖 = 3,one PSB photon being lost
𝑖 = 4, two photons being lost, either two ZPL, two PSB or one ZPL and one PSB
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and j to the number of detected PSB photons. We note that all 𝑎𝑖,1 and 𝑎𝑖,2 will be zero
since 𝜌1 and 𝜌2 are accompanied by PSB photons (see equation (4.10)) meaning that the
NV was in state |0⟩. Furthermore, the only non-zero term in 𝜌2 will be 𝑏𝑖,2 since two PSB
photons were emitted, meaning that no ZPL photon was emitted since we neglect higher
order emissions.

The only term in equation (4.10) from which remote spin-spin entanglement between
two NVs can be created is 𝜌0 ⊗ |0⟩⟨0|d,b since this does not have any detected PSB photons.
However, PSB and ZPL photons that were emitted but not detected will still decrease the
entangled state fidelity. Such events are responsible for the contributions of |𝜙2,0⟩ , |𝜙3,0⟩
and |𝜙4,0⟩ in 𝜌0. The only term where no PSB photons were emitted and no ZPL photons
were undetected is |𝜙1,0⟩ = √1−𝛼 |1⟩ |0zpl⟩ + √𝛼 |0⟩( √𝑃0 |0zpl⟩ + √𝑃1𝑃zpl𝑃d,zpl |1d,zpl⟩).

The combined state from the two NV centers before the central beam splitter is 𝜌𝜓 ⊗ ̃𝜌𝜓 ,
where ̃𝜌𝜓 (the state of the second NV) is of the same form as in equation (4.10) but in-
cluding that parameters such as initial rotation (𝛼), driving strength (Ω) and transmission
efficiencies (𝜂𝑧 , 𝜂𝑏) can be different for the two centers. Furthermore, we include a phase
difference between the two paths to the central beam splitter. The central beam splitter is
modeled as a perfect 50:50 beam splitter and the finite detection efficiency of the output
detectors is assumed to be equal and can be directly included in the transmission efficien-
cies (𝜂𝑧 ) while dark counts are negligible in the experiment and not included. Finally,
we include non-perfect visibility between the ZPL photons by reducing the coherence be-
tween the output modes of the beam splitter by a factor 𝑣 . This visibility is estimated
from experimental data and can e.g. originate from slightly off-resonant driving of the NV
centers.

4.6.4 Memory qubit coherence Bob
We use the sequence described in Fig. 4.3a of the main text to preserve the state of the
memory qubit during entanglement attempts. To characterize the decoupling sequence,
we compare it to the sequence where we do not apply the decoupling pulse on the mem-
ory qubit and/or the sequence where we idle instead of performing entanglement attempts.
We characterize the coherence of the memory qubit by storing the six cardinal states. We
average the results for the eigenstates (|0⟩ , |1⟩) and superposition states (|±𝑋⟩ and |±𝑌 ⟩).
In Fig. 4.8 we plot the Bloch vector length 𝑏 = √𝑏2𝑥 +𝑏2𝑦 +𝑏2𝑧 with 𝑏𝑖 the Bloch vector com-
ponent in direction 𝑖.

Over the measured range, the eigenstates show little decay. The decay of the super-
position states is fitted with the function 𝑓 (𝑥) = 𝐴𝑒−(𝑥/𝑁1/𝑒)𝑛 . The fitted parameters can be
found in Table 4.4.

The use of the decoupling pulse 𝜋𝑀 on the memory qubit increases the 𝑁1/𝑒 by more
than a factor 6. Moreover, the initial Bloch vector length 𝐴 is higher with the 𝜋𝑀 pulse.
This is mainly explained by the second round of phase stabilization [15] in between swap-
ping the state onto the memory qubit and starting the entanglement generation process.
The phase stabilization takes ≈350 µs and during this time the memory qubit is subject to
intrinsic 𝑇⋆2 dephasing, which can be efficiently decoupled using the 𝜋𝑀 pulse.



4

88 4 Qubit teleportation between non-neighboring nodes

4.6.5 Communication qubit coherence
In various parts of the protocol, we decouple the communication qubits from the spin bath
environment to extend their coherence time. On Alice, we start the decoupling when the
first entangled link is established and stop when the results of the Bell-state measurement
to teleport the state are sent by Charlie. On Bob, we decouple the communication qubit
when thememory qubit is being re-phased. On Charlie, the communication qubit is decou-
pled from the point that entanglement with Bob is heralded up to the point where Bob has
finished the Bell-state measurement, performed the CR check and has communicated the
results. All these decoupling times are dependent on how many entanglement attempts
are needed to generate the entangled link between Bob and Charlie.

We characterize the average state fidelities for different decoupling times, see Fig. 4.9.
We investigate eigenstates and superposition states separately. We fit the fidelity with the
function 𝑓 (𝑡) = 𝐴𝑒−(𝑡/𝜏𝑐𝑜ℎ)𝑛 + 0.5. The fitted parameters are summarized in Table 4.5. For
each setup, theminimum andmaximumused decoupling times are indicated by the shaded
regions in Fig. 4.9. The left-most border is the decoupling timewhen the first entanglement
attempt on Bob and Charlie would be successful, the right-most border when the last
attempt before the timeout of 1000 attempts would herald the entangled state.

4.6.6 Basis-alternating repetitive readout
In the main text we discuss the basis-alternating repetitive readout and the results on
Bob’s memory qubit are shown in Fig. 4.3. Here we show the results for Charlie’s memory
qubit. We assign the state using the first readout and only accept the result when the
consecutive readouts give a consistent pattern. The results for two different initial states
of the memory qubit are plotted in Fig. 4.10. We model the expected performance with a
Monte Carlo simulation which takes into account the electron readout fidelities, the initial
state populations and gate errors, see Ref. [34]. In the case of unconditional teleportation,
the state is assigned using the first readout and is accepted regardless of the second readout
result.

4.6.7 Teleportation results
The numerical values of the data displayed in Fig. 4.4b-c in the main text can be found
in Table 4.6 and Table 4.7, respectively.

4.6.8 Data acquisition and experimental rates
For the data acquisition, we interleaved blocks of measurements with calibrations. We
collected the data in blocks of ≈1 hour. In total, we have acquired 79 blocks of data, and
we measured 2272 events (|+𝑋⟩382, |−𝑋⟩385, |+𝑌 ⟩385, |−𝑌 ⟩378, |+𝑍⟩375, |−𝑍⟩367) for
the conditional teleportation over a time span of 21 days. We can determine the exper-
imental rate including all overhead (such as CR checks, communication time and phase
stabilization) by dividing the number of measured data points by the total measurement
time. In Fig. 4.11 we plot the experimental rate for both the conditional and unconditional
teleportation sequence. In the case of the unconditional teleportation, we accept all Bell-
state measurement outcomes on Charlie and therefore the experimental rate is higher. For
shorter detection windows during the two-node entanglement, the success probability per
attempt is smaller, and thus the experimental rate is lower.
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4.6.9 Model of the teleported state
A detailed model of the teleported state can be found at Ref. [34]. The model comprises
elements from [15] and is further extended for the teleportation protocol. We take the
following noise sources into account

• imperfect Bell states between Alice and Bob, and between Bob and Charlie,

• dephasing of the memory qubit of Bob during entanglement generation between
Bob and Charlie,

• depolarizing noise on the memory qubits of Bob and Charlie, due to imperfect ini-
tialization and swap gates,

• readout errors on the communication qubits of Bob and Charlie and readouts errors
on the memory qubits of Bob and Charlie when using the basis-alternating readout
scheme which result in incorrect feed-forward gate operations after the Bell-state
measurements,

• depolarizing noise on Alice during the decoupling sequence,

• ionization probability on Alice.

An overview of the input parameters and the effect of the different error sources is
given in Tables 4.8 and 4.9.

4.6.10 Effect of the three key innovations on the teleported state fi-
delity and experimental rate

We assess the effect of each innovation on the teleportation protocol. First, we estimate
the average state fidelity and experimental rate with a set of baseline parameters based on
the performance in [15]. We use a timeout of 1000 entanglement attempts for the second
link (between Bob and Charlie) before aborting the protocol and starting over. In both
Bell-state measurements, we continue the sequence for the outcomes “00” and “01” (com-
munication qubit, memory qubit), or abort and start over (in the case of conditional tele-
portation). Then we incrementally add (1) the basis-alternating repetitive readout scheme
for the memory qubits, (2) the improved memory qubit coherence and (3) the tailored
heralding scheme of the remote entanglement generation. The results are summarized in
Table 4.10.

4.6.11 Estimated fidelity of state to be teleported
The state to be teleported is prepared on the communication qubit of Charlie. Errors in the
preparation originate from imperfect initialization and imperfect MW pulses, which are
estimated to be 𝑝init =1.2×10−3 and 𝑝MW = 8×10−3 [35]. Averaged over the six cardinal
states, we estimate the state preparation fidelity to be ≈0.995.

4.6.12 Calculation of teleported state fidelity without feed-forward
operation

In Fig. 4.4c in the main text we show the fidelity of the teleported state in case no feed-
forward operations would have been applied on Alice. To extract this data we follow the
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Table 4.1: Memory qubit characteristics. In each setupwe use amagnetic field with strength 𝐵𝑧 aligned to the
NV axis. The nuclear spin precession frequencies (𝜔𝑚𝑆=0 and 𝜔𝑚𝑆=−1) depends on the electron spin state. From
the frequency difference the parallel component 𝐴∥ of the hyperfine interaction can be determined. Conditional
(unconditional) pulses are applied by doing 𝑁𝑐𝑜𝑛 (𝑁𝑢𝑛𝑐 ) pulses on the electron spin with an inter-pulse delay of
𝜏𝑐𝑜𝑛 (𝜏𝑢𝑛𝑐 ).

Setup 𝐵𝑧 𝜔𝑚𝑆=0 𝜔𝑚𝑆=−1 𝐴∥
Bob 189mT 2𝜋× 2025 kHz 2𝜋×2056 kHz 2𝜋×30 kHz

Charlie 16.5mT 2𝜋× 177 kHz 2𝜋×240 kHz 2𝜋×63 kHz

Setup 𝜏𝑐𝑜𝑛 𝑁𝑐𝑜𝑛 𝜏𝑢𝑛𝑐 𝑁𝑢𝑛𝑐
Bob 2.818 µs 54 4.165 µs 144

Charlie 6.003 µs 56 11.996 µs 30

Table 4.2: Estimated probabilities for the double optical excitation error and the double |0⟩ occupancy error per
node.

Node Double optical excitation
probability

Double |0⟩ occupancy prob-
ability

Alice 4.1(5) 7.6(4)
Bob (with Alice) 2.6(3) 4.9(3)
Bob (with Charlie) 6.9(8) 4.7(8)
Charlie 5.7(4) 9.4(4)

same method as in [11]. We perform classical bit flips on the measurement outcomes to
counteract the effect of the feed-forward gate operations (as if the gate was not applied) for
each Bell-state measurement outcome. We do this for all six cardinal states and compute
the average fidelity. We assume the errors of the gate in the feed-forward operations to
be small.
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Figure 4.6: (Top) Histograms of the detected PSB photons conditioned on a simultaneous ZPL detection in the
entanglement generation attempt, for Alice(left) and Bob(right). (Bottom) Corresponding measured correlations
in all bases.
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Figure 4.7: (Top) Histograms of the detected PSB photons conditioned on a simultaneous ZPL detection in the
entanglement generation attempt, for Bob(left) and Charlie(right). (Bottom) Corresponding measured correla-
tions in all bases.
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Table 4.3: Explanation of the parameters used in the numerical simulation of the entanglement generation
protocol.

Parameter Description
𝛾 Spontaneous emission rate of the excited state.
Ω(𝑡) Optical driving strength.
𝛼 Initial population of the |0⟩ state.
𝑃0 Probability of emitting 0 photons (ZPL or PSB).
𝑃1 Probability of emitting 1 photons (ZPL or PSB).
𝑃2 Probability of emitting 2 photons (ZPL or PSB or both).
𝑃𝑧 Probability that an emitted photon is a ZPL photon.
𝑃𝑑𝑧,1 Probability that a ZPL photon is within the ZPL detection win-

dow, conditioned on a single ZPL photon being emitted.
𝑃𝑑𝑏,1 Probability that a PSB photon is within the PSB detection win-

dow, conditioned on a single PSB photon being emitted.
𝑃𝑑𝑧,2 Probability that 2 ZPL photons are within the ZPL detection

window, conditioned on two ZPL photons being emitted.
𝑃𝑑𝑧,3 Probability that one ZPL photons is within the ZPL detection

window and one is not, conditioned on two ZPL photons being
emitted.

𝑃𝑑𝑏,2 Probability that 2 PSB photons arewithin the PSB detectionwin-
dow, conditioned on two PSB photon being emitted.

𝑃𝑑𝑧,3 Probability that one PSB photons is within the PSB detection
window and one is not, conditioned on two PSB photons being
emitted.

𝑃𝑑𝑧𝑏,1 Probability that a ZPL photon is within the ZPL detection win-
dow and a PSB photon is within the PSB detection window, con-
ditioned on one ZPL and one PSB photon being emitted.

𝑃𝑑𝑧𝑏,2 Probability that a ZPL photon is not within the ZPL detection
window and a PSB photon is within the PSB detection window,
conditioned on one ZPL and one PSB photon being emitted.

𝑃𝑑𝑧𝑏,3 Probability that a ZPL photon is within the ZPL detection win-
dow and a PSB photon is not within the PSB detection window,
conditioned on one ZPL and one PSB photon being emitte.

𝜂𝑧 Total transmission and detection efficiency of ZPL photons.
𝜂𝑝 Total transmission and detection efficiency of PSB photons.

Table 4.4: Fitted parameters for the memory coherence decay of the superposition states.

A 𝑁1/𝑒 n
With ent. att. with 𝜋M 0.875(15) 5327(319) 1.13(11)
With ent. att. without 𝜋M 0.806(19) 848(39) 1.21(9)
Without ent. att. with 𝜋M 0.884(11) 5239(163) 1.94(16)
Without ent. att. without 𝜋M 0.807(19) 880(34) 1.37(10)
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Figure 4.8: Coherence of Bob’smemory qubit for superposition states (triangles and circles) and eigen-
states (squares and diamonds). We perform the sequence as described in the main text with and without
the decoupling pulse 𝜋M on the memory qubit, the dark blue and purple points respectively. Additionally, we
perform the sequence with a wait time instead of entanglement attempts with (pink points) and without the
decoupling pulse (yellow points). The gray dashed line indicates the timeout of the entanglement generation
process used in the teleportation protocol.

Figure 4.9: Decoupling of the communication qubits. The average state fidelity is plotted for different
decoupling times for each setup. The shaded area represent the decoupling times used in the teleportation
protocol.
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Table 4.5: Fitted parameters for average state fidelity state during communication qubit decoupling.

A 𝜏𝑐𝑜ℎ(s) n
Alice Eigenstate 0.4930(13) 0.459(12) 1.04(3)

Superposition 0.4889(18) 0.540(20) 1.07(5)
Bob Eigenstate 0.4738(11) 0.130(3) 1.41(4)

Superposition 0.4634(15) 0.177(6) 1.47(6)
Charlie Eigenstate 0.4897(9) 0.357(7) 1.67(6)

Superposition 0.4936(19) 0.560(20) 0.92(4)

Figure 4.10: Basis-alternating repetitive (BAR) readout results for Charlie’s memory qubit. aMeasured fraction
of memory qubit states that were assigned “0” per readout block, for initialization in |0⟩ and in |1⟩. b Readout
fidelity of the basis-alternating repetitive readout scheme for different number of readout blocks. c Fraction of
inconsistent readout patterns for different number of readout blocks. The dashed lines represent a numerical
model using measured parameters.

Table 4.6: Numerical values of the data displayed in Fig. 4.4b.

Teleported state fidelity
X 0.760(24)
-X 0.745(25)
Y 0.656(27)
-Y 0.651(27)
Z 0.731(26)
-Z 0.671(27)
Average 0.702(11)

Table 4.7: Numerical values of the data displayed in Fig. 4.4c.

Bell-state measurement outcome
(memory qubit, communication qubit) Average teleported state fidelity

00 0.707(15)
01 0.696(14)
10 0.698(15)
11 0.671(14)

No feed forward 0.501(7)
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Figure 4.11: Experimental rates of the conditional and unconditional teleportation protocol for different detec-
tion window lengths in the two-node entanglement generation.

Table 4.8: Overview of parameters used in the simulations for the two-node entangled states. The error
due to the non-zero bright state populations is a result of the single click protocol. For the other error sources,
we compute the estimated infidelity as if it was the only error source present apart from the protocol error. This
allows easy comparison between the different error sources.

Parameter AB Parameter BC Infidelity Ψ𝐴𝐵 Infidelity Ψ𝐵𝐶
Detection window
length

15 ns 15 ns

Detection probability
setup 1

3.4×10−4 4.3×10−4

Detection probability
setup 2

5.1×10−4 2.4×10−4

Average detection prob-
ability PSB

0.1 0.12

Bright state populations
(𝛼1,𝛼2)

(0.07, 0.05) (0.05, 0.1) 5.5 ×10−2 6.7 ×10−2

Dark count rate 10 Hz 10 Hz 5.1 ×10−3 5.3 ×10−3
Visibility 0.90 0.90 2.4 ×10−2 2.4 ×10−2
Average double excita-
tion probability

0.06 0.08 5.5 ×10−2 7.1 ×10−2

Optical phase uncer-
tainty

21𝑜 12𝑜 3.1 ×10−2 1.0 ×10−2

All error sources com-
bined

0.16 0.17



4

98 4 Qubit teleportation between non-neighboring nodes

Table 4.9: Overview of parameters used in the simulations for the average teleported state fidelity in case of a
conditional Bell state measurement on Charlie. For each error source, we compute the estimated infidelity as if
it was the only error source present, apart from the single click protocol errors of the two-node entangled states.
This allows easy comparison between the different error sources.

Parameter Infidelity
Ionization probability Alice 0.7% 0.6 ×10−2
Depolarizing noise Alice 0.04 1.7 ×10−2
Depolarizing noise memory qubit Bob 0.12 5.0 ×10−2
Dephasing noise memory qubit Bob (𝑁1/𝑒 , 𝑛) (5300, 1.1) 2.1 ×10−2
Depolarizing noise memory qubit Charlie 0.14 5.9 ×10−2
Readout fidelities memory qubit Bob (|0⟩ , |1⟩) (0.99, 0.99) 0.6 ×10−2
Readout fidelities communication qubit Bob (|0⟩ , |1⟩) (0.93, 0.995) 0.3 ×10−2
Readout fidelities memory qubit Charlie (|0⟩ , |1⟩) (0.98, 0.98) 1.1 ×10−2
Readout fidelities communication qubit Charlie (|0⟩ , |1⟩) (0.92, 0.99) 0.6 ×10−2
Two-node entangled states combined 0.192
All error sources combined 0.305

Table 4.10: Simulated effect of the innovations on the teleported state fidelity and experimental rate.

Fidelity Rate (Hz)
Baseline parameters using timeout = 1000, BSM
outcomes (communication qubit, memory qubit)
= “00” or “01”

0.666 1/(53s)

With basis-alternating repetitive readout 0.679 1/(73s)
With improved memory coherence 0.687 1/(73s)
With tailored heralding scheme 0.695 1/(74s)
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5
Entanglement delivery with a

quantum network stack
M. Pompili*, C. Delle Donne*, I. te Raa, B. van der Vecht,
M. Skrzypczyk, G. Ferreira, L. de Kluijver, A. J. Stolk,

S. L. N. Hermans, P. Pawełczak, W. Kozlowski & R. Hanson,
S. Wehner

Scaling current quantum communication demonstrations to a large-scale quantum network
will require not only advancements in quantum hardware capabilities, but also robust con-
trol of such devices to bridge the gap to user demand. Moreover, the abstraction of tasks and
services offered by the quantum network should enable platform-independent applications to
be executed without knowledge of the underlying physical implementation. Here we experi-
mentally demonstrate, using remote solid-state quantum network nodes, a link layer and a
physical layer protocol for entanglement-based quantum networks. The link layer abstracts
the physical-layer entanglement attempts into a robust, platform-independent entanglement
delivery service. The system is used to run full state tomography of the delivered entangled
states, as well as preparation of a remote qubit state on a server by its client. Our results mark
a clear transition from physics experiments to quantum communication systems, which will
enable the development and testing of components of future quantum networks.

The results of this chapter are in preparation for peer review.
* Equally contributing authors
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B y sharing entangled states over large distances, the future Quantum Internet [1, 2] can
unlock new possibilities in secure communication [3], distributed and blind quantum

computation [4, 5], and metrology [6, 7]. Fundamental primitives for entanglement-based
quantum networks have been demonstrated across several physical platforms, including
trapped ions [8, 9], neutral atoms [10, 11], diamond color centers [12–15], and quantum
dots [16, 17]. To scale up such physics experiments to intermediate-scale quantum net-
works, researchers have been investigating how to enclose the complex nature of quantum
entanglement generation into more robust abstractions [18–24].

A natural way to render a complex system scalable, is to design its architecture as a
stack of layers that go from specialized physical medium protocols to more general ser-
vices. Inspired by the TCP/IP protocol stack commonly employed in classical networks,
similar stacks have been proposed for quantum networks [19–21], like the one depicted
in Fig. 5.1. These recent efforts, along with proposals for resource scheduling and routing
techniques (e.g. [25–31]), pave the way for larger-scale quantum networks.

In this work we experimentally demonstrate—for the first time—a link layer protocol
for entanglement-based quantum networks. The link layer abstracts the generation of
entangled states between two physically separated solid-state qubits into a robust and
platform-independent service. An application can request entangled states from the link
layer and then, in addition, apply local quantum operations on the entangled qubits in real-
time. Using the link layer, we perform full state tomography of the generated states and
achieve remote state preparation—a building block for blind quantum computation—as
well as measuring the latency of the entanglement generation service.

Node 1

Application

Transport

Network

Link

Physical
Attempt
entanglement
generation

Quantum 
platform

Platform-
independent
stack

Robust direct
entanglement
generation

Ent-to-end
entanglement
generation

Qubit
transmission

Node 2
Classical channel
Quantum channelApplication

Transport

Network

Link

Physical

Figure 5.1: Quantum network stack architecture. At the bottom of the stack, the physical layer (red), which
is highly quantum platform-dependent, is tasked with attempting entanglement generation. The link layer (yel-
low) uses the functionality provided by the physical layer to provide a platform-independent and robust entan-
glement generation service between neighboring nodes to the higher layers. Network and transport layer (not
implemented in this work, grayed out) will support end-to-end connectivity and qubit transmission. Applica-
tions (blue) use the services offered by the stack to perform quantum networking tasks. Based on Dahlberg et al.
[19].
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To evaluate correct operation and performance of our system, we measure (a) the fi-
delity of the generated states and (b) the latency incurred by link layer and physical layer
when generating entangled pairs. For both fidelity and latency, we find that our system
performs with marginal overhead with respect to previous non-platform-independent ex-
periments. We also identify the sources of the additional overhead incurred, and propose
improvements for future realizations.

5.1 Quantum Link Layer Protocol
Remote entanglement generation constitutes a fundamental building block of quantum
networking. However, for a user to be able to integrate it into more complex quantum
networking applications and protocols, the entanglement generation service must also be:
(a) robust, meaning that the user should not have to deal with entanglement failures and
retries, and that an entanglement request should result in the delivery of an entangled
pair; (b) quantum platform-independent, in order for the user to be able to request entan-
glement without having to understand the inner workings of the underlying physical im-
plementation; (c) on-demand, such that the user can request and consume entanglement
as part of a larger quantum communication application. Robust, platform-independent,
on-demand entanglement generation must figure as one of the basic services offered by
a system running on a quantum network node. In other words, establishing a reliable
quantum link between two directly connected nodes is the task of the first layer above the
physical layer in a quantum networking protocol stack, as portrayed in Fig. 5.1. Following
the TCP/IP (Internet protocol suite) model nomenclature, we refer to this layer as the link
layer. We remark that, in the framework of a multi-node network, a quantum network
stack should also feature a network layer (called internet layer in the TCP/IP model) to es-
tablish links between non-adjacent nodes, and optionally a transport layer to encapsulate
qubit transmission into a service [19–21] (as shown in fig. 5.1).

5.1.1 Link Layer Service
The service provided by a link layer protocol for quantum networks should expose a few
configuration parameters to its user. To ensure a platform-independent interaction with
the link layer, such parameters should be common to all possible implementations of the
quantum physical device. In this work, we implement a revised version of the link layer
protocol proposed—but not implemented—in Ref. [19], with the following service descrip-
tion. The interface exposed by the link layer should allow the higher layer to specify: (a)
Remote node ID, an identifier of the remote node to produce entanglement with (in case
the requesting node has multiple neighbors); (b) Number of entangled pairs, to allow for
the creation of several pairs with one request; (c) Minimum fidelity, an indication of the
desired minimum fidelity for the produced pairs; (d) Delivery type, whether to keep the
produced pair for future use (type K), measure it directly after creation (type M), or mea-
sure the local qubit immediately and instruct the remote node to keep its own for future
use (type R, used for remote state preparation); (e) Measurement basis, the basis to use
when measuring M- or R-type entangled pairs; (f) Request timeout, to indicate a time limit
for the processing of the request. After submitting an entanglement generation request,
the user should expect the link layer to coordinate with the remote node and to handle
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entanglement generation attempts and retries until all the desired pairs are produced (or
until the timeout has expired). When completing an entanglement generation request, the
link layer should then report to the above layer the following: (a) Produced Bell state, the
result of entanglement generation; (b)Measurement outcome, in case ofM- or R-type entan-
glement requests; (c) Entanglement ID, to uniquely identify an entangled pair consistently
across source and destination of the request.

5.1.2 A Quantum Link Layer Protocol
A design of a quantum link layer protocol that offers the above service is the quantum en-
tanglement generation protocol (QEGP) proposed by Dahlberg et al. [19]. As originally de-
signed, this protocol relies on the underlying quantum physical layer protocol to achieve
accurate timing synchronization with its remote peer and to detect inconsistencies be-
tween the local state and the state of the remote counterpart. To satisfy such requirements,
QEGP is accompanied by a quantum physical layer protocol, calledmidpoint heralding pro-
tocol (MHP), designed to support QEGP on heralded entanglement-based quantum links.

Entanglement requests and agreement. QEGP exposes an interface for its user
to submit entanglement requests. An entanglement request can specify all the aforemen-
tioned configuration parameters (remote node ID, number of entangled pairs, minimum fi-
delity, request type, measurement basis), and an additional set of parameters which can be
used to determine the priority of the request. In the theoretical protocol proposed in [19],
agreement on the requests between the nodes was achieved using a distributed queue pro-
tocol (DQP) which added the incoming requests to a joint queue. The distributed queue,
managed by the node designated as primary, ensures that both nodes schedule pending
entanglement requests in the same order. Moreover, QEGP attaches a timestamp to each
request in the distributed queue, so that both nodes can process the same entanglement
request simultaneously.

Time synchronization. Time-scheduling entanglement generation requests is neces-
sary for the two neighboring nodes to trigger entanglement generation at the same time,
and avoid wasting entanglement attempts. QEGP relies on MHP to maintain and dis-
tribute a synchronized clock, which QEGP itself uses to schedule entanglement requests.
The granularity of such a clock is only marginally important, but its consistency across
the two neighboring nodes is paramount to make sure that entanglement attempts are
triggered simultaneously on the two ends.

Mismatch verification. One of the main responsibilities of MHP is to verify that
both nodes involved in entanglement generation are servicing the same QEGP request
at the same time, which the protocol achieves by sending an auxiliary classical message
to the heralding station when the physical device sends the flying qubit. The heralding
station can thus verify that the messages fetched by the twoMHP peers are consistent and
correspond to the same QEGP request.

QEGP challenges. We identify three main challenges that would be faced when de-
ploying QEGP on a large-scale quantum network, while suggesting an alternative solution
for each of these. (C1) Using a link-local protocol (DQP) to schedule entanglement re-
quests, albeit sufficient for a single-link network, becomes challenging in larger networks,
given that a node might be connected to more than just one peer. In such scenarios, the
scheduling of entanglement requests can instead be deferred to a centralized scheduling
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entity, one which has more comprehensive knowledge of the entire (sub)network [32].
(C2) Entrusting the triggering of entanglement attempts to QEGPwould impose very strin-
gent real-time constraints on the systemwhereQEGP itself is deployed—evenmicrosecond-
level latencies on either side of the link can result in out-of-sync (thus wasteful) entangle-
ment attempts. While Dahlberg et al. [19] identify this problem as well, the original MHP
protocol assumes that both QEGP peers issue an entanglement command to the physical
layer at the same clock cycle. In this scheme, MHP initiates an entanglement attempt re-
gardless of the state of the remote counterpart. We believe that fine-grained entanglement
attempt synchronization should pertain to the physical layer only, building on the assump-
tion that the real-time controllers deployed at the physical layer of each node are anyway
highly synchronized [15]. (C3) Checking for request mismatches at the heralding station
requires the latter to be capable of performing such checks in real-time. Given that the two
neighboringMHP protocols have to anyway synchronize before attempting entanglement,
we suggest that, as an alternative approach, consistency checks be performed at the nodes
themselves, rather than at the heralding station, just before entering the entanglement
attempt routine.

5.1.3 Revised Protocol
To address the present QEGP and MHP challenges with the proposed solutions, we have
made some modifications to the original design of the two protocols. In particular, we
adopted a centralized request scheduling mechanism [32] to tackle challenge (C1), we
delegated the ultimate triggering of entanglement attempts to MHP as a solution to chal-
lenge (C2), and we assigned request mismatch verification to the MHP protocol running
on each node, rather than to the heralding station, to address challenge (C3).

Centralized request scheduling. To avoid using a link-local protocol (DQP) to
schedule entanglement requests, our version of QEGP defers request scheduling to a cen-
tralized request scheduler, whereby a node’s entanglement generation schedule is com-
puted on the basis of the whole network’s needs. Delegating network scheduling jobs
to centralized entities is, albeit not the only alternative, a common paradigm of classi-
cal networks, and especially of software-defined networking (SDN)—a concept that has
been recently investigated in the context of quantum networking [22, 23]. In our sys-
tem, the centralized scheduler produces a time-division multiple access (TDMA) network
schedule—one for each node in the network—where each time bin is reserved for a certain
class of entanglement generation requests [32]. A class of requests may comprise, for in-
stance, all requests coming from the same application and asking for the same fidelity of
the entangled states. While reserving time binsmay be redundant in a single-link network,
integrating a centralized scheduling mechanism early on into the link layer protocol will
facilitate future developments.

MHPsynchronization and timeout. Although centralized request schedulingmakes
the synchronization of QEGP peers easier, precise triggering of entanglement attempts
should still be entrusted to the component of the systemwhere time is themost deterministic—
in our case, the physical layer protocol MHP. In contrast to Ref. [19], once MHP fetches an
entanglement instruction from QEGP, the protocol announces itself as ready to its remote
peer, and waits for the latter to do so as well. After this synchronization step succeeds,
the two MHP peers can instruct the underlying hardware to trigger an entanglement at-
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tempt at a precise point in time. If, instead, one of the two MHP peers does not receive
announcements from its remote counterpart within a set timeout, it can conclude that the
latter is not ready, or temporarily not responsive, and can thus return control to QEGP
without wasting entanglement attempts. This MHP synchronization step is also useful for
the two sides to verify that they are processing the same QEGP request, and thus catch
mismatches.

The MHP synchronization routine inherently incurs some overhead, which is also
larger on longer links. We mitigate this overhead by batching entanglement attempts—
that is, the physical layer attempts entanglement multiple times after synchronization
before reporting back to the link layer. The maximum number of attempts per batch is a
purely physical-layer parameter, and it has no relation with the link layer entanglement re-
quest timeout parameter described in Ref. [19]—although batches should be small enough
for the link layer timeout to make sense.

5.1.4 Implementation
The original design of the QEGP and MHP protocols, as well as our revision, specifies
the conceptual interaction between the two protocols and the service exposed to a higher
layer in the system, but does not impose particular constraints on how to implement link
layer and physical layer, how to realize the physical interface between them, and how to
configure things such as the centralized request scheduler and the entanglement attempt
procedure. Fig. 5.2 gives an overview of the architecture of our quantum network nodes.
We briefly describe our most relevant implementation choices here and in Section 5.2.

Application processing. At the application layer, user programs—written in Python
using a dedicated software development kit [33]—are processed by a rudimentary compila-
tion stage, which translates abstract quantum networking applications into gates and op-
erations supported by our specific quantum physical platform. Such gates and operations
are expressed in a low-level assembly-like language for quantum networking applications
calledNetQASM [34]. As part of our software stack, we also include an instruction processor,
conceptually placed above the link layer, which is in charge of dispatching entanglement
requests to QEGP and other application instructions to the physical layer directly.

Interface. Ref. [19] did not provide a specification of the interface to be exposed by
the physical layer. We designed this interface such that the physical layer can accept
commands from the higher layer, specifically: (a) qubit initialization (INI), (b) qubit mea-
surement (MSR), (c) single-qubit gate (SQG), (d) entanglement attempt (ENT, or ENM for M-
or R-type requests), (e) pre-measurement gates selection (PMG, to specify in which basis
to measure the qubit for M- or R-type requests). For each command, the physical layer
reports back an outcome, which indicates whether the command was executed correctly,
and can bear the result of a qubit measurement and the Bell state produced after a success-
ful entanglement attempt. Our software stack also comprises a hardware abstraction layer
(HAL) that sits belowQEGP and the instruction processor. TheHAL encodes and serializes
commands and outcomes, and is thus used to interface with the device controller.

TDMA network schedule. Designing a full-blown centralized request scheduler is a
challenge in and of its own, outside the scope of this work. Instead of implementing such
a scheduler, we compute static TDMA network schedules [32] and install them manually
on the two network nodes upon initialization. TDMA schedules for our simple single-link
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Figure 5.2: Quantum network node architecture. From top to bottom: At the application layer, a simple
platform-independent routine is sent to the network controller. The network controller implements the platform-
independent stack—in this work only the link layer protocol—and a hardware abstraction layer (HAL) to interface
with the physical layer’s device controller. An instruction processor dispatches instructions either directly to
the physical layer, or to the link layer protocol in case a remote entangled state is requested by the application.
The link layer schedules entanglement requests and synchronizes with the remote node (on a local area network,
LAN) using a time-division multiple access (TDMA) schedule computed by a centralized scheduler (external).
At the physical layer, the device controller fetches commands from—and replies with outcomes to—the network
controller. Driven by a clock shared with the neighboring node, it performs hard-real-time synchronization for
entanglement generation using a digital input/output (DIO) interface. By controlling the optical and electronic
components (among which an arbitrary waveform generator, AWG), the device controller can perform univer-
sal quantum control of the communication qubit in real-time, as well as attempt long-distance entanglement
generation with the neighboring node.
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experiments are quite trivial (see section 5.5.1), as the network resources of a node are not
contended by multiple links.

Entanglement attempts. Producing entanglement on a link can take several at-
tempts. To minimize the number of ENT commands fetched by MHP from QEGP, as well
as to mitigate the MHP synchronization overhead incurred after each entanglement com-
mand, we batch entanglement attempts at the MHP layer, such that synchronization and
outcome reporting only happens once per batch of attempts.

Delivered entangled states. In our first iteration, we implemented QEGP such that
it always delivers |Φ+⟩ Bell states to the higher layer. This means that, when the physical
layer produces a different Bell state, QEGP (on the node where the entanglement request
originates) issues a single-qubit gate—a Pauli correction—to transform the entangled pair
into the |Φ+⟩ state¹. A future version of QEGP could allow the user to request any Bell
state, and could extract the Pauli correction from QEGP so that the application itself can
decide, depending on the use case, whether to apply the correction or not.

Mismatch verification. As per our design specification, MHP should also be respon-
sible for verifying that the entanglement commands coming from the two QEGP peers
belong to the same request. We did not implement this feature yet because, in our simple
quantum network, we do not expect losses on the classical channel used by the two MHP
parties to communicate—a lossy classical channel would be the primary source of incon-
sistencies at the MHP layer [19]. However, we believe that this verification step will prove
very useful in real-world networks where classical channels do not behave as predictably.

Deployment. We implemented QEGP as a software module in a system that also in-
cludes the instruction processor and the hardware abstraction layer. QEGP, the instruction
processor and the hardware abstraction layer, forming the network controller, are imple-
mented as a C/C++ standalone runtime developed on top of FreeRTOS, a real-time op-
erating system for embedded platforms [35]. The runtime and the underlying operating
system are deployed on a dedicated Avnet MicroZed—an off-the-shelf platform based on
the Zynq-7000 SoC, which hosts two ARM Cortex-A9 processing cores, of which only one
is used, clocked at 667MHz. QEGP connects to its remote peer via TCP over a Gigabit
Ethernet interface. The interface to the physical layer is realized through a 12.5MHz SPI
connection. The user application is sent from a general-purpose 4-core desktop machine
running Linux, which connects to the instruction processor through the same Gigabit Eth-
ernet interface that QEGP uses to communicate with its peer.

5.2 Physical Layer Control in Real-Time
In this section, we outline the design and operation of the physical layer, which executes
the commands issued by the higher layers on the quantum hardware and handles time-
critical synchronization between the quantum network nodes. The physical layer of a
quantum network, as opposed to the apparatus of a physics experiment, needs to be able
to execute commands coming from the layer above in real-time. Additionally, when per-
forming the requested operations, it needs to leave the quantum device in a state that
is compatible with future commands (for example, as discussed below, it should protect

¹We abbreviate the four two-qubit maximally entangled Bell states as |Φ±⟩ = (|00⟩ ± |11⟩)/ √2 and |Ψ±⟩ = (|01⟩ ±
|10⟩)/ √2.
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qubits from decoherence while it awaits further instructions). Finally, if a request cannot
be met (e.g. the local quantum hardware is not ready, the remote quantum hardware is
not available, etc.), the physical layer should notify the link layer of the issue without
interrupting its service.

Our quantum network is composed of two independent nodes based on diamond NV
centers physically separated by ≈2m (see fig. 5.2 for the architecture of one node, and
fig. 5.6 for details on the connections between the two nodes). We will refer to the two
nodes as client and server, noting that this is only a logical separation useful to describe the
case studies—the two nodes have the exact same capabilities. On each node, we implement
the logic of the physical layer in a state-machine-based algorithm deployed on a time-
deterministic microcontroller, the device controller (Jäger ADwin Pro II, based on Zynq-
7000 SoC, dual-core ARM Cortex-A9, clocked at 1GHz). Additionally, each node uses an
arbitrary waveform generator (AWG, Zurich Instruments HDAWG8, 2.4GSa/s, 300MHz
sequencer) for nanosecond-resolution tasks, such as fast optical and electrical pulses; the
use of such a user-programmable FPGA-based AWG, as opposed to a more traditional
upload-and-play instrument (such as the ones used in Ref. [15]), enables the real-time
control of our quantum device.

5.2.1 Single node operation
On our quantum platform, before a node is available to execute commands, it needs to
perform a qubit readiness procedure called charge and resonance check (CR check). This
ensures that the qubit system is in the correct charge state and that the necessary lasers are
resonant with their respective optical transitions. Other quantum platforms might have
a similar preparation step, such as loading and cooling for atoms and ions [9, 10]. Once
the CR check is successful, the device controller can fetch a command from the network
controller. Depending on the nature of the command, the device controller might need to
coordinate with other equipment in the node or synchronize with the device controller of
the other node.

For qubit initialization and measurement commands (INI and MSR), the device con-
troller shines the appropriate laser for a pre-defined duration (INI≈100 µs, MSR≈10 µs). Both
operations are deterministic and carried out entirely by the device controller.

Single qubit gates (SQG) require the coordination of the device controller and the AWG.
For our communication qubits, they consist of generating an electrical pulse with the AWG
(duration ≈100 ns), which is then multiplied to the qubit frequency (≈2GHz), amplified and
finally delivered to the quantum device. The link layer can request rotations in steps of
𝜋/16 around the X, Y or Z axis of the Bloch sphere (here we implement only X and Y
rotations, Z rotations will be implemented in the near future, see section 5.5.2). When a
new gate is requested by the link layer, the device controller at the physical layer informs
the AWG of the gate request via a parallel 32-bit DIO interface. The AWG will then select
one of the 64 pre-compiled waveforms, play it, and notify the device controller that the
gate has been executed. The device controller will in turn notify the network controller
of the successful operation.

After the rotation has been performed, our qubit—if left idling—would lose coherence
in ≈5 µs. A coherence time exceeding 1 s has been reported on our platform [36] using
decoupling sequences (periodic rotations of the qubit that shield it from environmental
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noise). By interleaving decoupling sequences and gates, one can perform extended quan-
tum computations [37]. These long sequences of pulses have in the past been calculated
and optimized offline (on a PC), then uploaded to an AWG, and finally executed on the
quantum devices with minimal interaction capabilities (mostly binary branching trees,
see [15]). In our case, it is impossible to pre-calculate these sequences, since we cannot
know in advance which gates are going to be requested by the link layer. To solve this chal-
lenge, we implement a qubit protection module on the AWG, that interleaves decoupling
sequences with the requested gates in real-time. As soon as the first gate in a sequence
is requested, the AWG starts a decoupling sequence on the qubit. Then, it periodically
checks if a new gate has been requested, and if so, it plays it at the right time in the de-
coupling sequence. The AWG will continue the qubit protection routine until the device
controller will ask for it to stop (e.g. to perform a measurement). This technique allows us
to execute universal qubit control without prior knowledge of the sequence to be played,
and—crucially—in real-time.

5.2.2 Entanglement generation
Differently from the commands previously discussed, attempting entanglement gener-
ation (ENT) requires tight timing synchronization between the device controllers—and
AWGs—of the two nodes. In our implementation, the two device controllers share a com-
mon 1MHz clock as well as a DIO connection to exchange synchronization messages (see
Ref. [15]). When the device controllers are booted, they synchronize an internal cycle
counter that is used for time-keeping, and is shared, at each node, with their respective
network controllers to provide timing information to the link layer and the higher layers.
Over larger distances, one could usewell-established protocols to achieve sub-nanosecond,
synchronized, GPS-disciplined common clocks [38].

When a device controller fetches an ENT command, it starts a three-way handshake pro-
cedure with the device controller of the other node. If the other node has also fetched an
ENT command, theywill synchronize and proceedwith the entanglement generation proce-
dure. If one of the two nodes is not available (e.g. it is still trying to pass the CR check) the
other node will time out, after 0.5ms, and return an entanglement synchronization failure
(ENT_SYNC_FAIL) to its link layer. The duration of the timeout is chosen such that is com-
parable with the average time taken by a node to pass the charge and resonance check
(if correctly on resonance). This is to avoid unnecessary interactions between physical
layer and link layer. After the entanglement synchronization step, the device controllers
proceed with an optical phase stabilization cycle [15], and then the AWGs are triggered
to attempt entanglement generation. In our implementation, one device controller (the
server’s) triggers both AWGs to achieve sub-nanosecond jitter between the two AWGs
(see section 5.5.3 for a discussion on longer distance implementation). Each entanglement
attempt lasts 3.8 µs, and includes fast qubit initialization, communication-qubit to flying-
qubit entanglement, and probabilistic entanglement swapping of the flying qubits [15].
The AWGs attempt entanglement up to 1000 times before timing out and reporting an en-
tanglement failure (ENT_FAIL). Longer batches of entanglement attempts would increase
the probability that one of the nodes goes into the unwanted charge state (and there-
fore cannot produce entanglement, see section 5.5.7). While in principle possible, we did
not implement, in this first realization, the charge stabilization mechanism proposed in
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Ref. [14] that would allow for significantly longer batches of entanglement attempts.
If an entanglement generation attempt is successful (probability ≈5×10−5), the com-

munication qubits of the two nodes will be projected into an entangled state (either |Ψ+⟩
or |Ψ−⟩, depending on which detector clicked at the heralding station). To herald success
of the entanglement attempt, a CPLD (Complex Programmable Logic Device, Altera MAX
V 5M570ZF256C5N) sends a fast digital signal to both AWGs and device controllers, to
prevent a new entanglement attempt from being played (which would destroy the gener-
ated entangled state). When the heralding signal is detected, the AWGs enter the qubit
protection routine and wait for further instructions from the device controllers, which in
turn notify the link layer of the successful entanglement generation, as well as which state
was generated.

To satisfy M- or R-type entanglement requests, the link layer can instruct the physical
layer to apply an immediate measurement to the entangled qubit by means of an ENM
command. Up until heralding of the entangled state, the physical layer operates as it does
for the ENT command. When the state is ready, it proceeds immediately with a sequence
of single qubit gates (as prescribed by an earlier PMG command) and a qubit measurement.
The result of the measurement, together with which entangled state was generated, is
communicated to the link layer. It is worth noting that the two nodes could fetch different
types of requests and still generate entanglement. In fact, this will be used later in the
remote state preparation application.

5.3 Evaluation
To demonstrate and benchmark the capabilities of the link layer protocol, the physical
layer, and of our system as a whole, we execute—on our two-node network—three quan-
tum networking applications, all having a similar structure: the client asks for an entan-
gled pair with the server, which QEGP delivers in the |Φ+⟩ Bell state, and then both client
and server measure their end of the pair in a certain basis. First, we perform full quantum
state tomography of the delivered entangled states. Second, we request and characterize
entangled states of varying fidelity. Third, we execute remote preparation of qubit states
on the server by the client. For all three applications, we study the quality of the entangled
pairs delivered by our system. Additionally, we use the second application to assess the la-
tency incurred by our link layer, and to compare it to the overall entanglement generation
latency, including that of the physical layer. Crucially, the three applications are executed
back-to-back on the quantum network, without any software or hardware changes to the
system—the only difference being the quantum-platform-independent application sent to
the instruction processor (see 5.5.4).

The sequence diagram in Fig. 5.3a exemplifies the general flow between system com-
ponents during the execution of an application. At first, the instruction processor issues a
request to create entanglement to link layer (CREATE).Then, the client’s link layer forwards
the request with the server’s counterpart (Forward CREATE). The request is processed as
soon as the designated time bin in the TDMA schedule starts, at which point the first
entanglement command (ENT) is fetched by physical layer. After an entangled state is
produced successfully (PSI_PLUS), the link layer of the client issues, if needed, a Pauli
correction (𝜋 rotation around the X axis, SQG X180) to deliver the pair in the |Φ+⟩ state.
Finally, the instruction processor issues a gate (𝜋/2 rotation around the X axis, SQG X90)
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and a measurement (MSR) to read out the entangled qubit in a certain basis, and receives
an outcome from the physical layer (0). Fig. 5.3b illustrates the actual latencies between
these interactions in one iteration of the full state tomography application.

For all our experiments, we configured TDMA time bins to be of 20ms. In a larger
network, the duration of time bins should be calibrated according to the average time it
takes, on a certain link, to produce an entangled pair of a certain fidelity [32]. By doing
so, one can maximize network usage and thus reduce qubit decoherence on longer end-to-
end paths. However, in our single-link network, the duration of time bins only influences
the frequency at which new entanglement requests are processed. Our time bin duration
accommodates up to four batches of 1000 entanglement attempts.

5.3.1 Full Quantum State Tomography
Thefirst application consists in generating entangled states at the highestminimumfidelity
currently available on our physical setup (0.80), and measuring the two entangled qubits
in varying bases to learn their joint quantum state. We measure all 9 two-node correlators
(⟨XX⟩ , ⟨XY⟩, ..., ⟨ZZ⟩) as well as all their ± variations (⟨+X+X⟩ , ⟨+X−X⟩, etc.) to minimize
the bias due to measurement errors. For each of the 9×4 = 36 combinations, we measure
125 data points, for a total of 4500 entangled states generated and measured. Sequence 5.1
in Section 5.5.4 contains a pseudocode description of the application.

The collected measurement outcomes are then analyzed using QInfer [39], in partic-
ular the Monte Carlo method described in Ref. [40] for Bayesian estimation of density
matrices from tomographic measurements. The reconstructed density matrix is displayed
in Fig. 5.3c (only the real part is shown in the figure) and its values and uncertainties are

Re[𝜌] =
⎛
⎜⎜
⎝

0.443(4) 0.001(6) 0.003(4) 0.343(6)
0.001(6) 0.029(7) −0.019(3) −0.001(4)
0.003(4) −0.019(3) 0.071(5) −0.015(5)
0.343(6) −0.001(4) −0.015(5) 0.457(8)

⎞
⎟⎟
⎠
,

Im[𝜌] =
⎛
⎜⎜
⎝

0 −0.003(4) −0.015(4) 0.021(5)
0.003(4) 0 0.022(9) −0.001(6)
0.015(4) −0.022(9) 0 −0.001(4)
−0.021(5) 0.001(6) 0.001(4) 0

⎞
⎟⎟
⎠
.

Here 𝜌𝑖𝑗,𝑚𝑛 = ⟨𝑖𝑗| 𝜌 |𝑚𝑛⟩, with 𝑖,𝑚 (𝑗,𝑛) being the client (server) qubit states in the compu-
tational basis. The uncertainty on each element of the density matrix is calculated as the
standard deviation of that element over the probability distribution approximated by the
Monte Carlo reconstruction algorithm (probability distribution approximated by 1×105
Monte Carlo particles [40]). It is then possible to estimate the fidelity of the delivered en-
tangled states with respect to the maximally entangled Bell state, which we find to be 𝐹 =
0.793(9). The measured fidelity is slightly lower (≈2%) than what measured in Ref. [15]
without the use of the QEGP abstraction (and the whole network controller where QEGP
runs). This discrepancy could be due to the additional physical-layer decoupling sequences
required for real-time operation (≈300 µs) and the additional single-qubit gate issued by the
link layer to always deliver |Φ+⟩ (see 5.5.5).

It is to be noted that, in order to obtain the most faithful estimate of the generated
state (see section 5.5.6 for details), the measured expectation values are corrected, in post-
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processing, to remove known tomography errors of both client and server [41], and events
in which at least one physical device was in the incorrect charge state.

Finally, we show, in Fig. 5.3d, that our system can sustain a fairly stable entangle-
ment delivery rate over ≈30min of data acquisition—plateaus and changes in slope can be
attributed to varying conditions of resonance between the NV centers and the relevant
lasers (see section 5.5.7).

5.3.2 Latency vs Fidelity
The QEGP interface allows its user to request entangled pairs at various minimum fideli-
ties. For physical reasons, higher fidelities will result in lower entanglement generation
rates [14, 17]. The trade-off between fidelity and throughput is particularly interesting in
a scenario where some applications might require high-fidelity entangled pairs and are
willing to wait a longer time, while others might prefer lower-fidelity states but higher
rates [19]. Clearly, for the link layer to offer a range of fidelities to choose from, the un-
derlying physical layer must support such a range. We benchmark the capabilities of the
link layer and of the physical layer to deliver states at various fidelities in a single applica-
tion by measuring the ⟨XX⟩, ⟨YY⟩ and ⟨ZZ⟩ correlators (and their ± variations, as we did
above, for a total of 3 × 4 = 12 correlators) for seven different target fidelities, (0.50, 0.55,
0.60, 0.65, 0.70, 0.75, 0.80). We generate 1500 entangled states per fidelity, for a total of
10500 delivered states (see Sequence 5.2 in section 5.5.4). With this case study, we analyze
both the resulting fidelity and the system’s latency for different requested fidelities.

The results for measured fidelity versus requested fidelity are shown in Fig. 5.4a. It is
worth noting that the application iterates over the range of fidelities in real-time, and thus
the physical layer is prepared to deliver any of them at any point. We calibrate the physical
layer to deliver states of slightly higher fidelity than the requested ones (0.03 more), since
entanglement requests specify the minimum desired fidelity. The measured fidelities are—
within measurement uncertainty—always matching or exceeding the requested minimum
ones (the dashed gray line in fig. 5.4a is the 𝑦 = 𝑥 diagonal). As in the previous application,
measurement outcomes are post-processed to eliminate tomography errors and events in
which the physical devices were in the incorrect charge state (we refer to the latter as
charge state correction). For arbitrary applications that use the delivered entangled states
for something other than statistical measurements, applying the second correction directly
at the link layer might prove challenging, since the information concerning whether to
discard an entangled pair is only available at the physical layer after the entangled state is
delivered to the link layer (when the next CR check is performed). However, a mechanism
to identify bad entangled pairs retroactively at the link layer—like the expiry functionality
included in the original design of QEGP [19]—could be used to discard entangled states
after they have been delivered by the physical layer. For completeness, we also report,
again in Fig. 5.4a, the measured fidelity when the wrong charge state correction is not
applied.

For each requested fidelity we also measure the entanglement generation latency [19],
defined as the time between the issuing of the CREATE request to the link layer, until the
successful entanglement outcome reported by the physical layer (refer to fig. 5.3a for a di-
agram of the events in between these two). Fig. 5.4b shows the measured average latency,
grouped by requested fidelity and broken down into the various sources of latency. When
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Figure 5.4: Performance of the entanglement delivery service. (a)Measured fidelity of the states delivered
by the link layer for varying requested fidelity. Targeted fidelity at the physical layer is 0.03 higher than the link
layer protocol’sminimum fidelity request. When not correcting for wrong charge state events, fidelity is reduced
by a few percents (see section 5.5.6). Error bars represent 1 s.d. (b) Average latency of the entanglement delivery
per requested fidelity, broken down into sources of latency. Entanglement generation and charge and resonance
check at the physical layer are the largest sources of latency (at higher fidelities, more entanglement attempts are
required before success). Running the link layer protocol introduces a small but measurable overhead (≈10ms)
to the entanglement generation procedure, which does not depend on the requested fidelity, and that could be
mitigated by requesting multiple entangled states in a single instruction. The communication delays between
quantum network controller and quantum device controller (Interface) introduce negligible overall latency.
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calculating the average latencies, we have ignored entanglement requests that required
more than 10 s to be fulfilled. These high-latency requests correspond to the horizontal
plateaus of Fig. 5.3d (see section 5.5.7 for details). The main contribution to the total la-
tency comes from the entanglement generation process at the physical layer, followed by
the NV center preparation time (CR check). Both latency values are consistent with the
expected number of entanglement attempts required by the single-photon entanglement
protocol employed at the physical layer [14]. The link layer protocol adds, on average,
≈10ms of extra latency to all requests, regardless of their fidelity. This is due partly to the
synchronization of the CREATE request between the two nodes (i.e. a simple TCP message),
but mostly to the nodes having to wait for the next time bin in the network schedule to
start (the larger the time bins, the larger the worst-case waiting time, see section 5.5.1). We
remark that, by requesting multiple entangled states in a single CREATE, one can distribute
this overhead over many generated pairs, to the point where it becomes negligible. While
our applications did not issue multi-pair CREATE requests, this would be the more natural
choice for real applications, and would result in better utilization of the allocated time bins.
Finally, the overhead incurred by the interface between microcontrollers is rather small
(barely visible in fig. 5.4b), but could however be further reduced by integrating device
controller and network controller into a single device. It is worth mentioning that, in our
simple scenario in which each entanglement request is only submitted to QEGP after the
previous one completes, and thus the request queue never grows larger than one element,
throughput happens to be almost exactly the same as the inverse of latency, and hence it
is not reported here.

Overall, we observe that the extra entanglement generation latency incurred when
deploying an abstraction layer (QEGP) on top of the physical layer, while not too modest,
is only a small part of the whole, particularly at higher fidelities. Nevertheless, optimizing
the length of TDMA time bins could result in an even smaller overhead (see section 5.5.1).

5.3.3 Remote State Preparation
One of the use cases of theQEGP service is to prepare quantum states on a remote quantum
server [19]. Remote state preparation is a fundamental step to execute a blind quantum
computation application [5], whereby a client quantum computer with limited resources
can run quantum applications on a powerful remote quantum server using themany qubits
the server has, while keeping the performed computation private.

Remote state preparation is different from the previous two cases in that the client can
measure its end of the entangled pair as soon as the pair is generated, while the server has
to keep its qubit alive waiting for further instructions. For such a scenario, the client can
make use of QEGP’s service to issue R-type entanglement requests, so that the local end of
the entangled pair can be measured (in a certain basis) as soon as it is generated, while the
server’s qubit can be protected for later usage. An R-type entanglement request results in
an ENM command on the client and an ENT command on the server. For this type of requests
(as well as for M-type ones), since the local end of the pair is measured immediately, the
client’s QEGP can skip the Pauli correction used to always deliver |Φ+⟩, and can instead
apply a classical correction to the received measurement outcome (refer to section 5.5.5).

To showcase this feature of QEGP we use the client node to prepare the six cardinal
states on the server (|±𝑥⟩, |±𝑦⟩, |0⟩ and |1⟩) by having the client measure its share of the
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Figure 5.5: Tomography of states prepared on the server by the remote client. For each chosen measure-
ment axis of the client (X, Y, Z), and for each obtained measurement outcome at the client (|0⟩, |1⟩), a different
state is prepared on the server. Plotted on the Bloch spheres are the results of the tomography on the server’s
qubit. Uncertainties on each coordinate are ≈0.05 (see section 5.5.6). We find an average preparation fidelity of
𝐹 = 0.853(8).

entangled state in the six cardinal bases. We then let the server measure the prepared
states—again in the six cardinal bases—to perform tomography. For each client measure-
ment basis, and for each server tomography basis, we deliver 125 entangled states at a
requested fidelity of 0.80, for a total of 6 × 6 × 125 = 4500 remote state preparations (see
Sequence 5.3 in section 5.5.4). The results are presented in Fig. 5.5, which displays the to-
mography of the prepared states on the server, for the three different measurement axes of
the client and the two possible measurement outcomes of the client. The prepared states
are affected by the measurement error of the client (𝐹0 = 0.928(3), 𝐹1 = 0.996(1)): an error
in the measurement of the client’s qubit results in an incorrect identification of the state
prepared on the server. By alternating between positive and negative readout orientations,
we make sure that the errors affect all prepared states equally, instead of biasing the result.
We note that we exclude, once again, events in which at least one of the two devices was
in the wrong charge state, and we correct for the known tomography error on the server
(results without corrections are in section 5.5.6). Overall, we find an average remote state
preparation fidelity of 𝐹 = 0.853(8). The asymmetry in the fidelity of the |0⟩ and |1⟩ states
is caused by the asymmetry in the populations ⟨01| 𝜌 |01⟩ vs ⟨10| 𝜌 |10⟩ of the delivered en-
tangled state, which in turn is due to the double |0⟩ occupancy error of the single-photon
protocol used to generate entanglement [14, 15].

5.4 Conclusions
In summary, we have demonstrated the operation of a link layer and a physical layer
for entanglement-based quantum networks. The link layer abstracts the entanglement
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generation procedure provided by the physical layer—implemented here with two NV
center-based quantum network nodes—into a robust platform-independent service that
can be used to run quantum networking applications. We performed full quantum state
tomography of the states delivered by the link layer, tested its ability to deliver states at
different fidelities in real-time, and verified remote state preparation of a qubit from the
client on the server, a fundamental step towards blind quantum computation [5]. We have
shown that our implementation of link and physical layers can deliver entangled states
at the fidelity requested by the user, despite some marginal inefficiencies—some of which
can be addressed in a future version of the protocols (e.g. avoiding Pauli corrections unless
necessary). We have also quantified the additional latency incurred by deploying the link
layer protocol on top of the physical layer. Although not detrimental, the extra overhead is
still noticeable, but can also be scaled down by optimizing the scheduling of entanglement
generation requests. We also acknowledge that scheduling a quantum node’s resources is
still an open problem [32, 42, 43], and that the simple TDMA approach taken here might
be a suboptimal choice in more advanced quantum networks.

The adoption of the techniques presented here (which are not specific to our diamond
devices) by other quantum network platforms [9, 10, 17, 44–47] will boost the development
towards large-scale and heterogeneous quantum networks. Real-time control of memory
qubits, as well as the availability of multi-node networks and dynamic network sched-
ules, will enable demonstrations of the higher layers of the network stack [48], which in
turn will open the door to end-to-end connectivity on a platform-independent quantum
network.
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5.5 Supplementary information
5.5.1 Pre-computed TDMA schedule
As mentioned in Section 5.1, TDMA network schedules are redundant in a one-link net-
work. Time-binning network activity also forces nodes to only process entanglement re-
quests at the beginning of a time division, thus introducing latency and idle time. Par-
ticularly, longer time bins potentially result in entanglement requests to wait longer to
be processed. However, an application asking for multiple entangled pairs with just one
request would experience smaller average latencies, as all pairs—but the first one—would
be generated in close succession.

In our experiments, TDMA schedules are just a constant division of 20ms time bins,
each of which is reserved to the only application running. We chose the duration of the
time-bin—somewhat arbitrarily, given the small effect on our experiments—to be equal
to 1000 communication cycles between the device controller and the network controller
(20ms = 1000 × 20 µs).

5.5.2 Single qubit gates implemented
At the physical layer, we implement real-time rotations around the X and Y axes of the
qubit Bloch sphere, using a resolution of 𝜋/16 =11.25°. That is, the link layer can request
any rotation that is a multiple of 𝜋/16 around either the X or Y axis. The different rota-
tions are performed using Hermite-shaped pulses (as described in Ref. [15]) of calibrated
amplitude. The choice of X(Y) rotation axis is implemented using the I(Q) channel of the
microwave vector source.

While supported at the link layer, our physical layer currently does not implement Z
axis rotations. Such rotations around the Z axis could be implemented by virtual rotations
of the Bloch sphere: a 𝜋 pulse around the Z axis is equivalent to multiplying future I and
Q voltages by −1. By keeping track of the accumulated Z rotations, and by adjusting I and
Qmixing accordingly, one can perform effective Z rotations with very high resolution and
virtually no infidelity. The AWGs currently in use have the required capabilities, and the
implementation of said Z gates is planned for the near future.

5.5.3 Clock sharing and AWG triggering over longer distances
One of the technical challenges of realizing a large scale quantum network is synchro-
nizing equipment at the physical layer across nodes. The synchronization is required to
generate entanglement—the photons from the two nodes need to arrive at the same time
at the heralding station (compared to their duration, 12 ns for NV centers in bulk diamond
samples); failing to do so would reduce (or even remove) their indistinguishability, which
is required to establish long-distance entanglement [15]. Our two nodes are located in a
single laboratory, on the same optical table, approximately 2m apart. This allows for some
simplifications, for the purpose of demonstrating entanglement delivery using a network
stack, which would not be possible over longer distances. Specifically:

1. We use a single laser—the client’s—to excite both nodes, as in Ref. [15]. Over longer
distances, one would need to phase-lock the excitation lasers at the two nodes to
ensure phase-stability of the entangled states.



5

122 5 Entanglement delivery with a quantum network stack

2. The Device Controllers (ADwin Pro II microcontroller) are triggered every 1 µs by
the same signal generator, advancing the state machine algorithm that implements
the physical layer. This ensures that the two microcontrollers have a common
shared clock. Over longer distances, one could use existing protocols (and com-
mercially available hardware) to obtain a shared clock [38], and use that to trigger
the microcontrollers.

3. The two AWGs need to be triggered to play entanglement attempts. In our imple-
mentation, one device controller—the server’s—triggers both AWGs. This ensures
that the triggering delay between the two AWGs is constant, and we can therefore
calibrate it out. Triggering the AWGswith two independent microcontrollers would
result in jitter (realistically on the order of nanoseconds). Over larger distances, one
could derive—from the shared clock—a periodic trigger signal that is gated by the
microcontroller at each node. In this way the microcontroller can decide whether
the AWG will be triggered on the next cycle, but the accuracy of the trigger’s tim-
ing will be derived from the shared clock between the nodes, rather than from the
microprocessor.

4. The phase stabilization scheme we use, developed in Ref. [15], is designed to work
at a single optical frequency (in our case, the 637 nm emission frequency of the NV
center). Over longer distances, conversion of the NV center photons to the telecom
band will be necessary to overcome photon loss. The phase stabilization scheme
will therefore need to be adapted to new optical frequencies used.

For reference, our client (server) is based on node Charlie (Bob) of the multi-node quantum
network presented in Ref. [15].

5.5.4 Applications
Following are pseudocode sequences that describe the applications executed via the quan-
tum network stack. Their purpose is to outline how the applications were executed (sweep
order), and the differences between the three applications.
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Sequence 5.1: Full quantum state tomography.
1 # The common list of correlators that are going to be measured (client, server).
2 correlator_list = [
3 (-X, -X), (-X, -Y), (-X, -Z), (-X, +X), (-X, +Y), (-X, +Z),
4 (-Y, -X), (-Y, -Y), (-Y, -Z), (-Y, +X), (-Y, +Y), (-Y, +Z),
5 (-Z, -X), (-Z, -Y), (-Z, -Z), (-Z, +X), (-Z, +Y), (-Z, +Z),
6 (+X, -X), (+X, -Y), (+X, -Z), (+X, +X), (+X, +Y), (+X, +Z),
7 (+Y, -X), (+Y, -Y), (+Y, -Z), (+Y, +X), (+Y, +Y), (+Y, +Z),
8 (+Z, -X), (+Z, -Y), (+Z, -Z), (+Z, +X), (+Z, +Y), (+Z, +Z)]
9

10 def client_application ():
11 for rep in range (125):
12 for corr in correlator_list:
13 client_basis = corr [0]
14 # Establish the entangled state.
15 client_qubit = create_ent(
16 with=Server ,
17 req_type=Keep ,
18 min_fidelity =0.8)
19 # Perform the required rotation.
20 client_qubit.rotate_basis(client_basis)
21 # Measure the qubit, store the result.
22 outcomes[rep , corr] = client_qubit.measure ()
23
24 def server_application ():
25 for rep in range (125):
26 for corr in correlator_list:
27 server_basis = corr [1]
28 # Establish the entangled state.
29 server_qubit = receive_ent(
30 with=Client ,
31 req_type=Keep ,
32 min_fidelity =0.8)
33 # Perform the required rotation.
34 server_qubit.rotate_basis(server_basis)
35 # Measure the qubit, store the result.
36 outcomes[rep , corr] = server_qubit.measure ()
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Sequence 5.2: Delivery of entangled states at varying fidelity and rate.
1 # The common list of correlators that are going to be measured (client, server).
2 correlator_list = [
3 (-X, -X), (-X, +X), (-Y, -Y), (-Y, +Y), (-Z, -Z), (-Z, +Z),
4 (+X, -X), (+X, +X), (+Y, -Y), (+Y, +Y), (+Z, -Z), (+Z, +Z)]
5
6 # The target fidelities to generate.
7 fidelity_list = [0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80]
8
9 def client_application ():

10 for rep in range (125):
11 for fid in fidelity_list:
12 for corr in correlator_list:
13 client_basis = corr [0]
14 # Establish the entangled state.
15 client_qubit = create_ent(
16 with=Server ,
17 req_type=Keep ,
18 min_fidelity=fid)
19 # Perform the required rotation.
20 client_qubit.rotate_basis(client_basis)
21 # Measure the qubit, store the result.
22 outcomes[rep , fid , corr] = client_qubit.measure ()
23
24 def server_application ():
25 for rep in range (125):
26 for fid in fidelity_list:
27 for corr in correlator_list:
28 server_basis = corr [1]
29 # Establish the entangled state.
30 server_qubit = receive_ent(
31 with=Client ,
32 req_type=Keep ,
33 min_fidelity=fid)
34 # Perform the required rotation.
35 server_qubit.rotate_basis(server_basis)
36 # Measure the qubit, store the result.
37 outcomes[rep , fid , corr] = server_qubit.measure ()
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Sequence 5.3: Remote preparation of a qubit on the server.
1 # The common list of correlators that are going to be measured (client, server).
2 correlator_list = [
3 (-X, -X), (-X, -Y), (-X, -Z), (-X, +X), (-X, +Y), (-X, +Z),
4 (-Y, -X), (-Y, -Y), (-Y, -Z), (-Y, +X), (-Y, +Y), (-Y, +Z),
5 (-Z, -X), (-Z, -Y), (-Z, -Z), (-Z, +X), (-Z, +Y), (-Z, +Z),
6 (+X, -X), (+X, -Y), (+X, -Z), (+X, +X), (+X, +Y), (+X, +Z),
7 (+Y, -X), (+Y, -Y), (+Y, -Z), (+Y, +X), (+Y, +Y), (+Y, +Z),
8 (+Z, -X), (+Z, -Y), (+Z, -Z), (+Z, +X), (+Z, +Y), (+Z, +Z)]
9

10 def client_application ():
11 for rep in range (125):
12 for corr in correlator_list:
13 client_basis = corr [0]
14 # Establish the entangled state and measure in the specified basis.
15 outcomes[rep , corr] = create_ent(
16 with=Server ,
17 req_type=RemoteStatePreparaion ,
18 measurement_basis=client_basis ,
19 min_fidelity =0.8)
20
21 def server_application ():
22 for rep in range (125):
23 for corr in correlator_list:
24 server_basis = corr [1]
25 # Establish the entangled state.
26 server_qubit = receive_ent(
27 with=Client ,
28 req_type=RemoteStatePreparation ,
29 min_fidelity =0.8)
30 # Perform the required rotation.
31 server_qubit.rotate_basis(server_basis)
32 # Measure the qubit, store the result.
33 outcomes[rep , corr] = server_qubit.measure ()

5.5.5 Post-measurement Pauli correction
Thephysical layer, depending on the specific quantum platform, will deliver in general one
of the four possible Bell states. With the single photon protocol we employ, the physical
layer can produce either |Ψ+⟩ = (|01⟩+ |10⟩)/ √2 or |Ψ−⟩ = (|01⟩− |1⟩)/ √2, see Refs. [14, 15].

We choose to offer the generation of |Φ+⟩ = (|00⟩ + |11⟩)/ √2 as the link layer service
(the choice of the specific state is arbitrary). In principle, one could also make the gener-
ated state a parameter of the link layer request. To deliver the desired Bell state, the link
layer applies, for K-type requests (entangle and keep), a Pauli correction, by requesting a
𝜋 rotation around either the X or Y axis on the client’s qubit. For M-type (entangle and
measure) and R-type (remote state preparation) requests, the physical layer performs a
measurement in a basis prespecified—using the PMG command—and reports the measure-
ment outcome, as well as which state was generated, to the link layer. The link layer can,
depending on the generated state and on the chosen measurement basis, apply a classical
bit flip on the client’s outcome to obtain the correct measurement statistics. In particular,
the link layer flips the measurement outcome of the client in the following cases:

• State delivered |Ψ+⟩, measurement basis ±𝑌 ;

• State delivered |Ψ−⟩, measurement basis ±𝑋 ;

• State delivered |Ψ+⟩ or |Ψ−⟩, measurement basis ±𝑍 .
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5.5.6 Results with and without corrections
Thedata presented in themain text is corrected for knownmeasurement errors, and events
in which at least one of the two devices was in the wrong charge state are removed (the
CR check following the delivery of entanglement reports zero counts). While it is useful to
correct for such errors in order to obtain the most faithful reconstruction of the delivered
states, these errors cannot always be avoided in a real network scenario. For completeness,
we report here the same results as in Section 5.3, first without any corrections applied, and
then with only the measurement error correction applied. All the results, the raw datasets,
and the software to analyze them, are available at Ref. [49].

Full Quantum State Tomography
The events in which the two devices generated 0 photon counts in the following CR check
were 37 for the client and 380 for the server (out of the 4500 total). When combined, (client
or server in the wrong charge state), we obtain 417 events (in zero events both client and
server were in the wrong charge state). Without any corrections (tomography errors or
wrong charge state), we obtain the following density matrix (which has a fidelity with the
target Bell state F=0.681(16)):

Re[𝜌] =
⎛
⎜⎜
⎝

0.397(9) 0.011(9) 0.001(7) 0.256(14)
0.011(9) 0.058(14) −0.005(13) −0.007(9)
0.001(7) −0.005(13) 0.092(12) −0.027(13)
0.256(14) −0.007(9) −0.027(13) 0.452(9)

⎞
⎟⎟
⎠
,

Im[𝜌] =
⎛
⎜⎜
⎝

0 0.000(18) −0.029(9) 0.036(9)
−0.000(18) 0 0.010(12) −0.002(8)
0.029(9) −0.010(12) 0 −0.000(8)
−0.036(9) 0.002(8) 0.000(8) 0

⎞
⎟⎟
⎠

Only applying tomography error correction (but not removal of wrong charge state
events) yields the following density matrix (fidelity F=0.764(13)):

Re[𝜌] =
⎛
⎜⎜
⎝

0.413(7) 0.002(11) −0.003(3) 0.313(8)
0.002(11) 0.026(9) −0.015(6) −0.018(11)
−0.003(3) −0.015(6) 0.092(7) −0.017(8)
0.313(8) −0.018(11) −0.017(8) 0.469(6)

⎞
⎟⎟
⎠
,

Im[𝜌] =
⎛
⎜⎜
⎝

0 0.003(5) −0.015(6) 0.036(6)
−0.003(5) 0 0.014(9) −0.007(7)
0.015(6) −0.014(9) 0 −0.003(5)
−0.036(6) 0.007(7) 0.003(5) 0

⎞
⎟⎟
⎠

Fidelity vs Rate
The events in which the two devices generated 0 photon counts in the following CR check
were 74 for the client and 709 for the server (out of the 10500 total). When combined,
(client or server in the wrong charge state), we obtain 781 events (there were two events
in which both client and server were in the wrong charge state). Without any corrections
(tomography errors or wrong charge state), we obtain the following delivered fidelities:
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0.454(18), 0.540(18), 0.548(17), 0.596(17), 0.640(16), 0.674(16), 0.679(15). Only applying
tomography error correction (but not removal of wrong charge state events) yields the fol-
lowing fidelities: 0.485(15), 0.591(14), 0.592(14), 0.652(13), 0.705(13), 0.741(12), 0.753(11).

Remote State Preparation

As mentioned in the main text, for the remote state preparation analysis, we only apply
the tomography error correction for the server, while remove wrong charge state events
of both the server and the client. The events in which the two devices generated 0 photon
counts in the following CR check were 29 for the client and 365 for the server (out of the
4500 total). When combined, (client or server in the wrong charge state), we obtain 394
events (there were zero events in which both client and server were in the wrong charge
state). Following are the numerical values that result in the plot in the main text (average
fidelity F=0.853(8)):

Client Server
⟨X⟩ ⟨Y⟩ ⟨Z⟩ Fidelity

Measured |𝑥⟩ 0.634(48) −0.123(61) −0.004(59) 0.817(24)
Measured |𝑦⟩ −0.028(58) −0.650(45) 0.005(61) 0.825(23)
Measured |0⟩ −0.081(65) −0.083(66) 0.849(31) 0.925(16)
Measured |−𝑥⟩ −0.645(43) 0.135(59) 0.030(63) 0.823(22)
Measured |−𝑦⟩ 0.026(65) 0.719(40) −0.013(61) 0.860(20)
Measured |1⟩ 0.032(58) −0.069(58) −0.736(39) 0.868(19)

Without any corrections (tomography errors or wrong charge state), we obtain the
following prepared states, with average fidelity F=0.807(10):

Client Server
⟨X⟩ ⟨Y⟩ ⟨Z⟩ Fidelity

Measured |𝑥⟩ 0.534(55) −0.090(62) 0.009(62) 0.767(27)
Measured |𝑦⟩ 0.024(60) −0.582(51) −0.013(62) 0.791(26)
Measured |0⟩ −0.073(69) −0.072(69) 0.786(42) 0.893(21)
Measured |−𝑥⟩ −0.552(49) 0.143(61) 0.055(63) 0.776(24)
Measured |−𝑦⟩ 0.052(64) 0.623(47) −0.018(62) 0.811(23)
Measured |1⟩ 0.030(57) −0.028(55) −0.606(46) 0.803(23)

When only applying tomography error correction, we find an average preparation
fidelity F=0.829(9):
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Client Server
⟨X⟩ ⟨Y⟩ ⟨Z⟩ Fidelity

Measured |𝑥⟩ 0.573(49) −0.096(59) 0.010(58) 0.786(24)
Measured |𝑦⟩ 0.025(56) −0.624(45) −0.014(59) 0.812(23)
Measured |0⟩ −0.078(64) −0.077(65) 0.843(32) 0.921(16)
Measured |−𝑥⟩ −0.592(44) 0.153(57) 0.059(59) 0.796(22)
Measured |−𝑦⟩ 0.056(61) 0.667(41) −0.020(59) 0.834(20)
Measured |1⟩ 0.032(54) −0.030(53) −0.650(40) 0.825(20)

5.5.7 NV center resonance control
The two quantum network nodes use different techniques to control the resonance of their
NV centers (see Ref. [15] for implementations details). The server uses an off-resonant
charge randomization strategy: when its NV center is not on resonance (it does not pass
the charge and resonance check), it can apply an off-resonant (green, 515 nm) laser pulse
to shuffle the charge environment and probabilistically recover the correct charge and
resonance state. The server cannot get stuck in a non-resonance state: in a few tens of
failed CR checks and green laser pulses (overall less than 1ms) the NV center will be in
resonance again.

The client, which needs to be tuned in resonance with the other node, uses a resonant
strategy. When in the wrong charge state (zero counts during CR check), it applies a reso-
nant laser pulse (yellow, 575 nm, NV0 zero-phonon line) to go back to NV−. To bring NV−
in resonance with the necessary lasers, it adjusts a biasing voltage applied to the diamond
sample, which shifts the resonance frequencies. This process is mostly automated. How-
ever, occasional human intervention is still required when the resonance frequencies of
the NV center shift too far—for example due to a charge in the vicinity of the NV center
changing position in the lattice—for the automatic mechanism to find its way back. The
horizontal steps in Fig. 5.3d are due to the jumps in the client’s NV optical transitions,
which then require manual optimization of the laser frequencies and/or the diamond bias-
ing voltage—depending on themagnitude of the frequency shift, it requires tens of seconds
to a few minutes to recover the optimal resonance condition.
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Table 5.1: List of possible outcomes of the physical layer to link layer requests.

Link layer
request

Physical layer outcome Description

INI SUCCESS Qubit initialization is always successful.
MSR SUCCESS_0 Measurement outcome is |0⟩.

SUCCESS_1 Measurement outcome is |1⟩.
SQG SUCCESS Single qubit gates are always successful.
PMG SUCCESS Updating the pre-measurement gate informa-

tion is always successful.
ENT SUCCESS_PSI_PLUS Entanglement generation was successful, the

state generated was |Ψ+⟩.
SUCCESS_PSI_MINUS Entanglement generation was successful, the

state generated was |Ψ−⟩.
ENM SUCCESS_PSI_PLUS_0 Entanglement generation was successful, the

state generated was |Ψ+⟩, and the measure-
ment outcome was |0⟩.

SUCCESS_PSI_PLUS_1 Entanglement generation was successful, the
state generated was |Ψ+⟩, and the measure-
ment outcome was |1⟩.

SUCCESS_PSI_MINUS_0 Entanglement generation was successful, the
state generated was |Ψ−⟩, and the measure-
ment outcome was |0⟩.

SUCCESS_PSI_MINUS_1 Entanglement generation was successful, the
state generated was |Ψ−⟩, and the measure-
ment outcome was |1⟩.

ENT, ENM ENT_FAILURE Entanglement generation was attempted and
failed.

ENT_SYNC_FAILURE Entanglement generation was not attempted
because the synchronization step failed (other
node is busy).

Any re-
quest

HARDWARE_FAILURE The node has experienced a hardware prob-
lem and cannot fulfill requests.
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Figure 5.6: Schematic of the connections between client and server and among the various components of each
quantum network node. The dashed lines represent connections used when flashing devices (boot loading), and
they are not used during the real-time operation of the network stack. Not shown are additional optical and
electronic components used to control the qubits, see Ref. [15] for details on the equipment.
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6
Conclusion

6.1 Summary of results

T he focus of this thesis has been advancing the state of the art of entanglement-based
quantum networks. Here we give a brief summary of the results of each chapter:

• In Chapter 3, we present the realization of a multi-node entanglement-based quan-
tum network. We develop a new phase stabilization scheme for quantum network
nodes, that allows single-photon entanglement generation overmultiple nodes. This
enables, together with a newly built third node, the distribution of Greenberger-
Horne-Zeilinger states over the network without the use of post-selection. Addi-
tionally, we demonstrate the entanglement swapping protocol, which enables the
distribution of heralded entangled states between nodes that do not share a direct
physical link.

• In Chapter 4, we improve the capabilities of the multi-node network, by increasing
the fidelity of the elementary links, introducing a new repetitive readout scheme,
and adding control over a fifth qubit in the network. These advances allow for the
demonstration of unconditional qubit teleportation beyond nearest-neighbors. Ad-
ditionally, we show that memory qubit lifetimes under network node activity can
be improved by using decoupling sequences

• In Chapter 5, we develop, implement, and demonstrate experimentally, the first two
layers of a Quantum Internet stack—the physical layer and the link layer. The use
of a stack abstracts the generation of entangled states into a platform-independent
service, which can be used by network applications running at higher layers. To
benchmark our system, we execute three platform-independent applications: quan-
tum tomography of the delivered states, fidelity and latency estimation, and remote
state preparation.
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6.2 Near-future research directions
6.2.1 Automated tuning of network nodes
One of themain challengeswe facedwhen performing the experiments of Chapters 3 and 4,
was the amount of human intervention required. Combined over the two experiments,
approximately one month of pure data collection and calibration was necessary—due to
the low experimental data rate. On this topic, you can read Sophie Hermans’ post in the
QuTech Blog [1].

While the measurement and calibrations are executed automatically, a person is re-
quired to verify that all the calibrations are looking acceptable (and if not, figure out what
is wrong). Additionally, specifically for the NV center, one needs to babysit the setups in
case a significant jump in the resonance condition occurs during the experiment (which
would put the measurement on hold).

The first challenge, automatic calibration, has been already addressed in literature [2, 3]
for superconducting qubits using dependency graphs. Implementing a similar technique
for NV centers would allow the user to specify which features of the setup are required,
and let the node decide what should be calibrated and what not. For example, a qubit
frequency calibration for the NV center could get triggered only if a significant change
in magnetic field has been detected, or if the quality of the gates looks non-optimal from
other measurements.

The second challenge, maintaining the NV center on resonance over extended peri-
ods of time, has been the topic of experimentation in our group over the last decade, but
never resulted in a complete solution that just works [4]. Each NV center, and each res-
onance tuning point, is unique in terms of stability and dynamics: we find that some
NV centers might be subject to discrete jumps of the optical transition frequencies—on
the order of 100MHz—every couple of minutes, while others might remain relatively un-
changed for hours at a time. We also observe that intense optical activity (strong optical
pulses during entanglement generation) increases the rate of said jumps. The hearth of
the complexity—in keeping the device on resonance—lies in the two charge states of the
NV center. Obtaining few counts during the CR check procedure can be a symptom of
several things: correct charge state but incorrect frequency of the measurement and/or
reset lasers, incorrect charge state (NV0) and incorrect frequency of the charge reset laser,
or a combination of them (the most challenging scenario). One needs to explore the pa-
rameter space to understand what is the most likely situation, and then inch towards the
optimal solution. Additionally, a new jump might occur while trying to get the NV center
on resonance, making previously acquired information outdated. Empirically, we see that
a person can learn how to autonomously find back the resonance of an NV center after a
jump in a few weeks of training.

Such high-dimensional playgrounds have been effectively dealt with in literature using
artificial intelligence tools [5]. A first step in this direction—in the context of NV centers—
has been taken in Ref. [6], but further developments are necessary to reach a reliable tool
usable in practice.

The automatic calibration of the quantum network nodes, combined with a tool that
can reliably maintain the devices on resonance, would boost significantly our platform,
enabling more complex demonstrations and continuous operation of, for example, the
physical layer of a quantum network.
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6.2.2 Advanced decoupling sequences for memory qubits
Storing entangled states in memory qubit is a fundamental requirement for quantum net-
work end-nodes. In Chapter 3 we have presented evidence suggesting that the entan-
glement generation procedure is not a limiting factor for the lifetime of memory qubits.
Indeed, in Chapter 4, by applying a single decoupling pulse to the memory qubit, we in-
creased the lifetime by a factor of five. However, the effective gain on the protocol rate
was only a factor two with respect to Chapter 3. This is because of our implementation
of the decoupling pulse: the limited capabilities of the AWG used at the time, forced us
to first play the entanglement attempts, then—in case of successful entanglement—apply
the decoupling pulse. To rephase the memory qubit, we had to wait several milliseconds
before being able to use the memory qubit again.

A near-term improvement would be to maintain a fixed decoupling routine for the
memory qubit, and play entanglement attempts both before and after the decoupling pulse.
In case of successful entanglement generation, the unnecessary remaining entanglement
attempts could be replaced by idle time until the memory qubit is rephased. This should
immediately result in a factor of two improvement in memory qubit lifetime with respect
to Chapter 4, and open the door to applying several decoupling pulses, interleaved by
blocks of entanglement attempts. Additionally, the decoupling pulses could be played at
strategic phases—such as XY8—to further shield the memory qubit from quasi-static noise
and gate errors [7].

These improvements might push the lifetime of 13C memory qubits to the regime
where long-distance entanglement can be generated deterministically, while a memory
qubit is holding onto an arbitrary quantum state, bringing a protocol such as determinis-
tic teleportation within reach.

6.2.3 Larger networks
Solving the challenges outlined in the previous two sections—automated calibration and
control, and increasing memory qubit lifetime—could enable protocols involving more
than three nodes. Establishing a multipartite entangled state across four physically sepa-
rated nodes should be achievable with current device technology. Considering four nodes
in line configuration (e.g. a node Daisy connected only to Charlie), one could establish en-
tanglement between Daisy and Charlie, while Alice establishes entanglement with Bob—
independently and simultaneously. The average waiting time before both links would be
established is only marginally higher than that required by a single link (50%more, in case
the links have the same generation rate¹). The following steps—swapping the states to the
two memory qubits and generating the entangled state between Bob and Charlie—would
take the same time as they do in a three-node experiment. Therefore, given one could con-
trol and calibrate the four nodes reliably at the same time, a four-node GHZ state would
be within reach with current NV center devices. A GHZ state shared between four nodes
(with each node holding exactly one qubit of the state) would be the fundamental ingredi-
ent to demonstrate quantum anonymous transmission [8], which allows transmission of

¹Given 𝑋1 and 𝑋2 the exponentially distributed random variables (with parameters 𝜆1 and 𝜆2) describing the
number of entanglement attempts necessary to establish the two links, max(𝑋1,𝑋2) is the number of entangle-
ment attempts necessary before both links are ready. 𝔼[max(𝑋1,𝑋2)] = 1/𝜆1 +1/𝜆2 −1/(𝜆1 +𝜆2). For 𝜆1 = 𝜆2 = 𝜆,
𝔼[max(𝑋1,𝑋2)] = 3/2𝜆.
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classical and quantum bits, while hiding both sender and receiver, even when all physical
transmissions can be monitored. It is worth noting that the full protocol—transmission of
a qubit from a secret sender to a secret receiver—requires multiple rounds of four-node
GHZ state generation, and would therefore be significantly slower than the experiments
presented in this thesis.

Moving past four nodes will in all likelihood require advances in the rate of entan-
glement generation. With bulk NV center devices, like the ones used throughout this
thesis, only marginal improvements are expected to be possible [9]. Embedding point de-
fects in optical cavities, both to increase photon extraction efficiency and emission into
the ZPL, would provide an avenue towards order-of-magnitude improvements in entan-
glement generation rate, see Ruf et al. [9] for a recent review. In this regard, progress has
recently been reported [10] in coupling a single NV center to a fiber-based micro-cavity in
a closed-cycle cryostat. Near-future improvements to the experimental setup are expected
to deliver one-to-two orders of magnitude improvements in the ZPL collection efficiency,
and therefore in remote entanglement generation rate (using a single-photon protocol).

An alternative option to fiber-based micro-cavities is to embed the defect into a pho-
tonic crystal cavity (usually nanometer-sized). Due to their sensitivity to external electric
fields, NV centers are not good candidates for this kind of devices [9]. Group-IV color
centers, such as the SiV [11], GeV [12], SnV [13] and PbV [14] in diamond, are more
suited to this implementation because of their crystallographic symmetry, which makes
them insensitive, to first order, to external electric fields and strain [9]. This insensitivity,
however, comes at the cost of a more challenging frequency tuning of devices—which is
required for emission-based entanglement generation protocols. Indeed, at the time of
writing, entanglement between physically separated group-IV color centers has not been
reported.

6.2.4 Network layer
A natural step forward from the results of Chapter 5 would be to implement the network
layer. The task of the network layer would be to deliver entangled states between nodes
that are not nearest-neighbors [15], such as Alice and Charlie in our quantum network.
This would allow applications to request entangled states between any two nodes, without
having to deal with the network topology: if two nodes are nearest-neighbors, the network
layer will request the entangled state directly to the link layer; if they are not, the network
layer will need to generate a number of entangled states—via the link layer—and perform
entanglement swapping operations. The strategy that the network layer will use to route
the entanglement between the end nodes is an active topic of research [15, 16]. In gen-
eral, it will depend on the capabilities of the network (i.e. the gate fidelities, the qubits
lifetimes, the entanglement generation rates, etc.), the network topology (there might be
multiple paths to establish a given state) and other concurring operations on the network
(an application might be using a link for a higher priority task).

While demonstrating the operation of a network layer in a three-node network, such
as the one used in Chapters 3 and 4, will not involve solving all the above-mentioned
challenges, it will require the real-time control of memory qubits via the network stack—
which is an open challenge—as well as the scheduling of entanglement over two links.
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A
Correcting quantum tomography
for known measurement errors

The process of measuring physical qubits is inevitably affected by errors. If the result of a
measurement is required as input for a subsequent application (such as the feed-forward
gates in Chapter 3 and Chapter 4), errors will propagate throughout the computation and
the correction methods outlined here do not apply. However, when measuring a quantum
state, for example to obtain its fidelity with an ideal target state, it is possible to estimate
what the state would have been in the case of a measurement not affected by known errors.
This is useful for a number of reasons: when calibrating gates, such as 𝜋 or 𝜋/2 rotations,
it is important to know the population without the readout error, in order to choose the
correct amplitudes and duration for the MW pulses; when performing quantum state to-
mography of multi-qubit states, for example remote Bell states, to correctly assign sources
of infidelity; additionally, having correct uncertainty bars on the corrected measured val-
ues is crucial to identify patterns in the data, or to avoid drawing conclusions when the
uncertainty is dominating. Some parts of this appendix are taken from Section 3.5.4 and
rearranged here for completeness.

The measurement error on a (multi-)qubit system can in general be described by the
following relation:

m = �̂� p, (A.1)
where p = (𝑝0,… ,𝑝𝑠)𝑇 is the (column) vector of expected populations, m = (𝑚0,… ,𝑚𝑠)𝑇
is the (column) vector of measured populations, 𝑅𝑖𝑗 = Prob(measured state is 𝑖 | true state
is 𝑗) and 𝑠 is the number of quantum states possible, which usually is 𝑠 = 2𝑞 with 𝑞 the
number of qubits.

In the case of a single qubit (𝑞 = 1, 𝑠 = 2):

�̂� = (𝑅00 𝑅01
𝑅10 𝑅11) = ( 𝐹0 1−𝐹1

1−𝐹0 𝐹1 )

where 𝐹0/1 are the measurement (or readout) fidelities of the states |0⟩ and |1⟩.
As an example,

𝑚0 = 𝐹0𝑝0 + (1−𝐹1)𝑝1,
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i.e. the measured population in |0⟩ is given by the correctly assigned population in |0⟩ plus
the incorrectly assigned population in |1⟩.

The process of measurement error correction is that of estimating p from m and �̂�,
which are measured experimentally and are therefore subject to statistical uncertainty. In
the following, experimental estimates are marked with a star (⋆), p⋆,m⋆ and 𝑅⋆.

A.1 Matrix inversion
The first—and most intuitive—solution to the problem is that of matrix inversion. Indeed,
it is possible to rewrite equation (A.1) as

p = �̂�−1m, (A.2)

with �̂�−1 the inverse matrix of �̂� (�̂�−1�̂� = 𝕀). If m and �̂� are known exactly, p can be
calculated by inverting the �̂� matrix.

In practice, however, bothm and �̂� need to be determined experimentally. To estimate
m, one performs 𝑁 quantum measurements and produces a histogram n = (𝑛0, ..., 𝑛𝑠) of
the measured states. n will be distributed according to a Multinomial distribution,

E[𝑛𝑖] = 𝑁𝑚𝑖
Var[𝑛𝑖] = 𝑁𝑚𝑖(1−𝑚𝑖)

Cov[𝑛𝑖 , 𝑛𝑘] = −𝑁𝑚𝑖𝑚𝑘 (𝑖 ≠ 𝑘)
(A.3)

An experimental estimate of m is m⋆ = n/𝑁 ,

𝑚⋆𝑖 = 𝑛𝑖/𝑁
Var[𝑚⋆𝑖 ] = 𝑚⋆𝑖 (1−𝑚⋆𝑖 )/𝑁

Cov[𝑚⋆𝑖 ,𝑚⋆𝑘 ] = −𝑚⋆𝑖 𝑚⋆𝑘 /𝑁 (𝑖 ≠ 𝑘)
(A.4)

Similarly, the matrix �̂� can be estimated via measure_R_histogram, detailed in Se-
quence A.1. The system is prepared and measured for 𝑁 times, and the measurement
outcomes are accumulated in the resulting histogram matrix 𝑅ℎ. Dividing the histogram
by 𝑁 yields an estimation 𝑅⋆ of the error matrix �̂�.

E[𝑅⋆𝑖𝑗] = 𝑅ℎ𝑖𝑗 /𝑁
Var[𝑅⋆𝑖𝑗] = 𝑅⋆𝑖𝑗(1−𝑅⋆𝑖𝑗)/𝑁

Cov[𝑅⋆𝑖𝑗 ,𝑅⋆𝑘𝑗] = −𝑅⋆𝑖𝑗𝑅⋆𝑖𝑘/𝑁 (𝑖 ≠ 𝑘)
(A.5)

Here, we assume that the states can be prepared without errors. This is of course not
the case in practice, but on our platform the measurement errors are considerably larger
than the initialization errors (several percents, compared to a fraction of a percent), so the
approximation is fair.

Once 𝑅⋆ and m⋆ are obtained, it is possible to calculate p⋆ with equation (A.2). The
propagation of the uncertainty from 𝑅⋆ and m⋆ to p⋆ needs to take into account the
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Sequence A.1: ESTIMATION OF THE MEASUREMENT ERROR MATRIX
1 def measure_R_histogram(N, s):
2 '''Measure an histogram that , when normalized , estimates the measurement error matrix.
3 Args:
4 N: number of measurements to perform per initial state.
5 s: number of states.
6 '''
7 R_histogram [0:s][0:s] = 0 # Initialize an 𝑠 × 𝑠 matrix that holds the histograms.
8 for state in range(s):
9 for repetition in range(N):

10 initialize_in_state(state)
11 result = measure_system ()
12 R[result ][state] += 1
13
14 return R_histogram

covariance terms Cov[𝑚⋆𝑖 ,𝑚⋆𝑘 ] (and it is therefore very tedious even for the two qubit
case 𝑞 = 2).

The �̂� matrix of a multi-qubit system can be decomposed into the tensor product of
several single-qubit 2× 2 matrices if the measurement processes are independent of each
other (for example, if the qubits are in two separate devices). In the case of NV-center
memory qubits, since they are measured via the communication qubit, we use the �̂� of the
communication qubit also for the memory qubit; this is because measuring the commu-
nication qubit is known to induce phase noise (but no bit-flipping noise) on the memory
qubits (see Chapter 3 and Chapter 4).

A.2 Iterative Bayesian unfolding
Thematrix inversionmethod can produce non-physical populations, i.e. probabilities smaller
than 0 or greater than 1. One could, in principle, clip the values generated by the matrix
inversion to the [0,1] interval, but then the problem of renormalizing the non-clipped
probabilities arises.

An alternative method, which solves the non-physical outcomes of the matrix inver-
sion, is the iterative Bayesian unfolding, introduced for high-energy physics by D’Agostini
[1] and revised to generate uncertainties via a Monte Carlo simulation in Ref. [2]. Only
recently, the technique has been introduced to the quantum computation and information
field [3].

Bayes’ rule, in terms of measured states 𝐸 (events) and true states 𝐶 (causes) is the
following:

𝑃(𝐶𝑗 |𝐸𝑖) =
𝑃(𝐸𝑖 |𝐶𝑗)𝑃(𝐶𝑗)

∑𝑠
𝑘=0 𝑃(𝐸𝑖 |𝐶𝑘)𝑃(𝐶𝑘)

. (A.6)

Following the notation used in the previous section, 𝑃(𝐸𝑖 |𝐶𝑗) = 𝑅𝑖𝑗 and 𝑃(𝐶𝑗) = 𝑝𝑗 ,
therefore:

𝑈𝑗𝑖 ≡ 𝑃(true state is 𝑗 | measured state is 𝑖) = 𝑅𝑖𝑗𝑝𝑗
∑𝑠

𝑘=0𝑅𝑖𝑘𝑝𝑘
, (A.7)
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where 𝑈𝑗𝑖 is the unfolding matrix¹, that, given a certain initial probability distribution of
causes, gives the probability that a certain cause 𝑗 is behind an observed event 𝑖. It is worth
noting that �̂� is not the algebraic inverse of �̂� and cannot be computed from �̂� alone.

It is possible to obtain the required probability via

𝑝𝑗 = 𝑃(true state is 𝑗)

=
𝑠
∑
𝑖=0

𝑃(true state is 𝑗 | measured state is 𝑖) 𝑃(measured state is 𝑖)

=
𝑠
∑
𝑖=0

𝑚𝑖𝑈𝑗𝑖

(A.8)

This recursive relation can be used to obtain improved estimates of 𝑝𝑗 . In the iterative
Bayesian unfolding, one starts with a flat, zero knowledge, 𝑝0𝑗 = 1/𝑠. The next iteration of
the probability distribution is given by

𝑝𝑡+1𝑗 =
𝑠
∑
𝑖=0

𝑚𝑖𝑈 𝑡𝑗𝑖 =
𝑠
∑
𝑖=0

𝑚𝑖𝑅𝑖𝑗𝑝𝑡𝑗
∑𝑠

𝑘=0𝑅𝑖𝑘𝑝𝑡𝑘
. (A.9)

At each iteration, the probability distribution will get closer to the correct one [1].
Indeed, if the 𝑝𝑗 are the true probabilities, the 𝑚𝑖 are the expected probabilities, and 𝑅𝑖𝑗
are the ideal error matrix elements, the iteration will leave the probability distribution
untouched. If we instead use a guess 𝑝⋆𝑗 , the measured 𝑚⋆𝑖 and the measured 𝑅⋆𝑖𝑗 , we will
get an improved guess for 𝑝𝑗 at each round.

In practice, after approximately 10 iterations, the probability distribution has stabilized.
By measuring the 𝜒2 distance between two successive iterations, it is possible to terminate
the unfolding procedure once the required stability has been reached.

A.3 Monte Carlo uncertainty estimation
Once the estimates 𝑅⋆, m⋆ and p⋆ are measured and computed, it is possible to calculate,
using a Monte Carlo simulation, the uncertainty on p⋆ and its covariance matrix (which
is necessary when computing functions of the populations, such as the correlators).

The Monte Carlo simulation essentially produces random variations of 𝑅⋆ and m⋆
using an appropriate probability distribution. With each random variation, it calculates
one more step of the iterative Bayesian unfolding using p⋆. The generated ensemble of
resampled p⋆ is used to calculate the required statistical quantities, such as Var[𝑝⋆𝑗 ] and
Cov[𝑝⋆𝑗 , 𝑝⋆𝑘 ]. The advantage of this method, compared to analytical uncertainty propa-
gation from the matrix inversion, is that there is no assumption of normality (i.e. being
Gaussian-distributed) of the data.

A.3.1 Resampling a measured probability distribution
Both m⋆ and the columns of 𝑅⋆ are measured approximations of probability distribu-
tions. Following Ref. [2], it is possible to resample them using the Dirichlet distribu-
¹The first index of the matrix is always the row, and the second is always the column. Here the matrix element’s
indices are 𝑗𝑖 (instead of 𝑖𝑗) to keep the 𝑖 for measured states and the 𝑗 for true states.
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tion. The Dirichlet distribution Dir(𝛼), with 𝛼 = (𝛼0,… ,𝛼𝑠),𝛼𝑖 > 0, is a probability distri-
bution of probability distributions. Its support (the values it produces) is (𝑋0,… ,𝑋𝑠) with
𝑋𝑖 ≥ 0,∑𝑠

𝑖=0𝑋𝑖 = 1. An important property of the Dirichlet distribution is that it is the con-
jugate prior of the Multinomial distribution (which is what produces the data we observe):
given a certain prior Dir(𝛼) for the probabilities behind a Multinomial distribution, and
given an observed histogram n = (𝑛0,… ,𝑛𝑠), the updated (posterior) distribution of prob-
abilities is still a Dirichlet distribution with parameter 𝛼 +n. The vector of parameters is
therefore usually called pseudo-counts of the Dirichlet distribution.

Starting from an uninformative flat prior 1 = (1,…,1), we obtain the probability dis-
tribution of the probabilities behind the observed Multinomial distribution, Dir(n + 1).
Sampling from this posterior Dirichlet distribution will generate random variations of the
probability distribution that was originally measured. An immediate advantage of using
the Dirichlet distribution is that observing zero events on a certain measured state, does
not automatically assign zero probability to that population.

A.3.2 Calculating the resampled populations
Once 𝑁𝑀𝐶 Monte Carlo variations of m⋆ and 𝑅⋆ have been generated, indicated here
with a tilde �̃�⋆, �̃�⋆, we can use them to generate 𝑁𝑀𝐶 variations of the measured proba-
bility distribution p⋆. As mentioned above, we are essentially doing one more step of the
iterative Bayesian unfolding procedure.

Given the p⋆ estimated in the unfolding procedure (using the measured data and the
measured error matrix, not the resampled ones), we can calculate, for each �̃�⋆, an unfold-
ing matrix �̃� ⋆ as

�̃� ⋆𝑗𝑖 =
�̃�⋆𝑖𝑗𝑝⋆𝑗

∑𝑠
𝑘=0 �̃�⋆𝑖𝑘𝑝⋆𝑘

. (A.10)

Now, for each pair (�̃�⋆, �̃� ⋆) generated by theMonte Carlo simulation, we can calculate
the resampled ̃𝑝⋆:

̃𝑝⋆𝑗 =
𝑠
∑
𝑖=0

�̃�⋆𝑖 �̃� ⋆𝑗𝑖 =
𝑠
∑
𝑖=0

�̃�⋆𝑖 �̃�⋆𝑖𝑗 𝑝⋆𝑗
∑𝑠

𝑘=0 �̃�⋆𝑖𝑘𝑝⋆𝑘
. (A.11)

The ̃𝑝⋆ will be an ensemble of 𝑁𝑀𝐶 resampled unfolded state populations, which we can
use to calculate statistical quantities such as variances, covariances and uncertainties.

A.3.3 Calculating the uncertainties and the covariance matrix
With the ensemble of resampled probabilities calculated in the last section, we can proceed
to calculate the statistical estimators that we are interested in—the uncertainties and the
covariance matrix. In practice, we will extract the uncertainties from the variance of the
populations, which is the diagonal of the covariance matrix.

The covariance between two random variables 𝑋 and 𝑌 is:

Cov[𝑋 ,𝑌 ] = E [(𝑋 −E[𝑋])(𝑌 −E[𝑌 ])]
= E[𝑋𝑌 ]−E[𝑋]E[𝑌 ]. (A.12)
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In our case we want the covariance between any two 𝑝𝑖 and 𝑝𝑗 , which gives us the covari-
ance matrix Σ𝑝 of the populations:

Σ𝑝𝑖𝑗 = Cov[𝑝𝑖 , 𝑝𝑗] = E[(𝑝𝑖 −E[𝑝𝑖])(𝑝𝑗 −E[𝑝𝑗])]
= E[𝑝𝑖𝑝𝑗] −E[𝑝𝑖]E[𝑝𝑗].

(A.13)

The quantities in the last line can be computed by simplemultiplication and averages of the
Monte Carlo populations ensemble. Once the covariance matrix is available, the variance
and the uncertainty are easily calculated from its diagonal:

Var[𝑝𝑖] = Σ𝑝𝑖𝑖 , (A.14)

𝜎[𝑝𝑖] = √Σ
𝑝
𝑖𝑖 . (A.15)

A.3.4 Correlators and other functions
It is often the case that one needs to combine the populations via some function to obtain
interesting quantities. One such example, often recurring in quantum experiments, is
estimating the correlator ⟨𝑍𝑍⟩ = 𝑝00 − 𝑝01 − 𝑝10 + 𝑝11. This is a linear combination with
coefficients A = (1,−1,−1,1). The variance of any linear combination of random variables
is

Var[A𝑝] = A Σ𝑝 AT (A.16)

In the case of uncorrelated variables—in which the covariance matrix has only ele-
ments in the diagonal—the equation above reduces to the simple known formula of sums
of variances with squared coefficients. However, in our case, the random variables are
elements of a discrete probability distribution and are therefore strongly correlated.

As a simple example, consider calculating the sum of all the populations. Their sum
is 1, and repeating the experiment will never change that, so the uncertainty should be 0.
Simply summing all the variances would lead to a non-zero uncertainty, which would not
make sense. Taking into account the covariance, correctly estimates the uncertainty for
linear combinations of populations.

In the case of functions that are not linear combinations, a good estimate of the uncer-
tainty can be obtained by Taylor expansion of the function. Alternatively, the ensemble
of populations calculated in the Monte Carlo simulation can be used directly to calculate
the required function, and then estimate the uncertainty statistically on the ensemble.
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Glossary
ADC Analog to digital converter.

AOM Acousto-optic modulator, Section 2.7.

APD Avalanche photodiode.

AWG Arbitrary waveform generator, Section 2.7.

BAR Basis-alternating repetitive (readout), Chapter 4.

BSM Bell state measurement, Chapters 3 and 4.

CPLD Complex programmable logic device.

CR check Charge and resonance check, Section 2.4.6.

DAC Digital to analog converter.

DIO Digital input/output.

DQP Distributed queue protocol.

EOM Electro-optic modulator, Section 2.7.

ESR Electronic spin resonance.

FC/APC Ferrule connector, angled physical contact, Section 2.7.

FC/PC Ferrule connector, physical contact, Section 2.7.

FPGA Field-programmable gate array, Section 2.7.

GUI Graphical user interface.

HAL Hardware Abstraction Layer, Chapter 5.

IQ In-phase and Quadrature, signal modulation, Section 2.7.

LAN Local area network.

MCU Microcontroller unit, ADwin Pro II in this thesis, Section 2.7.
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MHP Midpoint Heralding Protocol, Chapter 5.

MW Microwave.

NV Nitrogen-vacancy, Chapter 2.

PC Personal computer.

PER Polarization extinction ratio, Section 2.7.

PM Polarization maintaining (fiber, optical component), Section 2.7.

PSB Phonon sideband, Chapter 2.

QEGP Quantum Entanglement Generation Protocol, Chapter 5.

RF Radio frequency.

SIL Solid immersion lens, Section 2.3.

SNSPD Superconducting nanowire single photon detector, Section 2.7.

SPI Serial peripheral interface.

SSRO Single-shot readout, Chapter 2.

TCP/IP Transmission Control Protocol / Internet Protocol. Also known as the Internet
Protocol suite.

TDMA Time Division Multiple Access, Chapter 5.

ZPL Zero-phonon line, Chapter 2.
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