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a b s t r a c t 

The flamelet generated manifold (FGM) model is suitable for moderate or intense low oxygen dilution 

(MILD) combustion provided the flamelets underlying the manifold include the effects of strong dilution 

by products of the fuel/oxidizer mixture. Here we propose such an extended model based on the use of 

non-premixed flamelets diluted at the airside and develop its application to non-adiabatic combustion 

in a lab-scale furnace. The extended model is referred to as diluted air FGM (DA-FGM) model. In the 

DA-FGM model in addition to mixture fraction, progress variable and scaled enthalpy loss, one additional 

controlling parameter named air dilution level, is introduced leading to a four-dimensional lookup table 

for laminar flames. For turbulent flames also variances of mixture fraction and progress variable are taken 

into account as independent variables leading to a six-dimensional table. Using a RANS approach imple- 

mented in OpenFOAM-2.3.1, the DA-FGM model has been applied to MILD combustion of Dutch natural 

gas in a lab-scale furnace operated at a thermal power 9 kW and at equivalence ratio 0.8. Radiation is 

described using a weighted-sum-of-gray-gases (WSGG) model. The validation study is mainly done using 

a grey WSGG model with TRI taken into account. The relative importance of including turbulence radia- 

tion interaction (TRI) and spectral treatment of radiative transfer is also studied. The predicted velocity 

and temperature statistics are in good agreement with the experimental LDA and CARS data provided not 

only the mixture fraction fluctuations but also the progress variable fluctuations are taken into account. 

© 2021 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

Models for turbulence–chemistry interaction in MILD or flame- 

ess combustion should represent the actual flame structure to the 

xtent that they provide an accurate prediction of the mean reac- 

ion rates. Detailed fundamental information on the flame struc- 

ure under the influence of dilution by combustion products is 

vailable from local experiments and from Direct Numerical Sim- 

lation (DNS). Recent DNS studies by Minamoto and Swaminathan 

1] have revealed that for a well-defined case of combustion in 

he presence of dilution, a structure dominated by interactions be- 

ween thin reaction zones can occur. The DNS results also sug- 

ested that, depending on the dilution level, the interaction be- 

ween the thin reaction zones varies; that is, sustained interac- 

ion between the thin reaction zones occurs at high dilution levels, 

hile little interaction occurs at a low dilution level. High-speed 
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hemiluminescence measurements in the TU Delft lab-scale MILD 

ombustion furnace have made clear that the reacting flow with 

ncreasing distance from the burner successively enters regimes 

ith isolated ignition kernels, ignition kernel clusters and fully 

onnected reaction zones [2] . This observation provides experi- 

ental evidence for the role of interactions between flame struc- 

ures. 

In the RANS and LES approaches to turbulent combustion the 

ocal transient interactions cannot be resolved, but instead, a 

odel to calculate the mean or resolved source terms is used. 

inamoto and Swaminathan [1] have investigated how well the 

ean reaction rates in their DNS of MILD combustion are de- 

cribed by three “paradigms”: standard flamelets based on pure 

uel and pure oxidizer, flamelets based on diluted streams (“mild 

ame elements”), and a perfectly stirred reactor (PSR) with the 

ize of the laminar flame thickness (thermal thickness or Zel- 

ovich thickness). They concluded that the pure fuel and pure air 

amelets are not suitable, that the diluted flamelets give qualita- 

ive agreement and the PSR-based model is appropriate. 
stitute. This is an open access article under the CC BY-NC-ND license 
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A very wide range of RANS and LES approaches has been ap- 

lied to MILD combustion in jet in hot coflow configurations (mim- 

cking MILD combustion using a simple flow configuration) and in 

urnaces. These have been reviewed by Perpignan et al. [3] . Mod- 

ls based on a chemical reactor involving many chemical time 

cales often have been used in a mixing process between reac- 

ion zone and surroundings at a rate dominated by one time scale. 

n this category fall the Eddy Dissipation Concept (EDC) model 

nd the closely related partially stirred reactor (PaSR) models. In 

hese models the large-scale effects of dilution by product species 

re calculated explicitly because mean transport equations for all 

pecies are solved without the local effects of dilution resolved, but 

epresented by the reactor based closure model. 

RANS models combining standard turbulence models and sev- 

ral chemical mechanisms with the EDC model have been applied 

o several lab-scale MILD furnaces, see e.g. [4–7] . It has been found 

hat the accuracy of the predictions can be improved by adjusting 

odel constants from their standard values optimized for regular 

ombustion in non-diluted conditions. Approaching this model ad- 

ustment from a more fundamental point of view, Parente et al. 

8] developed an extended EDC model (E-EDC) in which the model 

onstants are depending on local conditions characterized by tur- 

ulence Reynolds number and Damköhler number. In this way the 

odel was made capable of qualitatively taking into account the 

xpected type of local flame structure. Recently a new version of 

he extended EDC model (NE-EDC) was derived by Romero-Anton 

t al. [9] and validated by application to the TU Delft lab-scale 

ILD furnace [2,10] . They compared E-EDC, NE-EDC and a flamelet 

enerated manifold (FGM) model using flamelets from counter- 

owing pure fuel and pure air streams. The NE-EDC was found 

o give the best prediction. Nevertheless, the predictions of NE- 

DC for MILD combustion in this furnace are not as good as the 

redictions that can be obtained using an FGM based on diluted 

amelets, that have been reported earlier in Refs [2,10] . and that are 

laborated in this article. Before introducing this model in more 

etail we first review some relevant previous works. 

Several authors have proposed tabulated chemistry methods for 

ombustion in situations with dilution by combustion products. 

he first aspects to be addressed are the way to characterize the 

evel of dilution with product gases and the way to include this 

epresentation in a tabulated chemistry model. In the framework 

f flamelet models the dilution is imposed at the fuel and/or ox- 

dizer boundary conditions. The effects of dilution by combustion 

roducts on non-premixed counterflow flamelets were studied by 

btahizadeh et al. [11] . The level of dilution of the fuel and/or air

tream in a counterflow configuration was found to be a domi- 

ant parameter to control chemical effects whereas strain rate was 

ound the most important parameter to control diffusion effects. 

btahizadeh et al. [11] did not make the step to utilization of the 

iluted flamelets in simulations of a turbulent combustion system. 

n order to do so it is necessary to define algorithms to handle di- 

ution and heat loss and a look-up table, which is investigated in 

he present article. 

First applications of tabulated chemistry to a MILD furnace 

ere made by Locci et al. [12,13] , Lamouroux et al. [14] and Colin

nd Michel [15] . They all validated their models with the experi- 

ents by Veríssimo et al. [16] on combustion in a cylindrical fur- 

ace in Technical University of Lisbon. The burner in that case is 

ocated in the bottom plane and injects reactants via a central air 

et surrounded by a number of fuel jets. This furnace has been sim- 

lated earlier using EDC in RANS [4,5] . In the works by Locci et al.

nd by Lamouroux et al. the lookup table was integrated in a Large 

ddy Simulation. To construct the tabulated chemistry, Locci et al. 

sed diluted homogeneous reactors instead of diluted flamelets. 

hese reactors capture the autoignition phenomena as function 

f dilution levels and enthalpy loss. Effects of strain rate varia- 
2 
ions in the flow in the representation by homogeneous reactors 

re represented by variations in residence time. Lamouroux et al. 

roposed an extension of the flamelet progress variable (FPV) ap- 

roach. Their library was generated by laminar counterflow flames 

sing diluted fuel and diluted air at the same dilution levels (mass 

raction of diluent). The diluent was considered to be the flue gas 

orresponding to the actual overall equivalence ratio during the 

urnace operation. 

Colin and Michel [15] developed a two-dimensional flamelet 

quation using the FPI/FGM approach in order to account for the 

hree-stream mixing that occurs between air, fuel and burnt gases. 

his equation is not solved for all species present in the chemical 

echanism, but only for the progress variable. The enthalpy loss is 

ncluded in the model as a pre-defined parameter. The diluent was 

aken to be the flue gas at the overall stoichiometry of the furnace 

peration. 

Another MILD combustion furnace was designed and built at 

he university of Naples (Sorrentino et al. [17] ). The injection strat- 

gy for creating the conditions for MILD combustion is completely 

ifferent from the strategy used in the furnaces of Lisbon and Delft 

hat are using parallel jets of fuel and preheated oxidizer. Sepa- 

ate tangentially injected fuel and air jets at opposite sides driv- 

ng a cyclonic flow in the combustor create the conditions neces- 

ary for MILD combustion. Sorrentino et al. [17] reported experi- 

ental results and numerical simulations using a perfectly stirred 

eactor model. Chen et al. [18] extended the numerical study us- 

ng the PSR and concluded that the mean temperature was well- 

redicted provided the non-adiabatic effects were taking into ac- 

ount. A step further in the modelling of this system was made 

y Ceriello et al. [19] using tabulated chemistry method (FGM). 

n their work two configurations of flame structures used for cre- 

ting the FGM were compared: FGM based on igniting mixing 

ayer (non-premixed) between pure fuel and pure oxidizer and 

GM based on premixed flamelets. They found that the configu- 

ation used to create the manifold did not affect the simulation 

n a strong way. For some regions in the furnace the mean tem- 

erature was consistently overestimated. Apart from modelling of 

urbulence–chemistry interaction also modelling of convective and 

adiative heat transfer in the furnace is important. The turbulence 

odels for momentum and scalar transport provide the predic- 

ion of turbulent convective heat transfer. The radiative heat trans- 

er equation describes the transport of energy by radiation. How- 

ver, turbulence and radiation mutually influence each other. This 

s known as turbulence radiation interaction (TRI) and is also to be 

roperly represented. The temperature field is influenced by TRI, 

s well as all quantities (e.g. species) that are affected by tempera- 

ure. Therefore, a better modelling of thermal radiation, taking TRI 

nto account, may improve the prediction of the temperature field, 

ame structure, and pollutants emission [20] . Consideration of the 

emperature self-correlation alone is not sufficient to determine 

urbulence–radiation interactions [21,22] . In this article TRI will be 

ncluded by exploiting all available information from the statistical 

escription of the turbulence–chemistry interaction model, namely 

he assumed PDF method for mixture fraction and progress vari- 

ble in the context of diluted air FGM tabulated chemistry. The 

pectral treatment of radiation is another aspect of importance. In 

he present work we mainly use a standard gray treatment of ra- 

iation. The importance of including spectral treatment is studied 

n a small complementary study. 

The FGM-based model for MILD combustion used in this work 

iffers from all the tabulated chemistry models described above. 

irstly, it uses as diluent the products of stoichiometric combustion 

nstead of products at the global conditions of the furnace opera- 

ions. Secondly, it employs counterflow diffusion flamelets based 

n undiluted fuel and diluted air. This diluted air FGM model is 

enoted by the acronym DA-FGM and is described in detail in 
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Fig. 1. Schematic of representative mixture components in the furnace with strong internal recirculation. (a) and (b) illustrate the definition of diluent; (c) illustrates the 

addition of diluent in a counterflow flame configuration. 
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ection 2.1 . The model was implemented in the open source CFD 

ackage OpenFOAM, version 2.3.1. A detailed explanation of the 

A-FGM tabulated chemistry method is given in Section 2.1 , in- 

luding model description, library generation and lookup proce- 

ure. The method for handling TRI and its coupling with the DA- 

GM model is described in Section 2.2 . The experimental setup is 

resented in Section 3 . Computational setup and flamelets gen- 

ration are described in Section 4 . The validation of the model 

omparison with experimental measurements in the Delft lab-scale 

ILD furnace is presented in Section 5 . 

. Modelling approach 

.1. Diluted air FGM (DA-FGM) model 

The Flamelet Generated Manifold (FGM) method simplifies the 

escription of the local thermochemical states in a flame by as- 

uming that the relations between properties are the same as the 

elations found in a set of laminar flames, including the chemical 

ource terms for one or more progress variables. Full specification 

f an FGM therefore requires the selection of a representative set 

f laminar flames and the selection of the progress variable. In the 

ase of MILD combustion the local states are highly influenced by 

ilution of the product gases and it is necessary to take this into 

ccount in the selection of the representative laminar flames. 

.1.1. Definition of diluent 

The reacting flow structure in MILD combustion can be consid- 

red to be arising from a mixture of fuel, air and burnt gases. A 

chematic of these mixture components is shown in Fig. 1 (a). For a 

urnace operating at global equivalence ratio φ = 1 , the burnt gases 

ecirculated to the reaction zone are the products at stoichiometric 

ixture fraction Z st . Assuming a sufficiently long residence time in 

he furnace the recirculated gas can be assumed to be in chemi- 

al equilibrium. In this case, there is no excess air left in the burnt 

ases and the recirculated gas essentially acts as an inert diluent. 

owever, when a furnace is operating at a lean condition or global 

quivalence ratio φ < 1 , excess air is left in the burnt gases and

he recirculated gas is reactive. The burnt gases at φ < 1 is not an

nert diluent, but also contains oxygen. This leads to complications 

n the formulation of a diluted FGM model. 

Previous works using diluted flamelets [12–14] have defined the 

iluent stream as burnt gases at global equivalence ratio deter- 

ined by the furnace operation. As mentioned, because the flue 

as contains a significant fraction of oxygen, the fuel may react 

ith the oxygen in the entrained products before it mixes with the 

resh air stream. Furthermore, in the tabulation method in Ref. [14] ., 

oth the fuel and the air are diluted and the mass fractions of the 

iluent in the diluted fuel and the diluted air are assumed to be 

he same. The flamelets have the diluted fuel and the diluted air 

s boundary condition. In this way, only the mixing state between 

uel and diluent is tabulated in the table and a possible reaction 

etween fuel and diluent is not included. Moreover, the mixing 

nd reacting states between the fuel and a mixture in which the 
3 
xygen mass fraction is lower than that in burnt gases are not in- 

luded in the library, either. To avoid these limitations we here 

ropose to use for the FGM creation a diluent that is defined as 

roducts of stoichiometric combustion, as explained in more detail 

elow. 

The fact that we introduce a diluent not containing oxygen does 

ot mean that we cannot describe furnace operation at lean condi- 

ions. To represent the physical states expected from recirculation 

f a product stream of lean combustion, it is necessary to note that 

very state of mixing between air and flue gas can be mapped on 

 state of mixing between air and products of stoichiometric com- 

ustion. It is sufficient to consider any flue gas from lean combus- 

ion as a mixture of flue gas from stoichiometric combustion and 

xcess air, and to combine the air and the excess air. The local 

ombustion process is then represented by the laminar counter- 

ow diffusion flames between fuel and diluted air with as diluent 

he products of stoichiometric combustion. See Figs. 1 (b,c). It leads 

o a simple characterization of the laminar flames to be considered 

ecause they are based on three well-defined streams, fuel, air and 

quilibrium products of stoichiometric combustion. The question 

hat will have to be addressed in the application of the FGM to 

 furnace is the determination of the level of diluent based on the 

nformation available on the local conditions in the furnace. 

.1.2. Flamelets with dilution 

The state of mixing of the counterflow flamelets is characterised 

y two variables. The first one is the mass fraction of diluent in the 

iluent/air mixture, called air dilution level and denoted by γ . The 

econd one is the mixture fraction associated with the mixing of 

uel and diluted air, denoted by ξ . Flamelets are calculated using 

he laminar diffusion counterflow configuration in Fig. 1 (c) with 

he following boundaries: 

(ξ = 1) = � f , (1) 

(ξ = 0) = �ox (γ ) , (2) 

here � f and �ox are respectively pure fuel state and diluted 

ir state. An FGM based on adiabatic flamelets will be three- 

imensional, namely the properties are depending on ξ , C and γ

= �3 (ξ , C, γ ) . (3) 

here C is the progress variable. Determination of the value of 

hese parameters from local conditions in an application to a MILD 

ombustion furnace will be addressed in the Section 2.1.4 . 

.1.3. Non-adiabatic flamelet library with dilution 

To take into account enthalpy loss effects, the diluent is con- 

idered to have an enthalpy deficit compared to the adiabatic case. 

hat is, air is diluted by an amount of burnt gases at Z st having

n enthalpy loss d h . This d h includes both enthalpy loss due to

adiation and heat transfer to the cold walls. Since the diluent is 

nly present at the air side, enthalpy loss does not have impact on 

he fuel side of the counterflow flame configuration. The boundary 

onditions for the counterflow flames now read: 

(ξ = 1) = � f , (4) 
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C

(ξ = 0) = �ox (η, γ ) , (5) 

here the enthalpy loss factor η is a normalized enthalpy loss, 

ith η = 0 and η = 1 corresponding respectively to minimum and 

aximum enthalpy loss. Determination of the enthalpy loss fac- 

or η is described in the next subsection. The dependent thermo- 

hemical properties in the FGM now depend on four independent 

ariables: 

= �4 (ξ , C, η, γ ) . (6) 

.1.4. Lookup procedure 

In order to use the tabulated data in the four-dimensional table, 

he controlling parameters, ξ , C, η and γ must be determined from 

ocal conditions in the furnace. The controlling variables are not 

olved directly from transport equations, but they are derived from 

ther variables as follows. 

The calculation of the combustion in the furnace makes use of 

he mixture fraction describing the mixing between the fuel and 

ir streams entering the furnace from the burner. This mixture 

raction is denoted by Z. But by assumption of the DA-FGM model 

he mixture is considered to be a state in a flamelet constructed 

ith fuel and diluted air as inlet streams, rather than a flamelet 

onstructed with fuel and air as inlet streams. By definition the 

iluent has a value of mixture fraction Z st . The mass fraction of 

he diluent in the mixture of fuel, air and diluent is denoted α. The 

ass fraction of the fuel and air streams in the mixture is 1 − α.

he mixture fraction Z of the local instantaneous gas mixture is 

hen given by 

 = (1 − α) Z 0 + αZ st , (7) 

here Z 0 is the mixture fraction of fuel-air mixture. Here Z, Z 0 and 

 st are all based on pure fuel and pure air. 

The relation between α and the dilution level of the oxidizer in 

he flamelets is 

= γ (1 − ξ ) (8) 

etermination of dilution level α
In the combustion in the furnace, dilution is caused by internal 

ecirculation of combustion products. The local effects of this are 

ccounted for by representing the combustion process as combus- 

ion in a flamelet with diluted inflow conditions. In the flamelet 

tates, this is described by two strictly related quantities, the frac- 

ion of diluent at the air side of the flamelet ( γ ) and the fraction

f diluent in the mixture ( α). When the DA-FGM table is used to 

etrieve the full thermochemical composition in the furnace, first 

he value of α is calculated. In order to do so, an extra transport 

quation is solved for a quantity Y d providing information on recir- 

ulated products. Y d represents mass fraction of species products 

resent in fully burnt states. The normalised value of Y d , relative 

o its value in products of complete combustion is equal to α. Here 

he dilution variable is based on Y d = Y CO 2 
+ Y H 2 O , and the relation

etween Y d and α is 

= 

Y d 

Y Dil 
d 

, (9) 

ere Y Dil 
d 

denotes the value of Y d in the dilution stream which con- 

ists of burnt gases at stoichiometric mixture fraction Z st . 

At any location in the furnace, the full thermochemical state is 

etrieved from the DA-FGM table by taking into account the value 

f α (and other independent scalars). There are of course some as- 

umptions underlying this procedure, the most important one is 

he assumption that the heat release zones in the furnace are well 

epresented by diluted flamelets. Our model is based on specific 

ssumptions (dilution with products of complete combustion; di- 

ution of flamelets at the oxidizer side). Generally speaking, this 
4 
ethod is expected to be very accurate when the actual recir- 

ulation returns products of complete combustion to the mixture 

hat is flowing towards a reaction zone. But we point out that it 

s also appropriate when the recirculation in the furnace still has 

ome oxygen content (lean combustion). By taking into account the 

alue of mixture fraction, it is made sure that the oxygen balance 

n the flame zone is fully respected when retrieving data from the 

amelet library. 

etermination of the second mixture fraction ξ and air dilution level 

The mixture fraction in the counterflow flame calculations is ξ . 

t is related to the mixture fraction based on fuel and air via 

= Z − αZ st = (1 − α) Z 0 , (10) 

nd the mass fraction of diluent in diluted air, needed for lookup, 

s given by 

= 

α

1 − ξ
= 

α

1 − Z + αZ st 
. (11) 

etermination of enthalpy loss factor η
Once air dilution level is obtained, enthalpy loss factor η can be 

etermined. Enthalpy loss �h is normalized by the maximum tab- 

lated enthalpy loss at local dilution level which results in η. The 

ocal maximum enthalpy is γ ( 1 − ξ ) 

(
h d η=1 

− h d η=0 

)
. η is therefore 

xpressed as 

= 

�h 

γ ( 1 − ξ ) 
(
h 

d 
η=1 

− h 

d 
η=0 

) = 

h − h ad 

α
(
h 

d 
η=1 

− h 

d 
η=0 

) , (12) 

here h ad is the adiabatic enthalpy at local mixture fraction 

 ad = Zh f + ( 1 − Z ) h ox , (13) 

 

d 
η=1 

and h d η=0 
are respectively the enthalpy of diluent with max- 

mum and minimum enthalpy loss. The minimum enthalpy loss 

sually is zero, and the maximum enthalpy loss has to be speci- 

ed based on the information of the specific application. To calcu- 

ate the value of η, the value of Z (entering h ad ) and h are needed.

etermination of scaled progress variable C

Progress variable is defined as the sum of a selected number of 

pecies mass fractions 

 c = 

N Y c ∑ 

k =1 

Y k . (14) 

he key factor on progress variable definition is that in a flamelet it 

efines the combustion unambiguously. In this study the following 

hoice is made 

 c = Y CO 2 + Y CO + Y H 2 O + Y H 2 . (15) 

rom the progress variable, the corresponding scaled progress vari- 

ble used in the tabulation can be calculated provided the mini- 

um and maximum values of the progress variable also have been 

tored in the lookup table. In the case of undiluted flamelets it 

s already the case that the minimum and maximum values of a 

rogress variable depend on the mixture fraction. Now the mini- 

um and maximum values will also depend on the enthalpy loss 

nd on the air dilution level, because the oxidizer side of flamelets 

ontains the species that are taken into account in the definition 

f the progress variable and the states that are reached depend on 

he enthalpy. Taking this into account, the scaled progress variable 

is obtained as 

 = 

Y c − Y u c (ξ , η, γ ) 

Y b (ξ , η, γ ) − Y u (ξ , η, γ ) 
, (16) 
c c 
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here Y u c and Y b c are respectively the value of Y c in unburnt state 

nd burnt state. 

In summary, four controlling parameters ξ , C, η and γ are de- 

ned by Eqs. (10) , (16), (12) and (11) respectively. 

.1.5. Tabulation of averaged quantities 

In the context of a RANS simulation the scalar variables are 

onsidered to be fluctuating and characterised by a joint scalar 

DF. For simplicity we here consider that only the fluctuations of 

ixture fraction and of progress variable have to be taken into ac- 

ount and that the mixture fraction and the scaled progress vari- 

ble are statistically independent. A presumed β-PDF for mixture 

raction and scaled progress variable is used. 

The mean properties can be calculated based on the joint PDF 

f ξ , C, η and γ , and it is assumed that they are statistically inde-

endent 

˜ = 

∫ 1 

0 

∫ 1 

0 

∫ 1 

0 

∫ 1 

0 

�(ξ, C, ˜ η, ˜ γ ) ̃  P (ξ ) ̃  P (C) d ξd Cd ηd γ . (17) 

he mean properties are stored in a six-dimensional lookup table 

˜ = �6 

(˜ ξ , S ξ , ̃  C , S C , ̃  η, ̃  γ
)
. (18) 

here where S ξ and S C are the normalized variance of ξ and C, 

alled the segregation factor, and are defined by Eqs. (35) and 

37) respectively. 

In an optional further simplification, the fluctuations in 

rogress variable are neglected and then the progress variable vari- 

nce equation does not have to be solved and the mean properties 

re stored in a five-dimensional table. 

˜ = �5 

(˜ ξ , S ξ , ̃  C , ̃  η, ̃  γ
)
. (19) 

.1.6. Lookup in RANS simulation 

Favre-averaged transport equations are solved for mixture frac- 

ion 

˜ Z , progress variable ˜ Y c , dilution variable ˜ Y d and enthalpy ˜ h , 

ixture fraction variance ˜ Z 
′′ 2 and progress variable variance 

˜ 

Y 
′′ 2 
c . 

∂ ρ̄˜ Z 

∂t 
+ 

∂ 

∂ x i 

(
ρ̄˜ u i ̃

 Z 
)

= 

∂ 

∂ x i 

[
ρ̄
(˜ D + D t 

) ∂ ̃  Z 

∂ x i 

]
, (20) 

∂ ρ̄˜ Y c 

∂t 
+ 

∂ 

∂ x i 

(
ρ̄˜ u i ̃

 Y c 
)

= 

∂ 

∂ x i 

[
ρ̄
(˜ D + D t 

)∂ ̃  Y c 

∂ x i 

]
+ 

¯̇
 ω Y c , (21) 

∂ ρ̄˜ Y d 
∂t 

+ 

∂ 

∂ x i 

(
ρ̄˜ u i ̃

 Y d 
)

= 

∂ 

∂ x i 

[
ρ̄
(˜ D + D t 

)∂ ̃  Y d 
∂ x i 

]
+ 

¯̇
 ω Y d , (22) 

∂ ρ̄˜ h 

∂t 
+ 

∂ 

∂ x i 

(
ρ̄˜ u i ̃

 h 

)
= 

∂ 

∂ x i 

[
ρ̄
(˜ D + D t 

) ∂ ̃  h 

∂ x i 

]
+ S̄ r , (23) 

∂ ρ̄˜ Z ′′ 2 

∂t 
+ 

∂ 

∂ x i 

(
ρ̄˜ u i ̃

 Z ′′ 2 
)

= 

∂ 

∂ x i 

[
ρ̄
(˜ D + D t 

)∂ ̃  Z ′′ 2 

∂ x i 

]
+ 2 ̄ρD t 

(
∂ ̃  Z 

∂ x i 

)2 

− ρ̄˜ χZ , (24) 

∂ ρ̄˜ Y 
′′ 2 

c 

∂t 
+ 

∂ 

∂ x i 

(
ρ̄˜ u i ̃

 Y 
′′ 2 

c 

)
= 

∂ 

∂ x i 

[
ρ̄
(˜ D + D t 

)∂ ̃  Y 
′′ 2 

c 

∂ x i 

]
+ 2 ̄ρD t 

(
∂ ̃  Y c 

∂ x i 

)2 

− ρ̄˜ χY c + 2 

(
Y c ˙ ω Y c − ˜ Y c ̄˙ ω Y c 

)
. (25) 
5 
The turbulent scalar dissipation rate for mixture fraction and 

rogress variable variance ρ̄˜ χZ and ρ̄˜ χY c in Eqs. (24) and (25) are 

espectively modelled as follows [23] : 

˜ Z = C Zv 
ε

k ̃
 Z ′′ 2 , (26) 

nd 

˜ Y c = C Y c v 
ε

k ̃
 Y 

′′ 2 
c , (27) 

ith model constants C Zv = 2 , C Y c v = 2 . Turbulence is modelled

ith a standard k − ε model. The turbulent Schmidt number and 

urbulent Prandtl number are both 0.7. 

The source terms in Eqs. (21) and (25) , ¯̇
 ω Y c and Y c ˙ ω Y c are tabu- 

ated in the lookup table. The radiation source term S̄ r in Eq. (23) is 

alculated by the radiation model but its essential parts are also 

ncluded in the lookup table (see Section 2.2 ). 

Eq. (22) for dilution variable shows that the local value of ˜ Y d is 

etermined by several processes: a source term describing change 

n the level of dilution by the appearance of fully burnt mixture 

nd transport by convection and diffusion. The source term is given 

y 

˙  Y d = 

1 

�t 
ρ
(˜ Y b 

d 
− ˜ Y d 

)
H( ̃  C − 0 . 99) , (28) 

The source term describes a very relaxation of the mean dilu- 

ion variable to 
˜ 

Y b 
d 

, the mean dilution variable in local burnt gases, 

t a fast rate set by �t is the simulation time step. It should be 

ointed out that ̃
 

Y b 
d 

is depending on the local mixture fraction. This 

elation is also stored in the lookup table: 
˜ 

Y b 
d 

= Y b 
d 

(˜ ξ , S ξ , ̃  η, ̃  γ
)

at 

 

 = 1 . The H function is a unit step function which is used to ac-

ivate the source term when fully burnt mixture is present (char- 

cterised by c being higher than the value 0.99). The source term 

oes not contain chemical reaction rates for fuel species since the 

hemical evolution of product species has been calculated in the 

amelets. The function of the source term in the equation for dilu- 

ion variable is only to control the shift in the applicable flamelet 

tates. 

With the solutions from the transport equations discussed 

bove, the table lookup controlling parameters can be derived. 

 = 

˜ Y d 

Y Dil 
d 

, (29) 

˜ = ̃

 Z − ˜ αZ st , (30) 

 = 

˜ α

1 − ˜ ξ
, (31) 

 = 

˜ h −˜ h ad ˜ α
(
h 

d 
η=1 

− h 

d 
η=0 

) , (32) 

 

 = 

˜ Y c − ˜ Y u c ˜ Y b c − ˜ Y u c 

. (33) 

S ξ is determined by assuming no fluctuations for Y d , and there- 

ore α is not fluctuating. Using Eqs. (10) and (30) , the following 

quations are obtained 

 

′′ 2 = ̃

 Z ′′ 2 , (34) 

 ξ = 

˜ ξ ′′ 2 

˜ ξ (1 − ˜ ξ ) 
= 

˜ Z ′′ 2 

( ̃  Z − ˜ αZ st )(1 − ˜ Z + ̃

 αZ st ) 
. (35) 

 C can be determined by following the formula in [24,25] 

 

 

′′ 2 = 

˜ Y 
′′ 2 

c −
(˜ Y c 

)2 − ˜ 

( Y u c ) 
2 − 2 ̃

 C 

[ 
˜ Y u c Y 

b 
c − ˜ 

( Y u c ) 
2 
] 

(˜ Y b c − ˜ Y u c 

)2 
− ˜ C 2 , (36) 
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Fig. 2. Schematic of the data exchange between scalar transport equations, radia- 

tive transfer model and tabulated chemistry. 
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 C = 

˜ C ′′ 2 ˜ C (1 − ˜ C ) 
, (37) 

here 
(˜ Y c 

)2 
, 

˜ 

( Y u c ) 
2 and 

˜ Y u c Y 
b 
c are pre-integrated and tabulated as 

unctions of ˜ ξ , ˜ ξ ′′ 2 , ˜ η and 

˜ γ . 

.2. Radiative heat transfer modelling 

Modelling of radiative heat transfer consists of specification of 

 model for radiative properties, a solution method for the mean 

adiative transfer equation (RTE), a closure for the unclosed terms 

ue to Reynolds averaging and the evaluation of the mean radiative 

ource term in the enthalpy equation Eq. (23) . 

.2.1. Radiative properties 

Scattering can be neglected in a gas fired furnace and only the 

ffects of absorption and emission must be represented. Here we 

imply use a grey treatment for radiation. The grey gas absorption 

oefficient is calculated from a weighted-sum-of-grey-gas (WSGG) 

odel with four grey gases (J = 4) and one clear gas. The coeffi- 

ients proposed by R. Johansson et al. [26] are adopted to account 

or various ratios of H 2 O to CO 2 concentrations. The grey absorp- 

ion coefficient is used when solving the RTE for the total inten- 

ity. The question how large the sensitivity of the predictions is on 

he use of grey radiation treatment instead of the more accurate 

pectral radiation transfer is addressed in Section 5.5 . In the grey 

reatment, following the traditional approach of Hottel and Sarofim 

27] , an effective absorption coefficient deduced from total emis- 

ivity is calculated from 

= − ln ( 1 − ε ) 

s 
, (38) 

here s is taken to be the mean beam length 

 = 

3 . 6 V 

A 

, (39) 

ere V is the volume of the domain and A the corresponding sur- 

ace area. It is used when directly solving the RTE for the total 

ntensity. A more accurate prediction of heat flux and radiative 

ource term can be achieved by solving an RTE for each of the grey 

ases. This will be elaborated further in Section 5.5 . 

.2.2. RTE with turbulence–radiation interaction (TRI) 

In the case of a grey gas, the radiative transfer equation (RTE) 

or an absorbing, emitting, and non-scattering medium takes the 

orm [28] : 

∂ 

∂x 
I( r , s ) s = −κ( r ) I( r , s ) + κ( r ) I b ( r ) . (40)

n the above equation, I( r , s ) is the total radiation intensity at point

 and direction s , I b is the total blackbody radiation intensity, κ
s the absorption coefficient of the medium. A numerical solution 

f the equation is calculated using the Discrete Ordinates Method 

DOM). In this study, each octant of the angular space 4 π at any 

patial location is discretized into 2 × 2 solid angles. Hence, a total 

f 32 directional intensities I m are calculated where the superscript 

 stands for one of the directions resulting from the angular dis- 

retization [29] . 

The time-averaged form of the RTE ( Eq. (40) ) contains averages 

f nonlinear terms that are unclosed which is denoted as TRI. A 

omprehensive review of closure methods for the terms is given in 

ef. [30] . In the case of gas fired furnaces the optically thin fluctu- 

tion approximation (OTFA) can be made. It says that the values of 

bsorption coefficient and radiative intensity are uncorrelated [31] . 

hen the mean RTE takes the form 

∂ 
I m s = −κ I m + κ I b , (41) 
∂x 

6 
The time-averaged terms κ and κ I b depend on the statistical 

roperties of the local species concentrations and temperature. In 

he framework of the DA-FGM model for local composition they 

an be expressed in closed form using Eq. (18) [20] . 

= ρ

∫ 1 

0 

∫ 1 

0 

∫ 1 

0 

∫ 1 

0 

κ(ξ , C, η, γ ) 

ρ(ξ , C, η, γ ) ̃
 P (ξ , C, η, γ ) d ξd Cd ηd γ , (42) 

I b = 

ρπ

σ

∫ 1 

0 

∫ 1 

0 

∫ 1 

0 

∫ 1 

0 

κ(ξ , C, η, γ ) T 4 (ξ , C, η, γ ) 

ρ(ξ , C, η, γ ) 
˜ P (ξ , C, η, γ ) d ξd Cd ηd γ . 

(43) 

nly these two additional terms need to be stored in the lookup 

able instead of mean temperature, mean mole fractions and mean 

owers of temperature. During the simulation, controlling param- 

ters for library lookup are obtained, and the above two terms are 

hen retrieved from the library. 

.2.3. Coupling radiation with combustion 

When the radiation intensities in each discrete ordinate direc- 

ion are obtained the radiation source term in the enthalpy equa- 

ion is given by 

 · q = 4 πκ I b −
M ∑ 

m =1 

ω m 

I m , (44) 

here ω m 

is the weight for the m th direction. 

The complete coupling strategy is depicted in Fig. 2 with ar- 

ows representing transfer of values of relevant quantities. In or- 

er to reduce the total computational time, first a simulation was 

ade without taking radiative heat transfer into account. Once a 

onverged combustion field was obtained, radiation was switched 

n. Ten iterations of the flow solver are followed by one integra- 

ion of the radiation solver. All fields are updated until the steady 

elds are obtained. 

. Experimental configuration and database 

.1. Experimental configuration 

The experiments used for model validation were done in a lab- 

cale furnace at Delft University of Technology. A schematic of the 

urnace is displayed in Fig. 3 . It consists of a WS REKUMAT 150 re-

uperative Flame-FLOX burner and a thermally insulated, but op- 

ically accessible, combustion chamber with internal dimensions 

f 320 mm ×320 mm ×630 mm. The burner and internal top wall 

an be moved in the vertical direction relative to the fixed side 
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Fig. 3. The schematic of the lab-scale furnace (left), with a vertical cross section of 

the combustion chamber (top right), a top view (middle right) and a closeup of the 

burner nozzle (bottom right). 
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Table 1 

Composition of Dutch natural gas used in this study. 

Species CH 4 C 2 H 6 N 2 CO 2 

[mole %] 81.3 3.7 14.4 0.6 

Table 2 

Settings of the case φ = 0 . 8 . P represents thermal input, φ represents equivalence 

ratio, T f and T a are the inlet temperature for fuel and air, ˙ m f and ˙ m a are mass flow 

rate for fuel and air, respectively. 

P (kW) φ T f (K) T a (K) ˙ m f (kg/s) ˙ m a (kg/s) 

9 0.8 416 816 2.37 ×10 −4 3.87 ×10 −3 
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alls and fixed optical setups. The burner nozzle (92 mm in di- 

meter) is protruding 30 mm into the chamber, and the distance 

rom the nozzle tip to the internal top wall is 600 mm. The burner 

ozzle consists of one central fuel nozzle with an internal diam- 

ter of 4.5 mm and four air nozzles (each having an internal di- 

meter of 8.6 mm) symmetrically located around the fuel noz- 

le. The distance between the fuel nozzle axis and each air noz- 

le axis is 21 mm. The furnace internal and external top walls are 

oth 310 stainless steel plates, acting as a heat sink and not in- 

ulated. This cooling method was chosen because it causes less 

nternal flow complexity than internal cooling tubes. Two oppos- 

ng side walls are equipped with quartz windows with a size of 

80 mm ×100 mm to provide optical access for laser diagnostics. 

o minimize heat loss through the windows, these are covered by 

eramic foam apart from a small circular opening where the LDA 

r CARS laser beams can pass through. A more detailed description 

an be found in Ref. [2] . 

.2. Experimental database 

Experiments were done using Dutch natural gas as fuel and at 

 thermal input of 9 kW (fuel mass flow rate based) at three val-
7 
es of the equivalence ratio φ, namely 0.7, 0.8 and 0.9. The case 

ith φ = 0 . 8 is selected as the validation case for the numerical 

odelling in this study. The composition of Dutch natural gas is 

isted in the Table 1 . In the simulation, the rest species is repre-

ented by CO 2 . The detailed settings of the case are summarized 

n the Table 2 . Along several horizontal cross sections the mean 

xial and radial velocity components and the Reynolds normal and 

hear stresses were measured using LDA. The mean quantities are 

veraged from 50 0 0 samples at each measurement point. The one- 

oint of temperature was measured using CARS which was re- 

orted by van Veen et al. [32] that the single-shot imprecision of 

he CARS system is 1–4% over a range from 20 0 0 K to 300 K. Mean

emperatures at each point are averaged over 1600 samples in the 

eaction zone and over 10 0 0 samples out of the reaction zone. Wall 

emperatures were measured using thermocouples, but the values 

ere not corrected for radiation heat loss. A detailed description of 

he experimental datasets can be found in Ref. [2] . 

. Computational setup 

.1. Computational domain 

The computational domain covers the entire volume of the fur- 

ace box. Since small round orifices are combined with a large 

uboid, a multi-block approach was used to obtain a good quality 

esh. An O-grid was used to handle the round orifices. The resul- 

ant blocking for the burner nozzles and the corresponding mesh 

or inlets are shown in Fig. 4 . The small blue disc is the fuel inlet

nd the four red discs are the four air inlets. The five yellow cylin- 

rical surfaces indicates the inlet tubes. The green area indicates 

he furnace outlet. The grey surfaces indicates the furnace walls. 

In zone with merging jets the grid has been refined. At larger 

istance from the centre cell length in circumferential direction 

ecomes larger. To avoid too large cell aspect ratio, staged refine- 

ent in circumferential direction was applied. Two different mesh 

izes with 2.5 and 9.5 million hexahedral cells were compared. The 

oarse mesh gives nearly the same results as the fine one. There- 

ore, the coarse mesh is used in the following. 

.2. Boundary conditions 

The known overall fuel and air flow rates in Table 2 were used 

o set the mass flow rate at the inlets of fuel and air. In addition,

he following boundary conditions at fuel and air inlet were ap- 

lied. 

Fuelinlet ˜ Z = 1 ˜ Y c = Y c, f ˜ Y d = 0 ˜ h = h f 

Air inlet ˜ Z = 0 ˜ Y c = 0 ˜ Y d = 0 ˜ h = h air 
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Fig. 4. Illustration of the meshing strategy for furnace inlets. 

Fig. 5. Temperature profiles in flamelets calculated at different air dilution level γ

and enthalpy loss factor η. Red lines represent steady flamelets and blue lines rep- 

resent an unsteady extinguishing flamelet. (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article.) 
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here Y c, f is the value of progress variable computed from the fuel 

omposition, h f and h air are the enthalpy in fuel and air stream re- 

pectively. The variances for mixture fraction and progress variable 

re both set at zero, ˜ Z 
′′ 2 = 0 and 

˜ 

Y 
′′ 2 
c = 0 . 

The value of temperature at the side wall at the heights where 

ARS temperature measurements were made is set to be 60 K 

ower than the mean temperature measured using CARS at 40 mm 

way from the wall. The temperature at the side wall at any other 

eight is obtained by linear interpolation or extrapolation between 
8 
he two nearest values derived from the CARS measurements. The 

op wall is assumed to have uniform temperature and is set at 

he temperature at highest position of the side wall. The bottom 

all is assumed to be adiabatic. The walls are treated as grey dif- 

usive walls in radiation modelling. The emissivity is 0.8 for all 

alls. In order to compute the enthalpy at walls based on wall 

emperatures, a combination of temperature and mixture fraction 

s needed. In this study, fuel and air can be treated well mixed at 

alls. Thus, mixture fraction at wall equals to mixture fraction Z φ
t global equivalence ratio. Then the enthalpy at the walls is deter- 

ined assuming chemical equilibrium. Boundary conditions for ˜ Z , ˜ 

 

′′ 2 , ˜ Y c , 
˜ 

Y 
′′ 2 
c and 

˜ Y d are all zero gradient at walls. 

.3. Non-adiabatic DA-FGM library generation 

A non-adiabatic DA-FGM library was generated following the 

heory described in Section 2.1.3 . First the boundary conditions for 

he counterflow flames are defined: pure fuel at the fuel side and 

ure or diluted air at the oxidizer side. The diluted air composi- 

ion was calculated by using the TU Delft FLAME code [33] at the 

ixture fraction Z = γ Z st at a specified enthalpy loss. 

According to the wall boundary temperature discussed earlier, 

he maximum enthalpy loss for the considered case is found to be 

h φ,max = 2 . 341 × 10 6 J/kg . Note that this enthalpy loss value is the

nthalpy loss in air-diluent mixture. The enthalpy loss in the dilu- 

nt accordingly equals �h φ,max /γ . For a number of dilution lev- 

ls γ and enthalpy loss �h , the equilibrium composition is ob- 

ained using the TU Delft FLAME code. For the prepared bound- 

ry conditions, laminar diffusion counterflow flames are computed 

n physical space using CHEM1D [34] . The GRImech 3.0 reaction 

echanism is used. For selected values of combination of dilu- 

ion level and enthalpy loss, a two-dimensional FGM is constructed 

rom steady flamelets covering the range of strain rate from a 

mall value until extinction value and an unsteady extinguishing 

amelet to cover the low progress variable value range. Next all 

wo-dimensional FGMs are combined to a four-dimensional FGM. 

he 2D FGM table uses a 51 ×51 grid in (Z, c) -space, with more

ner grid in the range Z < 0 . 16 . The 4D FGM table uses a uniformly

istributed 11x11 grid in η and γ . Finally the mean quantities 

re calculated using integration with the PDF of mixture fraction 

nd progress variable. The validation of the accuracy of the tabu- 

ation has been reported in [2] . Figure 5 shows some examples of 

amelet temperature data generated at air dilution level γ = 0.1, 0.5 

nd 0.9, and enthalpy loss factor η= 0, 0.5 and 1. η= 0 corresponds 

o no enthalpy loss in diluent and η= 1 represents maximum en- 

halpy loss in diluent. The corresponding progress variable source 

erms in each condition are plotted in Figure 6 . The flamelets are 

lotted as temperature versus mixture fraction Z based on fuel and 

ure air. With diluted air, the starting point of flamelets at the oxi- 

izer side gradually shifts towards the stoichiometric mixture frac- 

ion Z st as air dilution level increases to 1. 

As mentioned earlier, chemical reactions are affected by prod- 

cts dilution. That is, the progress variable source terms are 

trongly dependent on the air dilution level. This is illustrated in 

ig. 7 , where the progress variable source term at different air di- 

ution levels are plotted as a function of Y c . It clearly shows the 

mpact of heat loss and dilution on the reaction source term. It is 

een that the values of reaction source term become smaller and 

he peak values shift to larger Y c when air dilution level increases. 

n addition, the reaction source term at the same air dilution level 

ecomes smaller when enthalpy loss increases. 

. Results and discussions 

In the following the results of three simulations are presented 

nd compared, i.e., the full model as explained above, and two 
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Fig. 6. Progress variable source term in ( Z, C) space at different air dilution level 

γ and enthalpy loss factor η corresponding to the flamelets in Fig. 5 . The white 

dashed line represents the position of stoichiometric mixture fraction for fuel and 

undiluted air. 
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Fig. 8. Predicted mean flow field in the furnace. (a): middle plane across fuel and 

two air jets; (b): diagonal plane, r is the Euclidean distance to fuel nozzle centre. 
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implified models with radiative heat transfer neglected and with 

adiative heat transfer and progress variable fluctuations neglected. 

fter a discussion of the mean flow patterns the results for veloc- 

ty and temperature predicted by the full model are compared to 

he experimental results. Next, mean temperature fields of the full 

odel are compared to those of the simplified models. 

.1. Mixing pattern and MILD combustion 

Mixing between fuel, air and burnt gases is a key factor in MILD 

ombustion. A first view on this mixing process is provided by the 

ean flow patterns. Figure 8 shows the mean flow pattern in the 

id plane (parallel to two side walls and crossing the fuel jet and 

wo air jets) and the diagonal plane (from corner to corner, cross- 

ng the fuel jet and passing in between neighbouring air jets). The 

hite curves shows the mean flow direction and the red cures 
Fig. 7. Variations of progress variable source term at enthalpy loss factor η= 0, 

9 
how the boundary where adjacent air jets start interacting with 

ach other. The flow patterns are different in these two planes. In 

he mid plane, there are two recirculation zones in the upper part 

f the furnace as illustrated by the white solid lines. In the diago- 

al plane, the recirculation zones span nearly the entire height of 

he furnace showing that burnt gases mainly flow down in the cor- 

er regions, along the four vertical edges of the combustion cham- 

er. Below the lowest positions indicated by the red curves, the 

our air jets and the fuel jet develop independently and are di- 

uted directly by entrained burnt gases. Above this position, the 

uel jet is totally surrounded by air jets which blocks the direct en- 

rained burnt gases by the fuel jet. Here, further dilution can only 

e achieved by turbulent mixing transporting burnt gases from the 

ir jets outer boundaries to the inner region. The first (lower) and 

econd (upper) stages of the fuel jet dilution will be called direct 

nd indirect dilution stage, respectively. Indeed, there are two es- 

ential factors to establish MILD combustion using this burner noz- 

le configuration. The first is a sufficiently high turbulence level 

hich prevents the formation of an attached flame. The second 

s dilution achieved by internal recirculation driven by the jets. 

he amount of burnt gases entrained by the jet flows depends on 

he jets momentum and the air jets arrangement determining the 

eight where the direct dilution stage ends. For larger distance be- 

ween fuel and air jets, this height becomes larger providing more 

ptimal conditions for direct dilution. However, when the distance 

etween the fuel jet and the air jets becomes too high, the reac- 
0.5 and 1 are plotted as a function of Y c at different air dilution levels. . 
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ion zone is no longer clearly coupled to the jet mixing zone and 

ncomplete combustion might become an issue in a large furnace 

pace. 

.2. Velocity prediction 

Next we discuss the comparison between measured and com- 

uted velocity statistics. Before making the comparison, the ex- 

erimental radial profiles at z = 100 mm to z = 500 mm are slightly

hifted to impose the expected symmetry with respect to the cen- 

erline. The deviation from this symmetry is attributed to a slight 

symmetry in the supply lines of air to the burner. The measured 

ean vertical velocity ˜ U z is shifted by a distance z ·tan θ in the neg- 

tive x-direction. The angle θ is such that the shear stress satisfies 
˜ 

 

′′ 
z u 

′′ 
x = 0 on the centerline. This is realised by taking tan θ ≈ 0 . 03 .

he measured mean radial velocity ˜ U x is shifted by a constant 

alue of −0.3 m/s to make ˜ U x = 0 on the centerline and also the

xperimental profiles of turbulent kinetic energy and the mean and 

he variance of temperature are shifted in the same way. 

Figure 9 shows the comparison between the predicted mean 

elocity (solid lines) and the measured mean velocity (symbols). 

t the nozzle exit (z = 3 mm), the agreement for mean vertical ve-

ocity ˜ U z is excellent. The peak mean velocity is over predicted at 

 = 50 mm and z = 100 mm. At higher positions from z = 200 mm

o z = 500 mm, the overall agreement is quite good. For the mean

elocity in radial direction 

˜ U x , the overall trends are captured and 

he positions of the peaks on the profiles are also well captured. 

owever, the local extreme values on the profiles at z = 50 mm and

 = 100 mm are not well-predicted. 

Figure 10 displays the results for the turbulence kinetic en- 

rgy. It is seen that the turbulence kinetic energy is under pre- 

icted at height z = 50 mm, and over predicted at z = 100 mm and

 = 200 mm. Satisfactory predictions are obtained at z = 300 mm 

nd z = 400 mm. But the discrepancies between experiment and 

rediction become larger again at z = 500 mm. The good level of 

greement observed for velocity statistics (mean and TKE) is due 

o the combined effect of turbulence model, combustion model 

nd radiation model and their couplings. The results for the veloc- 

ty statistics obtained here using DA-FGM in general are of sim- 

lar quality as the results obtained using EDC models and FGM 

ith pure fuel and pure air flamelets in Ref [9] (Figure 6 and 

ummyTXdummy-(Figure 7), but results obtained using DA-FGM 

re better at z = 500 mm. 

.3. Temperature prediction 

A comparison between the predicted and the measured mean 

emperature is shown in Fig. 11 . Near the nozzle exit, at z = 25 mm,

he mean temperature is very well predicted, but it is some- 

hat under predicted in the central region from z = 100 mm to 

 = 300 mm. This can be connected to the under prediction of 

he turbulence kinetic energy. In the region below z = 100 mm 

he turbulent mixing rate is under estimated. In that case, the 

ixing with burnt gases is under predicted explaining the lower 

ean temperature. The turbulent kinetic energy is over predicted 

t z = 100 mm and z = 200 mm. The associated high turbulent 

ixing rate can provide an explanation why the predicted mean 

emperature is getting closer to the measured mean temperature 

rom z = 200 mm to z = 300 mm. Further downstream, the differ-

nce between predicted and measured mean temperatures be- 

ome smaller. The mean temperature increase from z = 400 mm 

o z = 500 mm is due to combustion and is well-predicted. The 

aximum mean temperature increase between z = 400 mm and 

 = 500 mm is about 135 K, and the predicted overall mean tem- 

erature increase from air temperature to burnt state is less than 

15 K. This good level of agreement is obtained only when both 
10 
adiation and progress variable fluctuations are included in the 

odel as discussed in the next subsection. 

The results for the mean temperature obtained here using DA- 

GM are in general very close to the results using the NE-EDC 

odel presented in Ref [9] , (Figure 5). This illustrates that mod- 

ls based on different concepts, flamelet based and stirred-reactor 

ased can deliver equally good results. But in contrast with NE- 

DC, the DA-FGM also can provide predictions of variances and 

ther statistical properties. The predicted temperature root mean 

quare is compared with measured temperature RMS in Fig. 12 . It 

s seen that the predicted temperature RMS agrees with the mea- 

ured values but some systematic deviations are observed. In the 

on-reacting region or recirculation region, the measured temper- 

ture RMS is at a level of about 80 K, and the predictions are sys-

ematically 30 to 50 K lower. The cause is not fully clear but may 

e related to the unavoidable RMS coming from the experimental 

rror. At higher positions where reactions take place, the predicted 

emperature RMS in the reaction zone are in good agreement with 

xperimental data. This shows that the DA-FGM provides good ca- 

ability to predict the scalar variances produced by reactions. More 

ccurate prediction of scalar variances can be obtained by using 

ES. 

Figure 13 presents profiles of the temperature, the dilution level 

and the air dilution level γ along the central axis. The mean 

emperature profile along the line may be divided into three re- 

ions. The first region is below z = 100 mm and corresponds to 

he direct dilution stage. The second region is from z = 100 mm 

o z = 400 mm and corresponds to the indirect dilution phase. The 

hird region is the combustion stage. The first region can be di- 

ided into two sub-regions. Below z = 50 mm, the fuel is mixing 

ith burnt gases, the air dilution level γ is flat and the mean tem- 

erature along the centreline increases very fast. Above z = 50 mm, 

he centreline region starts being slightly influenced by the air 

tream. The mean temperature rise slows down slightly. This is in- 

icated by the decrease in the air dilution level from z = 50 mm 

o z = 100 mm. The diluent mass fraction α is still increasing, but it 

eaches a peak at z ≈100 mm. The diluent is coming from the direct 

ntrainment by the jets near the nozzle exit. It is seen from the air 

ilution level profile that air starts affecting the centreline region 

rom z = 50 mm onward. The air jets shear layers bring more dilu- 

nt to the centreline region. This explains why the diluent mass 

raction is still increasing. However, as air jets develop, the jets in- 

er part (which is much less diluted) start affecting the centreline 

egion, the dilution level accordingly decreases, and temperature 

ise becomes very slow due to the lower air temperature. That is, 

he indirect dilution phase starts. Further downstream, more dilu- 

nt from the recirculation region is transported into the central re- 

ion by turbulent mixing, thus the dilution level starts increasing 

gain. Above z = 400 mm the mean temperature rises more rapidly 

ith height due to the heat release from reactions. This prediction 

s consistent with the position of the reaction zone indicated by 

xperimentally observed OH 

∗ chemiluminescence ( Fig. 13 ). How- 

ver, it should be noted that the OH 

∗ image is an integration of 

he OH 

∗ chemiluminescence signal from the view direction of the 

amera. Its intensity does not relate to the magnitude of heat re- 

ease rate. 

.4. Influence of radiation and progress variable fluctuation 

The question arises how important it is to include the influence 

f radiative heat transfer and the influence of progress variable 

uctuations in the model. This becomes clear from Fig. 14 . It shows 

he result of simulations (a) excluding radiation and progress vari- 

ble fluctuations, (b) including radiative heat transfer but exclud- 

ng progress variable fluctuations and (c) results including radia- 

ion and progress variable fluctuations. The predicted mean tem- 
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Fig. 9. Comparison between the predicted and the measured mean axial velocity component (left) and the mean radial velocity component (right). 
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erature fields are quite different. Without progress variable fluc- 

uations taken into account, the peak mean temperature in the re- 

ction zone is 1900 K without radiation, and 1677 K with radi- 

tion. Without radiation, a significant mean temperature increase 

ccurs very early, i.e., below z = 100 mm, and reactions are tak- 

ng place already in the mixing layers between the jets. With ra- 

iation included, the high temperature zone is shifted to above 

 = 300 mm. The radiation heat loss lowers the mean temperature 

f the recirculated products slowing down the reaction progress 

nd also leading to a steady state at lower mean temperature. 

he predicted mean temperature field is also influenced by the 

reatment of progress variable fluctuations. Figure 14 (b) and (c) 

hows the results of simulations including radiation and respec- 

ively excluding and including progress variable fluctuations. The 
s

11 
redicted peak mean temperature in the furnace is reduced to 

430 K when progress variable fluctuations are taken into ac- 

ount by a presumed β-PDF. This result shows that the assumed 

DF model describes an essential aspect of the non-homogeneous 

urning also observed in the chemiluminescence and CARS exper- 

mental data. Taking these fluctuations into account the homoge- 

eous mean temperature in the furnace is accurately predicted as 

lready shown in the detailed comparison between predicted and 

easured mean temperature in Section 5.3 . 

Figures 15 and 16 show the predicted mean fields of ˜ Z , ˜ Y c , ˜ Y d , ˜ 

 

′′ 2 , ˜ 

Y 
′′ 2 
c and ̃

 h in the case where both radiation and progress vari- 

ble fluctuation are included. The difference between 

˜ Y c and 

˜ Y d in 

he range between z = 400 mm and z = 600 mm is quite clear, as

hown in Fig. 15 . The increase of dilution variable is delayed com- 
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Fig. 10. Comparison between predicted mean and measured turbulence kinetic energy. 

Fig. 11. Comparison between predicted and measured mean temperature. 
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ared to progress variable, and this is in full agreement with the 

ethod for dilution stream modelling. Progress variable increases 

s reaction is progressing, and when complete reaction is reached, 

ilution variable starts to increase. 

Figure 17 shows contour plots of the progress variable source 

erm with and without the effect of dilution. The contour plot 

ithout dilution effect is obtained from post-processing by setting 

 d = 0 . By definition of the DA-FGM model, setting Y d = 0 corre-

ponds to absence of dilution but also vanishing heat loss. Both ef- 

ects influence the difference between the contour plots in Fig. 17 . 
12 
he high values obtained when setting Y d = 0 express the com- 

ined effect of absence of dilution and absence of heat loss. Dis- 

laying the effect of only absence of dilution and keeping heat loss 

s not possible with the DA-FGM tables. But it is clear that a reac- 

ion zone distributed over a large volume, as present in the MILD 

ombustion regime, is obtained only when using diluted flamelets. 

hen the dilution effect is not included, reaction progress is very 

apid close to the burner leading to a narrow reaction zone, not 

n agreement with experiments. Figure 18 shows the scatter plots 

f values of source term values versus Z and C. According to the 
0 
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Fig. 12. Comparison of measured temperature RMS (black dots) and predicted temperature RMS T rms (solid line) at different heights. 

Fig. 13. Profiles of the predicted mean temperature ̃  T (solid line), air dilution level 

γ (dashed line) and dilution level α (dash-dotted line) along the central axis. The 

black dots are measured mean temperature. The inset represents the experimental 

observed OH 

∗ chemiluminescence. 

Fig. 15. Predicted mean scalar fields in the furnace. (a): mean mixture fraction; (b): 

mean progress variable, (c): mean dilution variable. 

Fig. 14. Predicted mean temperature fields on the cross section through the midplane: (a) excluding radiation and progress variable variance, (b) including radiation and 

excluding progress variable variance, (c) including radiation and progress variable variance. 

13 
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Fig. 16. Predicted mean scalar fields in the furnace. (a): mean mixture fraction vari- 

ance; (b): mean progress variable variance, (c): mean enthalpy. 

Fig. 17. Comparison of progress variable source term contour plot between the re- 

sults predicted by DA-FGM (left) and the results using undiluted flamelets (i.e. set- 

ting Y d = 0 in post-processing) (right). The contour lines in the left plot indicate Z 0 
at 0.005 (green), 0.018 (purple), 0.028 (red), 0.043 (black) and 0.054 (white). (For 

interpretation of the references to color in this figure legend, the reader is referred 

to the web version of this article.) 

Fig. 18. Progress variable source term scatter plot over Z 0 and C. . 
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catter plot of source term over Z 0 , reactions mainly take place at 

ean condition over Z from 0 to 0.043. The top of the main reaction 

one is impinging on the top wall as can be seen from the reaction

one shape. The two stripe-like reaction zones are typical diffusion 

ames, oriented parallel to equal mean mixture fraction contours. 

ifferent zones in the scatter plots are associated with different 

ones in the furnace. A first region in the scatter plots ranges over 
14 
 0 = 0 ∼ 0 . 18 and C = 0 ∼ 1 . It corresponds to the diffusion flame

one. A second one ranges over Z 0 = 0 . 18 ∼ 0 . 28 and C = 0 . 7 ∼ 1 .

his is related to the impinging reaction zone. The third one is the 

ain reaction zone ranging over Z 0 = 0 . 28 ∼ 0 . 43 and C = 0 ∼ 0 . 7 .

he small peak around Z 0 = 0 . 54 in the first scatter plot corre-

ponds to the small peak at nearly zero value of C in the second 

catter plot. Because it has negligible impact on the simulation re- 

ults we have not further investigated the cause of this small peak, 

ut presumably it is a numerical artefact. 

Using the observations on progress variable source term, we 

an now give further explanation of the contour plot of 
˜ 

Y 
′′ 2 
c in 

ig. 16 . The fluctuations of Y c can be caused by fluctuations in reac-

ion progress and by fluctuations in mixture fraction. In the main 

eaction zone they are mainly due to reactions. On the other hand 

he fluctuations below z = 150 mm are in the jets shear layers and 

ore caused by mixture fraction fluctuations. Fluctuations in dif- 

usion flame zones are caused by both mixing and reaction. In the 

egions where reactions take place, the dilution level is above 0.6. 

his leads to small difference between the minimal and maximal 

alues of unscaled progress variable, Y b c and Y u c . Nevertheless the 

rogress variable fluctuations (See Fig. 16 ) are important to obtain 

he mean temperature and temperature standard deviation in the 

pper region of the furnace in agreement with the experimental 

esults. 

.5. Importance of spectral modelling and turbulence radiation 

nteraction 

The simulations reported above have used a grey absorption co- 

fficient obtained from a WSSG model. This method is widely used 

n furnace simulations in the literature, but is known to provide 

naccurate results. On the other hand the calculation has included 

he influence of turbulence radiation interaction, which is often ne- 

lected in furnace simulations in the literature. To provide more 

nsight in the relative importance of spectral modelling and TRI, 

e here present a simple sensitivity analysis. Rather than repeat- 

ng the complete CFD simulation with spectral radiative transfer, 

he sensitivity is checked by calculating in four different ways the 

volution of radiative intensity under the influence of emission and 

bsorption along horizontal lines at the heights where experimen- 

al data on temperature statistics are available. Selecting from grey 

adiative transfer or spectral radiative transfer, without or with TRI, 

our ways of calculation have been applied. 

According to the WSGG model, the total emissivity associated 

ith transfer in a gas of uniform composition and temperature 

ver a length L is given by 

 = 

J ∑ 

j=0 

a j ( T ) 
[
1 − exp 

(
−κ j L ( X CO 2 + X H 2 O ) 

)]
(45) 

here the absorption coefficient κ j has units 1 /m . The grey treat- 

ent of radiative heat transfer makes use of an effective absorp- 

ion coefficient obtained from a mean beam length and was used 

o obtain the results presented in previous sections. In the more 

ccurate spectral simulation, the transfer is calculated per band. 

ere results of both methods are compared using the WSGG model 

f Johansson et al. [26] . In that model J = 4 and the coefficients κ j 

nly depend on the molar ratio of CO 2 to H 2 O and the coefficients 

 j are in addition temperature dependent. The details are reported 

n Section 2 of Ref. [26] . 

The lines along which the evolution of intensity is calculated 

tart close to one sidewall and end close to the opposite wall. At 

eight 25 mm the line traverses zones with low amount of radia- 

ive species when crossing the zones dominated by fuel and air 

ets. At higher height the influence of the jets disappears and the 

omposition becomes more and more uniform, but a zone with 
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Fig. 19. Intensity evolution along different horizontal traverses. 
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ower mean temperature is present in the middle. The higher in 

he furnace, the higher the level of temperature fluctuations in the 

entre of the furnace. Therefore the line at lower height serves as 

 test for changes in composition and temperature and the lines at 

igher height serves as test for the influence of TRI. By comparing 

he prediction with spectral transfer and TRI included with other 

redictions with simplification of spectral treatment or neglect of 

RI, or both, their relative importance can be judged. 

In the following the index n refers to positions along the line, 

 

y n − y n −1 ) is the length of the segment from position y n −1 to po- 

ition y n and X denotes mole fraction. When the segments are 

mall enough to assume uniform composition over the length of 

he segment, the transmissivity in band j is given by 

j,n −1 / 2 = exp 

(
−κ j �s ( X CO 2 + X H 2 O ) 

)
(46) 

he evolution of intensity along the considered lines is given by 

 j,n = I j,n −1 τ j,n −1 / 2 + a j I b n −1 / 2 

[
1 − τ j,n −1 / 2 

]
(47) 

he total intensity at any position can be obtained by summing the 

ntensities in all bands including the clear band at that position. 

After Reynolds averaging, the radiative transfer in the j-th band 

f the spectral model in spatial segment (n − 1 , n ) is given by 

 ̄j,n = I j,n −1 τ j,n −1 / 2 + a j I b, n −1 / 2 

[
1 − τ j,n −1 / 2 

]
(48) 

aking the usual assumption that local intensity is statistically in- 

ependent of transmissivity from neighbouring regions (also made 

n the rest of this article), this equation takes the form 

 ̄j,n = Ī j,n −1 τ j,n −1 / 2 + a j I b, n −1 / 2 − a j I b, n −1 / 2 τ j,n −1 / 2 (49) 

he mean transmissivity in band j is given by 

j = exp 

(
−κ j �s ( X CO 2 + X H 2 O ) 

)
(50) 

he turbulent fluctuations in mole fraction of CO 2 and H 2 O are of 

inor impact and in the following only the fluctuations in temper- 

ture will be taken into account. To calculate the average a j I b, n −1 / 2 

ppearing in Eq. (49) , we need the averages of powers of T up to

rder six, because a j is a second order polynomial of T . These av-

rages have been computed using the PDF of mixture fraction and 

rogress variable. It should be mentioned that the maximum dif- 

erence between the computed level of fluctuations as expressed 
15 
y T rms and experimental data is at most 10 K deviation on a value 

f 160 K. The result of a simulation without TRI can be simply ob- 

ained by using the power of the mean of T instead of the mean 

f powers of T . 

The results obtained for the spatial profile of total intensity 

long the six considered horizontal traverses is shown in Fig. 19 . 

or each traverse the initial value was set as zero in order to fo- 

us on the contribution from the gas absorption and emission. The 

esults were checked for dependence on step size �s and were 

ound almost indistinguishable between step size 0.32 mm and 

0 mm. The latter value is within the declared range of validity 

f the WSGG correlation used. In all four model combinations, dif- 

erences develop when the beam traverses a region with different 

emperatures. The profile with the grey models ends at a higher 

alue than the spectral models (corresponding to higher radiative 

ux). The calculation reveals the influence of TRI and of the spec- 

ral modelling of the gas radiative properties on the predicted to- 

al intensity arriving at the boundary of the gas cloud. TRI does 

ot make large difference because the level of temperature fluc- 

uations is much small in the flameless combustion regime. De- 

ailed study of TRI can be done by using the methods proposed 

n Ref. [35] . The difference in predictions of spectral model and 

rey model at the end of the horizontal traverses are found to be 

etween 11% and 16%. (This calculation is based on the results of 

pectral model.) This does mean that the full grey CFD simulation 

as the same error because the simple calculation along horizontal 

raverses is not including consistency between intensity gradient 

nd energy equation source term. The error of the CFD simulation 

sing grey absorption coefficient can only be quantified by mak- 

ng the full spectral CFD simulation. However, including all radia- 

ion related mean quantities in the frame of the tabulated chem- 

stry leads to rather large lookup tables that we currently cannot 

andle. A large memory per processor is required because for the 

pectral simulation more variables have to be included in the DA- 

GM table (all averages needed in the Reynolds averaged RTE’s for 

ll bands) leading to much larger lookup tables than for the grey 

odel. It can be concluded that a simulation along selected lines 

s very revealing since it shows the systematic deviations at length 

cales either smaller or larger than the chosen mean beam length. 

he total intensity along a path predicted using the mean beam 
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ength based grey absorption coefficient is too low for path lengths 

maller than the mean beam length and too large for path lengths 

arger than the mean beam length. In a homogeneous medium this 

irectly follows from the different growth rate of emissivity in dif- 

erent bands. Also in the slightly inhomogeneous medium consid- 

red here the effect is pronounced. 

. Summary and conclusions 

In this study, the DA-GFM model was proposed to account for 

ilution effects on the reactions in MILD combustion modelling. 

his chemistry tabulation method includes dilution and enthalpy 

oss effects on local flame structure. The resulting DA-FGM library 

onsists of a series of flamelets calculated between fuel and pure 

r diluted air with non-adiabatic effects included. The tabulated 

hemistry was integrated in a RANS approach for turbulent com- 

ustion modelling, including a radiation model and a turbulence- 

adiation interaction consideration. 

The model was validated by an application to MILD combustion 

n a lab-scale furnace burning Dutch natural gas at power 9 kW 

nd equivalence ratio 0.8. Overall, the simulation results obtained 

ith the proposed models are in very good agreement with exper- 

ments. Some sensitivity analysis was performed. Radiative trans- 

er plays an essential role in establishing flame structure. The rel- 

tive importance of including TRI and spectral treatment of radia- 

ion was illustrated by solving the RTE along horizontal traverses. 

pectral treatment was found to be more important than TRI and 

s recommended for further CFD studies of the furnace. Includ- 

ng progress variable fluctuations in addition to the fluctuations of 

ixture fraction is necessary to obtain good temperature predic- 

ions. 

The injection strategy influence the mixing processes in the 

ear burner region. Based on the analysis of the flow field, it is 

ound that the distance between fuel and air jets determines the 

elative importance of the direct dilution phase and the indirect di- 

ution phase. The direct dilution phase occurs before air jets inter- 

ct with each other, and all jets are diluted independently by en- 

rainment of burnt gases. The indirect dilution phase occurs when 

ir jets are already interacting with each other and is dominated by 

urbulent mixing, transporting burnt gases from recirculation zone 

o inner region of the jets. Good predictions for mixing and dilu- 

ion process before combustion takes place is important because 

hey provide the initial state for combustion. The standard k − ε
odel in combination of standard gradient diffusion based models 

or scalar transport were found to perform well. 
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