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ABSTRACT
Machine learning systems both gained significant interest from the
academic side and have seen adoption in the industry. However, one
aspect that has received insufficient attention so far is the study of
the lifecycle of such systems. This aspect is particularly important
due to various ML systems’ strong dependency on data, which
is constantly evolving–and, therefore, changing–over time. The
focus of my PhD research is the study of the implications of these
dynamics on the ML systems’ performance. Concretely, I propose
a method of detecting changes caused by drift in the data early.
Furthermore, I discuss possibilities for automating large parts of the
ML lifecycle management, to ensure a better and more controllable
maintenance process.

CCS CONCEPTS
• Automated Machine Learning→Maintainance; • Concept
Drift → Detection.
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1 INTRODUCTION
AutoML Introduction
Automated Machine Learning (AutoML) is a research field that
has gathered plenty of attention in the previous years. The main
idea behind this concept is to take the human out of the machine
learning (ML) processes in order to make it more accessible for
people with limited background in AI. Besides this, its purpose is
to accelerate the ML deployment, by replacing traditionally trying
different methods with automated models capable of making the
right decision based on the input data.
Literature Gap
Limited attention has been paid to automating processes that are re-
lated to the ML model lifecycle. A study done by Google researchers
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[6] highlights the high costs of maintaining ML models and con-
cludes that investing in maintainability automation is a crucial
strategy to ensure the long-term viability of the technology in prac-
tice. Therefore, significant attention needs to be paid to making ML
less reliant on human intervention once deployed into production
and, therefore, automating them.
Problem Formulation
One clear reason why current productizing ML models comes with
constant maintenance is the data. ML models’ performances are
strongly correlated with the data they are using. Most of them are
created under the assumption that the distribution of the data used
to learn is the same as one of the data used for evaluation. Not
meeting this assumption has as consequence a low performance of
the analysed model. In real-life ML applications, the data is affected
by a multitude of external factors and it is, thereby, unlikely that it
will not change over time [8]. In order to ensure high performance
of the deployed models, the solution that is generally used is con-
stant maintenance.
Within this research, we are looking into creating an ML system
which is robust to data changes. Since we target ML automation
our research is part of the AutoML systems research field. Our aim
is to enrich the AutoML systems research field by exploring options
to generally make ML models less maintenance-intensive.

2 STATE OF THE ART AUTOML AND
CONCEPT DRIFT DETECTION

In order to create an AutoML system, scientists have initially anal-
ysed the main parts of an ML process that could be automated.
The main components that researchers have identified are: data
preprocessing, feature engineering and selection, model selection and
evaluation, hyperparameter optimisation [7]. Despite the technol-
ogy being relatively robust [7], the study of Celik et al. [2] shows
that existing AutoML systems struggle to deal with the changes
in data over time, which happen often. The reason behind this is
the evolving data. Concept drift, also known as data shift, is a term
which was initially used in the data streams research field in or-
der to refer to changes in data distribution over time [1, 3]. With
the purpose of ensuring smooth monitoring of the evolving data,
scientists developed drift detectors, which are able to identify the
moment in which the data change takes place.
In their survey, Lu et al.[5] distinguished three types of drift de-
tectors, namely the error rate-based drift detectors (ERDD) the data
distribution-based drift detectors (DDDD) and the and multiple hy-
pothesis test drift detectors (MHTDD). However, they mention that
the last group is a combination of the first 2 and, therefore, we will
further focus on those.

4
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Figure 1: Performance of different classifiers in the presence
of concept drift.

3 PROPOSED APPROACH AND PROOF OF
CONCEPT

The most commonly used technique to preserve the accuracy in
the presence of concept drift is model retraining [4]. For large-scale
models, retraining becomes expensive and is therefore only done
irregularly.
In our approach, the data of an ML model deployed into production
could be seen as a data stream in which the training is done on the
first part of the stream and the testing data comes in separate data
batches. For each testing batch, we could exploit drift detectors to
determine whether a concept drift occurs. We propose to employ
such techniques to identify the proper moment of concept drift
presence and use this as an alarm system which announces the
probability of performance decrease. This alarming system is the
input to the self-adaptive model, which based on the fact that drift
was detected could take appropriate measures to adapt itself in
order to preserve the accuracy. In this way, the ML system would
become more robust in the presence of concept drift and less de-
pendent on human involvement.
We further prove the fact that concept drift is responsible for lower-
ing the accuracy by generating a synthetic dataset, which contains
abrupt drift. We trained multiple classifiers on the first part of the
data stream (before the concept drift occurs) and tested them on
the remaining test batches. We further analyzed the model perfor-
mance in terms of accuracy. In Figure 1 we show how the presence
of concept drift can even lead to around 10% decrease in accuracy,
which is a significant decline in performance. We also experimented
with a gradual drift, which could be seen as a slow drift and also
observed the same effect.

4 PLANS FOR THE PHD
Creating a fully automated ML system that is able to adapt to con-
cept drift is challenging but exciting and it has the potential of
changing the traditional way of designing ML models. Furthermore,
current research is lacking methods for AutoML systems that could
easily adapt to concept drift in order to preserve the accuracy [2].
We started this research by firstly conducting an extensive analysis
regarding the impact of concept drift on classifiers’ performances.
We further evaluated the performance of each drift detector type
in terms of detecting data shifts. Within this study, we aim to com-
pare the 2 drift detectors categories, namely the ERDD and the

DDDD. The reason behind this comparison is the fact that ERDD
are assuming that labels are available immediately, while the DDDD
do not depend on them. For example, there are ML applications
which require human annotation to obtain labels and, therefore, the
former drift detectors category is expensive to employ. Currently,
there is no study to compare the two groups, as most of them focus
on comparing different ERDD [1], since their implementation is
available in multiple libraries and frameworks, while the implemen-
tations of DDDD are hardly available. Therefore, we also worked
on implementing those to complete the comparative study.
The next step into fulfilling our goal is to study various types of
drift adaptation techniques in different drift scenarios, which is
part of my second year. The last years of my PhD will be dedicated
to creating and optimizing an ML system that is able to self-adapt
to the concept drift and, thereby, preserve the accuracy during data
shifts.

5 CONCLUSIONS
MLmodels are heavily dependent on data and, therefore, data shifts
are likely to have tremendous effects on their performance. Once de-
ployed into production, it is not feasible to constantly check the data
used for testing or periodically retrain the model in some situations
presented above. Therefore, there is a significant need for automat-
ing themodel maintenance, which is currently insufficiently studied
within the AutoML research community. We consider that the most
appropriate way to do so is to first detect when concept drift oc-
curs, which could be done through drift detectors and then apply
proper adaptation techniques. This research will not only expand
the AutoML research field but also the concept drift detection by
our comparison study.
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