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Privatized Distributed Anomaly Detection for
Large-Scale Nonlinear Uncertain Systems

Vahab Rostampour , Member, IEEE, Riccardo M.G. Ferrari , Member, IEEE,
André M.H. Teixeira , Member, IEEE, and Tamás Keviczky , Senior Member, IEEE

Abstract—In this article two limitations in current dis-
tributed model based approaches for anomaly detection
in large-scale uncertain nonlinear systems are addressed.
The first limitation regards the high conservativeness of
deterministic detection thresholds, against which a novel
family of set-based thresholds is proposed. Such set-based
thresholds are defined in a way to guarantee robustness
in a user-defined probabilistic sense, rather than a deter-
ministic sense. They are obtained by solving a chance-
constrained optimization problem, thanks to a random-
ization technique based on the Scenario Approach. The
second limitation regards the requirement, in distributed
anomaly detection architectures, for different parties to reg-
ularly communicate local measurements. In settings where
these parties want to preserve their privacy, communication
may be undesirable. In order to preserve privacy and still
allow for distributed detection to be implemented, a novel
privacy-preserving mechanism is proposed and a so-called
privatized communication protocol is introduced. Theoret-
ical guarantees on the achievable level of privacy, along
with a characterization of the robustness properties of the
proposed distributed threshold set design, taking into ac-
count the privatized communication scheme, are provided.
Finally, simulation studies are included to illustrate our the-
oretical developments.

Index Terms—Fault detection, large scale systems,
privacy.
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I. INTRODUCTION

FAULT diagnosis and security for large-scale nonlinear
systems, such as critical infrastructures or interconnected

cyber physical systems have received increasing attention in
recent years [1]. One way to increase the resiliency of such
systems to faults or cyber attacks is to endow them with the
capabilities of detecting, isolating and mitigating those threats.
In particular, model-based (MB) fault diagnosis methods have
emerged in some sectors, such as aerospace, as powerful tools
for guaranteeing high operational readiness levels and reducing
maintenance costs [2]. In MB approaches a mathematical model
of the system under monitoring is used to produce a time-varying
residual, which is then compared to a static or dynamic threshold
for detection. Anyway, widespread industrial adoption has been
slow due to at least the following limitations:

a) The scarcity of robust design methods for diagnosis of
nonlinear systems, leading to easy-to-tune performance levels
in terms of the so-called false alarm ratio (FAR) and missed
detection ratio (MDR). Ideally, a threshold should be robust with
respect to model and measurement uncertainties, thus having a
zero or low FAR. At the same time, it should have good detection
properties, which translates into a negligible MDR. The problem
of minimizing both FAR and MDR has been solved for linear
systems [3] and a class of nonlinear systems [4], where by using
geometric tools it is possible to design a detection residual that is
insensitive to uncertainties or unknown inputs, and sensitive to
a single class of faults. For general nonlinear systems and/or
unstructured uncertainties and faults, to the best of authors’
knowledge, it has not. In this case it is customary to assume
the existence of a known, static or dynamic deterministic upper
bound on the uncertainties’ magnitude, thus allowing to obtain
a zero FAR by design [2], [5]. Unfortunately, such a powerful
property often comes at the cost of conservative thresholds,
which lead to high MDR.

b) The lack of privacy-preserving distributed anomaly detec-
tion implementations for large-scale systems. For such systems,
distributed anomaly detection approaches were shown to possess
favourable properties. They are based on several local detectors
(LD), each one monitoring only a limited subsystem and com-
municating with neighboring LDs [6]–[12]. An unexplored issue
in this setting indeed arises from the need for communication.
In the case of a very large infrastructure, where such LDs may
be operated by different, possibly competing entities, mutual
communication may be opposed as it may lead to leaking
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privacy-sensitive information. We may consider as an example a
smart grid where neighboring LDs are each monitoring different
subgrids with distributed energy sources and each is managed
by its own grid operator. The two grid operators must exchange
data about nodes on their respective boundaries in order to allow
for grid balancing, but they would rather keep private the way
that they are allocating energy supply to their different energy
sources and satisfying their energy demand [13], [14].

The first contribution of this article is to ease the first lim-
itation by introducing a class of novel, adaptive, parametrized
threshold sets for distributed fault detection. We aim to reduce
the conservatism of existing threshold designs [2], [6], [7], [10]
by relaxing the deterministic robust zero-FAR condition, in
favor of a more flexible, probabilistic one. Through a set-based
approach, the probability of false alarms will be defined as a
user-tunable design parameter, and the detection with respect to
a given class of faults will be simultaneously maximized. The
use of probabilistic thresholds in MB fault diagnosis has been
investigated previously in the literature (see [2] and the refer-
ences cited therein), and recently the important case of nonlinear
uncertain systems has been considered [15], [16]. The use of
sets in fault diagnosis has been inspired by the corpus of works
on set-membership system identification [17], which initially
addressed the inverse problem of finding, at each time step, the
set of system parameters that could be able to explain current
measurements, and compare it to a nominal one [18], [19]. Other
works considered instead the direct problem of describing the
admissible values of the residual in healthy condition using a
set [20], with [21] being a notable example in the field of active
fault diagnosis.

The main contribution of this article is to address the second
limitation, by designing a novel privacy-preserving mechanism
based on a so-called privatized communication scheme. In par-
ticular, we will show how the proposed mechanism satisfies
a relaxed notion of differential privacy (DP). The concept of
DP emerged in the computer science community [22], [23], but
found application in several problems in the fields of consensus,
distributed estimation and control [13], [24]–[27], as well as
distributed monitoring and fault [28] and attack detection [29].

Differently than existing works on DP, including the prelim-
inary results published by the authors in [28], the proposed
privatized communication scheme will not rely on the clas-
sic additive Laplacian noise mechanism, nor will require the
computation of the query sensitivity. Instead, it will be based
on LDs communicating the parametrization of randomized sets
guaranteed to satisfy the DP condition with a given confidence
level. The advantages of this approach will be twofold. On one
side, it will reduce the quantity of data that neighboring LDs
need to communicate at each sampling time. On the other side,
it will allow to connect theoretically the performances of the
distributed anomaly detection scheme to the level of privacy
desired.

The structure of this article is as follows. Section II describes a
large scale system as the interconnection of nonlinear uncertain
systems, and introduces a distributed set-based probabilistic
threshold design. Section III presents a privacy preserving mech-
anism and the so-called privatized communication scheme for

Fig. 1. Proposed distributed anomaly detection architecture, based on
a simplification of [6] for the case of two interconnected systems only.
On the left side, the structure of a hypothetical large-scale system is
represented as a directed graph, and is already decomposed as the
interconnection of systems S and SN . Nodes represent state variables
and a directed edge represents a causal dependence. On the right side,
the local detectors L and LN are depicted. Thick black lines represent
the acquisition of local measurements by the LDs, while thick white lines
represent the communication between neighboring LDs. Such commu-
nication include the measured values ζ and ζN of the interconnection
variables z = [x(4) x(6)]� and zN = x(3).

local detectors. Two different simulation studies are provided
in Section IV to illustrate the effectiveness of our proposed
approach. Some final remarks and future work will be given
in Section V.

II. PROBLEM STATEMENT

In this article we will consider interconnected, uncertain
nonlinear dynamical systems. We will assume that for anomaly
detection purposes each system S is monitored by a dedicated
local detector (LD) L. This will lead to a distributed anomaly
detection architecture (see Fig. 1) similar to the one proposed
in [6], [11]. For the sake of simplicity and ease of notation we
will assume that only two systems are making up the intercon-
nection. They will be referred to as the ego system S and the
neighbour SN . The index N will be used throughout the article
to indicate when a given quantity refers to SN . There shall be
no loss of generality, as the extension to an arbitrary number
of interconnected (sub)systems can be easily obtained using the
framework introduced in [6].

A. System Dynamics

Let the dynamics of S and SN have the following form

S :

{
xk+1 = g(xk, uk, zk, wk, fk)

yk = xk + vk

SN :

{
xN ,k+1 = g(xN ,k, uN ,k, zN ,k, wN ,k, fN ,k)

yN ,k = xN ,k + vN ,k

(1)

where xk ∈ Rn, uk ∈ Rm, and yk ∈ Rn are the state, the input,
and the output of the ego system S at discrete time index k,
respectively. Similarly, the variables with the index N represent
the same quantities for the neighbour system SN .

In the following, for the sake of brevity, variables, equations,
assumptions and theoretical results will be presented for the ego
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system S only but will be intended to hold as well, mutatis
mutandis, for SN . Still, we will not assume that SN and S have
the same dimension or the same dynamics.

The term z ∈ Rs is called interconnection variable [6] and
is comprised of all the components of the neighbour state xN
which influence the dynamics of the ego system S . The full state
x is assumed to be measured, albeit corrupted by a measurement
uncertainty vk ∈ Rn. The vector ζk = zk + ξk will be used to
denote the measurements of the interconnection variables zk,
with ξk ∈ Ξ ⊂ Rs collecting the components of the neighbour
measurement noise vN ,k that affect ζk.

The variable wk ∈ Rp, instead, represents unavoidable mod-
eling uncertainties affecting (1), while fk ∈ F ⊆ Rq represents
a parametrization of the dynamic influence of anomalies. Such
formulation comprises the cases, where either wk and fk affect
the nonlinear dynamics function g : Rn ×Rm ×Rp ×Rq �→
Rn as additive/multiplicative terms, or where these affect one
or more parameters that appear in the definition of g. For in-
stance, if S models an electrical circuit, wk could correspond to
parametric uncertainties in the electrical resistance of individual
conductors or components, fk could describe eventual open
circuit or ground faults, and vk represents the uncertainty in
the measurements provided by a number of voltmeters con-
nected to the circuit. In this respect, the functional depen-
dence of g on fk, together with its domain set F, describe
the class of the possible dynamic anomalies occurring in S .
The only structural assumption required on g is that wk = 0
and fk = 0 corresponds to the nominal and normal behavior of
S , that is in the absence of uncertainties and anomalies. The
following technical assumptions are needed for the upcoming
analysis.

Assumption 1: wk and vk are random variables defined
on some compact probability spaces (W,B(W),PW), and
(V,B(V),PV), respectively, whereW ⊆ Rp, V ⊆ Rn,B(·)de-
notes a Borel σ-algebra, and PW, PV are a probability measure
defined overW, V, respectively. Furthermore,wk and vk are not
correlated and are independent from xk, uk and fk, for all k.

Assumption 2: No anomaly acts on the system for 0 ≤ k <
kf , with kf being the anomaly occurrence time. Moreover, the
variables xk and uk remain bounded before, on and after kf ,
i.e., there exist some stability regions S := Sx × Su ⊂ Rn ×
Rm such that (xk, uk) ∈ S, for all k.

Assumption 3: The vector field g(·) will be assumed to be
differentiable and globally Lipschitz with respect to all its argu-
ments.

Remark 1: Assumption 1 mentions that uncertainties are
from independent compact spaces: it is worth to highlight that
we do not require the sample spaces W, V and the proba-
bility measures PW, PV to be known explicitly, as it will be
explained in Section II-C. Assumption 2 is required for well
posedness when designing the detection thresholds described
later in this Section. It is important to note that Assump-
tion 1 is in general needed for Assumption 2 to hold. Finally,
Assumption 3 is not restrictive for the proposed framework,
and indeed, it can be easily relaxed to a more easily enforce-
able local Lipschitz condition using Assumption 2 and [30,
Assumption 2].

B. Distributed Residual Generator

In the present article we will generalize the approach followed
in [31] and define the residual computed byL as rk := yk − ŷk.
It can be obtained as the output estimation error of the following
nonlinear observer:{

x̂k+1 = g(yk, uk, ζk, 0, 0) + Λ(ŷk − yk)

ŷk = x̂k
(2)

where x̂ and ŷ ∈ Rn are, respectively, the local state and output
estimates,Λ � diag(λi, i = 1 . . . n) is a diagonal matrix, whose
elements denote filtering parameters which are chosen such that
|λi| < 1.

It can be seen that the estimator in (2) is defined using only
quantities that are supposed to be available at run-time to the
agentL, namely: the nominal local dynamics g, the local outputs
yk and inputsuk, and the measurements ζk of the interconnection
variables of the neighboring agent LN . The local use of ζk
requires some form of regular communication between LN
and L: the resulting privacy implications will be addressed in
Section III.

By using (1) and (2), we can write the residual dynamics as

rk+1 = Λ rk + δk (3)

where we introduced the total uncertainty δk

δk := g(xk, uk, zk, wk, fk)− g(yk, uk, ζk, 0, 0) + vk+1

= g(yk − vk, uk, ζk − ξk, wk, fk)

− g(yk, uk, ζk, 0, 0) + vk+1 (4)

which is a stochastic process representing the uncertain part
of the residual dynamics. Owing to Assumption 1 and 2, it
follows that δk is a random variable on a probability space
(Δk,B(Δk),PΔk

), where Δk is a time-varying set defined as
follows.

Definition 1: The time-varying total uncertainty set Δk ⊂
Rn at time index k is defined as

Δk := {δk |wk ∈ W, fk ∈ F, vk ∈ V, vk+1 ∈ V, ξk ∈ Ξ}
where δk is computed according to (4).

The following lemma is now provided to present the stability
of the proposed residual generator.

Lemma 1: Given Assumptions 1, 2, and 3 the following
statements hold:

a) δk is bounded and the set Δk is compact;
b) the residual rk is bounded; and
c) the state estimation error ek := xk − x̂k is bounded.

Proof: In order to prove a), we recall that under Assumption 1
the uncertainties wk and vk belong to the compact sets W and
V, respectively. Similarly, Assumption 2 introduced bounded
stability regions Sx and Su for, respectively, the state xk and
control input uk. Based on the Lipschitz condition on g given in
Assumption 3, this directly leads to δk being bounded and so the
set Δk being compact, proving a). To prove b), we notice that
(3) represents the dynamics of an asymptotically stable discrete
time linear system driven by the input δk, as by construction Λ is
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Fig. 2. Residual set Rk+1 can be thought of as the set obtained
by computing the output Σ while letting δk vary over its domain Δk

and fixing the residual rk to its actual value. The domain Δk in turn
is computed through (4) by letting vk, wk, fk and ξk vary over their
respective domains, and fixing the local output and input yk and uk, as
well as the interconnection variables measurement ζk, to their actual
values. The normal residual set R0

k+1 can be obtained similarly, but by
fixing the value fk = 0.

a Schur matrix. By making use of the concept of bounded input-
bounded output stability, which for linear systems is implied by
asymptotic stability (cf., the classical stability results for discrete
time systems [32, Section 3.2]), the proof is straightforward.
Finally, recalling that rk = yk − ŷk = ek + vk, the statement c)
directly follows from b) and Assumption 1, which, respectively,
state that rk and vk are bounded. �

We will introduce also the following definition, as a special
case of Definition 1.

Definition 2: The time-varying normal total uncertainty set
Δ0

k ⊂ Rn at time index k is defined as

Δ0
k := {δk |wk ∈ W, fk ∈ {0}, vk ∈ V, vk+1 ∈ V, ξk ∈ Ξ}

where δk is computed according to (4).
The role of Δk and Δ0

k is to quantify the range of possible
values that the total uncertainty δk can take, respectively, in an
arbitrary condition during which an anomaly may be present,
and a normal condition where an anomaly is not.

It is important to highlight that Δ0
k has a central role in

deriving a probabilistically robust detection threshold, whereas,
Δk is instrumental in improving detectability.

We can now introduce a compact notation for the residual
generator described by (2)–(4), through a mapping function Σ :
Rn ×Rn �→ Rn defined as

rk+1 := Σ(rk, δk) . (5)

The mapping from the uncertain variable δk ∈ Δk to the
residual variables rk+1 is measurable, so that the residual signal
rk+1 can be viewed as a random variable on the same probability
space as δk.

Given these preliminaries, it is now possible to write the
following two fundamental definitions (see Fig. 2).

Definition 3: The time-varying residual set Rk+1 at time
index k + 1 is defined as the image of the set Δk through Σ,
that is

Rk+1 := Σ(rk,Δk) = {rk+1 | rk+1 = Σ(rk, δ), δ ∈ Δk}.

Similarly, for a particular class of anomalies such that fk belongs
to a given set F′, the notation RF′

k+1 will be used.
Definition 4: The time-varying normal residual set R0

k+1 at
time index k + 1 is defined as the image of the set Δ0

k through
Σ, that is

R0
k+1 := Σ(rk,Δ

0
k) = {rk+1 | rk+1 = Σ(rk, δ), δ ∈ Δ0

k}.
Remark 2: The observer-based residual generator introduced

in (2) is inspired by the observer used in [5] and related literature.
Anyway, it is important to note that the set-based threshold
design methodology described in the following Subsection is
not dependent on the specific residual generator, or the way
its parameters are chosen. Instead, the threshold robustness to
uncertainty and detectability properties will only depend on the
possibility to generate samples of normal and abnormal residuals
and use them to solve the chance-constrained optimization prob-
lems (10a) and (10b). Furthermore, differently from classical
structured residual and threshold generation methods or from
hypothesis testing techniques (see e.g., [4] or [33]) the present
article does not require or make use of specific structures of the
system dynamics or of the uncertainty, nor is based on a specific
probability distribution of the latter.

C. Distributed Set-Based Probabilistic Threshold

Given a residual generator Σ as defined in (5), we now design
a threshold for anomaly detection with suitable robustness and
detection performance guarantees by leveraging the probabilis-
tic set-based approach introduced in [31]. We will extend it to a
distributed setting, leading to the need for agents to communicate
to each neighbour for implementing the required computations.
This highlights the necessity for developing a privatized com-
munication protocol as our next main contribution. We now
introduce the following detection logic.

Definition 5: An anomaly is detected at time index k if rk /∈
Tk, where Tk ⊆ Rn is an adaptive threshold set.

While this definition explains how the residual is evaluated
by L (or LN ), it does not specify how the threshold set Tk

shall be computed at each time index k. In the fault diagnosis
literature, the concepts of False Alarm Ratio (FAR) and Missed
Detection Rate (MDR) have been introduced to characterize the
performance of detection algorithms (see for instance [2], [34]).
The design approach in [31] allows to define Tk such that a
prescribed FAR can be obtained in a probabilistic sense, while
minimizing the MDR.

In particular, if the user-desired FAR level is equal to 1− α,
with α ∈ [0, 1], the following threshold can guarantee it in a
probabilistic sense.

Definition 6: Given the residual generator function Σ in (5)
and a fixed α ∈ [0, 1], an adaptive threshold set Tk+1 is said to
be probabilistically α–robust, if

V(Tk+1) := P [rk+1 /∈ Tk+1

∣∣ δk ∈ Δ0
k

]
< 1− α (6)

where V(Tk+1) is the violation probability (FAR) of Tk+1.
In order to find a threshold set fulfilling Definition 6 and min-

imizing the MDR, a chance-constrained optimization problem
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such as the following shall be solved{
min
θk

vol (Tk)

s.t. V(Tk) < 1− α
(7)

where vol(Tk) :=
∫
Tk

dr is the volume or Lebesgue measure of
Tk, and θk is a time-varying parameters vector that characterizes
the set Tk.

The rationale for seeking the minimum volume set is indeed
to minimize the MDR, as explained in [31]. To solve (7), we
characterize the adaptive threshold set Tk as the c–superlevel
set [35] of a generalized indicator function 1T(r, θk) : R

n ×
Rt �→ R, which in turn is parameterized by θk ∈ Rt

Tk := {r ∈ Rn |1T(r, θk) ≥ c} . (8)

In particular, as in [31] 1T(r, θk) will be restricted to be a
Sum-of-Squares (SoS) polynomial function of given degree d
[36], [37], with θk containing the polynomial coefficients in a
given order.

Denoting by πξ(r) a vector of monomials of degree
up to ξ := �d/2�,1 we can conveniently define 1T(r, θk) :=
πξ(r)

�G(θk)πξ(r), where G(θk) is a symmetric Gram matrix
depending on θk. This choice allows to bound the objective
function as

vol (Tk) =

∫
Tk

dr ≤ 1

c

∫
B
1T(r, θk)dr =

1

c
trace(G(θk)M)

where B ∈ Rn is an arbitrary compact set so that R0
k ⊂ B and

M :=
∫
B πξ(r)πξ(r)

�dr denotes the matrix of moments of the
Lebesgue measure on B in basis πξ(r).

We are now in a position to propose the following cascade of
two chance-constrained optimization problems for designing a
probabilistic threshold set for time k + 1:⎧⎪⎪⎨

⎪⎪⎩
min
θ,γ

γ

s.t. G(θ) 
 0 , trace(G(θ)M) ≤ γ

P
[
1T(r

0, θ) ≥ c
] ≥ α

, (9a)

⎧⎪⎨
⎪⎩

max
θ

‖G(θ)−G(ψ∗)‖∞
s.t. G(θ) 
 0 , trace(G(θ)M) ≤ γ∗

P
[
1T(r

0, θ) ≥ c
] ≥ α

, (9b)

where the quantity γ∗ is the optimal cost obtained by solving
the first stage (9a), while (9) has to be solved sequentially in a
lexicographic (multiobjective) sense [38].

The first problem (9a) aims at determining the minimum
volume threshold set Tk+1 subject to the probabilistic α–robust
constraint, but in doing so is ignoring any information on
the abnormal residual set RF′

k+1. This could possibly lead to
unsatisfactory detection properties due to a large intersection
Tk+1 ∩ RF′

k+1. The goal of the second stage problem (9b) is then
to find a new parameter θk+1, leading to a new threshold setTk+1

with the same robustness guarantee and a volume which is not
worse than the one resulting from the solution of problem (9a),

1�·� is the ceiling operator which returns the smallest integer greater than or
equal to its argument.

but which is as distant as possible from the set RF′
k+1. To achieve

this goal, we formulate the objective function to aim at maximiz-
ing the Chebyshev distance, or polynomial height [39], between
1Tk

and 1
RF′

k
(r, ψ∗) := πξ(r)

�G(ψ∗)πξ(r). The parameter ψ∗

is such that 1
RF′

k
(r, ψ∗) ≥ c, ∀r ∈ RF′

. Indeed, by assuming that

both 1Tk
and 1

RF′
k

share the same monomial basis vector πξ(r),

this leads to the maximization of the distance‖G(θ)−G(ψ∗)‖∞
between their Gram matrices [39]. We refer the interested reader
to [31] for a more complete explanation on the second stage
problem formulation.

The proposed optimization problem (9) is however, noncon-
vex and hard to solve due to chance constraints being in general
difficult to enforce. To overcome this difficulty, we provide a
computationally tractable approach, thanks to a randomization
technique based on the scenario approach [40], leading to the
following tractable problem formulation:⎧⎪⎪⎨

⎪⎪⎩
min
θ,γ

γ

s.t. G(θ) 
 0 , trace(G(θ)M) ≤ γ ,

1T(r
0,i, θ) ≥ c , i = 1, . . . , Ns

(10a)

⎧⎪⎨
⎪⎩
max

θ
‖G(θ)−G(ψ∗)‖∞

s.t. θ 
 0 , trace(G(θ)M) ≤ γ∗ ,
1T(r

0,i, θ) ≥ c , i = 1, . . . , Ns

(10b)

where the chance constraint has been replaced by Ns hard
constraints corresponding to samples from the uncertainty re-
alizations. In particular, the samples r0,i are evaluated for time
k + 1 following r0,ik+1 = Σ(rk, δ

i
k), and δik ∈ Δ0

k are samples of
the random variable δk. We assume to be able to generate Ns

samples based on the knowledge of Σ(·), and availability of the
uncertainty samples from Δ0

k, following Definition 2.
The following Theorem provides a link between the chance-

constrained problem (9), its randomized counterpart (10) and
the number of samples Ns.

Theorem 1: Given d the degree of polynomial function of
1T(r, θk), consider υ := [θ, γ]� ∈ R� to be the augmented vec-
tor of all the decision variables of (10). Let β ∈ [0, 1] and
Ns ≥ Ns(α, β, 
), where

Ns(α, β, 
) = min

{
Ns ∈ N

∣∣∣d �−1∑
i=0

(
Ns

i

)
(1−α)iαNs−i ≤ β

}
,

Then, the optimizer υ∗ := [θ∗b, γ
∗]� of the randomized convex

program (10) is a feasible solution of the chance-constrained
optimization problem (9) with confidence level (1− β), in the
average.

Following the proposed optimization problem in (10a), gener-
ating samples of the normal residual r0 requires the availability
of samples of δ. According to Definition 2 together with (4), it
emerges that for computing samples δi the agent L must know
the current measured value ζk of the interconnection variables, as
well as samples of candidate values for the true interconnection
variables that are compatible with the measurement uncertain-
ties. Such samples will be denoted as xiN,k = ζk − ξik, with i
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indicating the i–th sample, and their generation necessitates in
turn the ability to generate samples of the uncertainties ξk. This
requires that the neighboring agent LN computes such samples
and communicates them to L along with the measurement of the
interconnection variable zk. Such communication may expose
private information of SN , such as its local input or a possibly
high number of samples of its measurement uncertainty, which
could be used to estimate the probability density function of such
uncertainty. This highlights the necessity for developing a pri-
vatized communication protocol as our next main contribution
in the following section.

III. PRIVATIZED DISTRIBUTED ANOMALY DETECTION

We now develop a new communication scheme for each agent
to preserve its privacy. We then present a theoretical analysis to
show that such a communication is indeed a novel differen-
tially private [23] mechanism with high confidence level, which
yields a new framework that we refer to as differentially private
distributed anomaly detection. Using such a privatized com-
munication scheme, we finally provide a theoretical guarantee
to accommodate the privatized communication scheme for the
proposed probabilistic threshold design technique in Section II.

We will briefly recall here that as a foundation in differential
privacy (DP), it is assumed that data contained in a database D
can be accessed only through the results of queries, which are
answered by the subject holding D, called curator. Protecting
the privacy of an element di inD can thus be obtained by making
the results of any query run onD insensitive enough to the single
di. This can also be expressed by ensuring that two adjacent
databases [25] are nearly indistinguishable from the answers to
a query.

A. Inter-Agent Communication Scheme

For the sake of simplicity, we will drop the time indices to
ease our notation whenever possible.

Following the scheme developed in Section II, the neighbor
LN should send to L at each time index its last intercon-
nection variable measurement ζ, along with a set of samples
ξ = {ξ1, . . . , ξNs} of its measurement uncertainty. With such
data L can build the following set of candidate values for the
variable z as follows:

Z = {z1, . . . , zNs} := {ζ} � Ξ (11)

where � is defined as A� B := {a− b | a ∈ A, b ∈ B}.
In this line of thought, agent LN is the curator of a database

that contains the last local input uN ,k−1, and at time k is
answering a query from L by providing the following set

DN := {ζ} ∪ Z . (12)

A desired goal of LN is to replace such an answer with a
mechanism that guarantees the privacy of uN . It is important to
mention that all elements of DN are related to ζ through (11),
and therefore DN contains no more useful information than ζ
itself.

Before proceeding further, we need to provide the following
definition, which is an extension of adjacency relation as the
basic concept of differential privacy (DP) [23].

Definition 7: Two control actions uN , u′N ∈ U ⊂ RmN are
two adjacent control inputs at time step k − 1 if and only if
‖uN − u′N ‖0 ≤ 1, and it is written adj(uN , u′N ). Such a distance
between databases is referred to as the Hamming distance, i.e.,
the number of rows on which they differ. The set U is a compact
set over which the input sequence {uN ,k}∞k=0 can take values.

Remark 3: Throughout this section, when referring to pri-
vacy concerns, an implicit adversary model is considered, where
the adversary aims at making a correct decision about the status
of confidential properties of the system, based on observed
data and accurate models of the system. In particular, such an
adversary may be cast as a decision problem, where the adver-
sary must decide between two mutually-exclusive hypothesis
about confidential system configurations: H1 : uN = u∗N and
H0 : uN = u∗′N , where u∗N and u∗′N are adjacent control inputs.

Following typical approaches in change detection theory, the
adversary could construct an hypothesis test by filtering the
observed data based on the known model dynamics, similar to
the framework introduced in Section II to detect anomalies.

To preserve the privacy of the input of the system moni-
tored by agent LN , consider its system output to be yN ,k :=
gN (ψN ,k−1, uN ,k−1), where gN (ψN ,k−1, uN ,k−1) represents a
compact notation for SN dynamics in (1), and the new quantity
ψN ∈ Ψ represents the other variables, apart from the input uN ,
which influenceSN , and is defined asψN := col(xN , zN , w, f),
with Ψ := SxN × Sx ×W× F.

For our proposed probabilistic threshold set design Tk, agent
L requests from neighboring agents the complete inter-agent
data, element by element. It is important to mention that the
number of required samples of z, Ns, is chosen according to
Theorem 1 in order to have a given probabilistic robustness
for Tk.

To address the privacy concern of the agent LN , we pro-
pose an alternative scheme, where instead LN sends a suitable
parametrization of a set that contains all the possible values of
its data with a desired level of probability α̃N . By considering
a simple family of sets, such as for instance boxes in RnN ,
communication cost can be also kept at reasonable levels. We
refer to this scheme as a privatized communication protocol
between agents.

To this end, the neighboring agent LN has to prepare two set
of samples using its adjacent control inputs presented in 7 as
follows: {

D̃N := {ζ} ∪ Z̃

D̃′
N := {ζ ′} ∪ Z̃

′ (13)

where ζ and ζ ′ are built with the relevant components of the two
outputs yN and y′N , respectively.

They are generated using the two adjacent control in-
puts uN ,k−1 and u′N ,k−1, respectively, such that yN ,k :=
gN (ψN ,k−1, uN ,k−1) and y′N ,k := gN (ψN ,k−1, u

′
N ,k−1). In par-

ticular, for generating ζ ′ the agent LN may use a model of the
dynamics of the system SN , as outlined in Fig. 4. The two sets
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Fig. 3. Pictorial, intuitive comparison of different robust threshold and
residual evaluation approaches. Representative normal values r0 of the
residual are drawn as filled black circles, while rare ones r0� are drawn
as empty circles. For convenience, in all cases the evaluation condition
is represented as membership in a set drawn with a tick line. (a) Norm
based [5], (b) Limit checking [6], (c) Ellipsoid [28], (d) Polytope [18] (e)
The proposed, probabilistic set-based approach.

Fig. 4. Depiction of the proposed privatized, set-based communication
scheme. By using a model of SN dynamics, the agent LN can generate
the value ζ ′ of the interconnection variable measurements under the
hypothesis that SN is driven by the adjacent input u′

N . By subtracting
to both ζ ′ and to the true ζ two sets of samples of the measuring
uncertainties, the sets D̃′

N and D̃N are obtained. The hyper-box B̃N
is then computed as the smallest one containing both and its bounds
are communicated to the agent L.

Z̃ and Z̃
′
can be also built via

{
Z̃ := {ζ} � Ξ = {z1, . . . , zÑs}
Z̃
′
:= {ζ ′} � Ξ̃′ = {z′1, . . . , z′Ñ ′

s

N } (14)

where Ξ̃ = {Ξ1, . . . , ΞÑs} and Ξ̃′
N = {Ξ1, . . . , ΞÑ ′

s} such
that the number of samples Ñs is greater than or equal to Ñ ′

s.
It is important to notice that, in the privatized communication

protocol, both the number Ñs and Ñ ′
s of samples generated by

LN may be different from that needed by L, which isNs, as will
be explained later. For sake of simplicity, we denote d̃i and d̃′i
as an element of the database D̃N and D̃′

N .
Let us then introduce BN ⊂ RnN as a bounded set containing

all the elements of D̃N and D̃′
N . We assume for simplicity that

BN is an axis-aligned hyper-rectangular set. This is not a re-
strictive assumption and any convex set could have been chosen
instead as in [41]. We can so define BN as the Cartesian product
ofnN intervals of the type [−b(i)N , b

(i)
N ], where i = 1, . . . , nN and

the vector bN ∈ RnN defines the hyper-rectangle bounds. For
convenience, we will introduce the shorthand notation BN =
[−bN , bN ].

Consider now the following optimization problem that aims
to determine the set BN with minimal volume:

(PC
N )

⎧⎪⎪⎨
⎪⎪⎩
min
bN

‖bN‖1
s.t. d̃i ∈ [−bN , bN ] , ∀d̃i ∈ D̃N , i = 1, . . . , Ñs+1

d̃′i ∈ [−bN , bN ] , ∀d̃′i ∈ D̃′
N , i = 1, . . . , Ñ ′

s+1

.

If we denote by B̃N = [−b̃N , b̃N ] the optimal solution of
(PC

N ) computed by the neighbor agent LN , then for imple-
menting the privatized communication protocol the latter needs
to communicate to agent L only the vector b̃N along with the
probability of violation (the level of reliability) α̃N . The level of
reliability α̃N can be determined as a direct application of the
scenario approach theory in [42], leading to the following result.

Theorem 2: Fix β̃N ∈ (0, 1) and let

α̃N = Ñs+1−nN

√√√√ β̃N(
Ñs+1
nN

) . (15)

We then have

P Ñs+1
{
{d̃1, . . . , d̃Ñs+1} ∈ D̃Ñs+1

N :

P
{
d̃ ∈ D̃N : d̃ /∈ [−b̃N , b̃N ]

}
≤ 1− α̃N

}
≤ β̃N .

(16)

Proof: (15) is a direct result of the scenario approach theory
in [42], if β̃N is chosen such that(

Ñs + 1

nN

)
α̃Ñs+1−nN
N ≤ β̃N .

Considering the worst-case equality in the above relation and
some algebraic manipulations, one can obtain the above asser-
tion. �

Theorem 2 implies that given a hypothetical new privatized
sample d̃, we have a confidence of at least 1− β̃N that the
probability of it belonging to B̃N = [−b̃N , b̃N ] is at least α̃N .
In other words, the optimal set B̃N is an α̃N−probabilistic
approximation of the set D̃N . Therefore, one can rely on B̃N
up to α̃N probability.

Remark 4: The number of samples Ñs in the proposed for-
mulation (PC

N ) is a design parameter chosen by the neighboring
agent LN . We however remark that one can also set a given
α̃N as the desired level of reliability and obtain from (15) the
required number of samples Ñs.

Another important property of the optimal set B̃N is presented
in the following corollary.

Corollary 1: Given β̃N ∈ (0, 1) and let

α̃′
N = Ñ ′

s+1−nN

√√√√ β̃N(
Ñ ′

s+1
nN

) . (17)

We then have

P Ñ ′
s+1

{
{d̃′1, . . . , d̃Ñ ′

s+1} ∈ D̃′Ñ
′
s+1

N :

P
{
d̃′ ∈ D̃′

N : d̃′ /∈ [−b̃N , b̃N ]
}
≤ 1− α̃′

N
}
≤ β̃N . (18)
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Proof: The proof is similar to the proof of Theorem 2 and
therefore for sake of clarity is omitted here. �

The interpretation of the above corollary together with
Theorem 2 is as follows. The optimal set B̃N con-
tains both distributions, P{d̃ ∈ D̃N : d̃ ∈ [−b̃N , b̃N ]} and
P{d̃′ ∈ D̃′

N : d̃′ ∈ [−b̃N , b̃N ]}, with desired levels, α̃N and α̃′
N ,

and high confidence level, 1− β̃N .
Based on this property of optimal set B̃N in the following

section, we present that the proposed communication scheme is
a novel differential privacy mechanism.

Remark 5: The condition to have Ñs greater than or equal
to Ñ ′

s, which leads to have α̃N ≥ α̃′
N , is not restrictive for the

proposed communication scheme, and can be easily removed
by considering α̃′

N as the level of reliability for the optimal set
B̃N when Ñs is less than or equal to Ñ ′

s. In case Ñs is equal
to Ñ ′

s, then α̃N would also be equal to α̃′
N . In Corollary 1 we

consider to have the same β̃N ∈ (0, 1) as in Theorem 2 for sake
of simplicity. One can also consider a different parameter, e.g.,
β̃′
N ∈ (0, 1).

B. Differentially Private Communication Scheme

DP is enforced by introducing so-called mechanisms, which
are randomized mappings from the universe D to some subset
in Rnq , and letting the curator use the mechanism in lieu of
the query. A mechanism that acts on a database is said to be
differentially private if it complies with the following definition
from [22].

Definition 8: Given ε ≥ 0 as the desired level of privacy, a
randomized mechanism M preserves ε−differential privacy if
for all R ⊂ range(M) and all adjacent databases D and D′ in
D, it holds that

P [M(D) ∈ R] ≤ eε P [M(D′) ∈ R] . (19)

Remark 6: A smaller ε implies higher level of privacy. By
using differential privacy, one can hide information at the indi-
vidual level, no matter what side information others may have.
Definition 8 shows that DP is based on randomization, but is
independent on the contents of databases, as long as they belong
to D and are adjacent.

We are now in a position to show that the proposed inter-agent
communication scheme, which is depicted in Fig. 4, is indeed a
differentially private mechanism in the following theorem.

Theorem 3: Given α̃N ≥ α̃′
N , then the optimal set B̃N ob-

tained via the optimization problem (PC
N ) has the following

property with high confidence level, 1− β̃N :

P
[
d̃ ∈ B̃N

]
≤ eε P

[
d̃′ ∈ B̃N

]
(20)

where ε is the desired level of privacy and obtained using

ε = ln(α̃N )− ln(α̃′
N ) . (21)

Proof: The proof is straightforward by substituting ε into
the assertion of theorem and some algebraic manipulations as
follows:

P
[
d̃ ∈ B̃N

]
≤ eε P

[
d̃′ ∈ B̃N

]

1

eln(α̃N )−ln(α̃′
N )

≤
P
[
d̃ ∈ B̃N

]
P
[
d̃′ ∈ B̃N

]

α̃′
N
α̃N

≤
P
[
d̃ ∈ B̃N

]
P
[
d̃′ ∈ B̃N

]
where the last line of the above equations is the ratio between
the results obtained in Theorem 2 and Corollary 1 with high
confidence level 1− β̃N . The proof is completed by noting that
the optimal set B̃N is a random set as it is obtained via the
optimization problem (PC

N ) which depends on data sets D̃N
and D̃′

N . �
The following corollary is a direct result of Theorem 3.
Corollary 2: The proposed privatized communication

scheme is immune to postprocessing.
Proof: The proof is similar to the proof of [23, Proposi-

tion 2.1] and therefore for sake of clarity is omitted here. �
Remark 7: In the current literature on DP the so-called

Laplacian mechanism is almost always used, which is based
on additive noise whose magnitude is dependent on the query
sensitivity [23]. The sensitivity depends on the worst case effect
on the query value caused by using an adjacent input. Instead,
the mechanism proposed in the present article does not require
the computation of the sensitivity, nor to consider the worst case.
Indeed, the current approach again requires only the capability
of computing samples of the result of the query for the case of
the adjacent input. This leads to the DP property (20) holding
with a given confidence level which depends on the number of
samples generated for the two hypotheses.

After receiving the parametrization of B̃N and the level of
reliability α̃N , agent L can then obtain the samples needed for
computing its threshold by locally generating Ns + 1 samples,
drawing them uniformly from inside B̃N . Then, it should des-
ignate, using an arbitrary policy, one of them as the value ỹN
to use for the interconnection variable measurement yN . The
remaining Ns ones would be used as values of the samples for
xN .

In this way, we decoupled the sample generation of LN from
the one of L, preserving also the privacy of the former. We
however note that the proposed privatized communication pro-
tocol introduces some level of stochasticity on the probabilistic
threshold design of agent L, due to the fact that the neighboring
information is probabilistically reliable. In the following sec-
tion, we characterize the threshold set probabilistic robustness
as in Definition 6, and provide a new level of probability for the
threshold design in order to accommodate this new situation.

C. Privatized Distributed Probabilistic Threshold Set

When an agent L and its neighbor LN adopt the privatized
communication scheme we proposed in the previous section,
there is an important effect on the local probabilistic threshold set
T computed by agent L. Such a scheme introduces an additional
level of stochasticity, as the set B̃N which is a probabilistic
approximation, is communicated instead of theNs samples that
would have been sent in the hard communication scheme.
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This will affect the local threshold set probabilistic robustness
guarantee, as explained in the following theorem. To accom-
modate the level of reliability of neighboring information, we
need to marginalize the joint cumulative distribution function
probability of the residual value at time step k + 1 and the
generic sample d̃ appearing in Theorem 2.

Theorem 4: Given α̃N ∈ (0, 1] and a fixed α ∈ (0, 1], then
following Definition 6, the adaptive threshold set Tk is proba-
bilistically ᾱ–robust with respect to the random total uncertainty
δk ∈ Δ0

k, i.e.,

P [rk+1 ∈ Tk+1] ≥ ᾱ (22)

where ᾱ = 1− 1−α
α̃N

, and for all rk+1 ∈ R0
k+1.

Proof: The proof is provided in the Appendix. �
Theorem 4 provides a new level of robustness for the threshold

set Tk computed by agent L. It is straightforward to observe that
if α̃N → 1 then ᾱ→ α. This means that if the level of relia-
bility of the neighboring information is one, P [ d̃ ∈ B̃N ] = 1,
then, the designed threshold set will have the same level of
probabilistic robustness as the hard communication scheme,
P [ rk+1 ∈ Tk+1 ] ≥ α.

It is important to note that the proposed steps for the proba-
bilistic threshold set design that we presented in Section II are
directly applicable to the results that we obtained in Theorem 4.
This is due to the fact that the proposed scheme in Section II is
independent from the privatized communication scheme is used
between neighboring agents.

D. Summary of Main Contributions

We will now summarize the main contributions of this article
by presenting them as a list of steps needed to successfully design
a privacy-preserving distributed anomaly scheme. This would
provide a support in following the numerical studies presented
in the next section.

(C1) Adaptive parametrized probabilistic threshold set de-
sign: As our first contribution presented in Section II,
we devise a set-based probabilistic scheme where the
probability of false alarms is defined as a user-tunable
design parameter, and the detection rate with respect
to a given class of faults is simultaneously maximized.
Through this scheme, the conservativeness of existing
threshold designs is reduced by relaxing the determin-
istic robust zero-FAR condition, in favor of a more flex-
ible, probabilistic one. The scheme is summarized as
follows. As a first step, each local agentL should design
its own threshold set, which requires the completion of
the following sub-steps:

(C1-1) Choose a desired probabilistic level α for
the threshold robustness and a desired con-
fidence level (1− β). Then, make use of the
novel Theorem 1 to obtain the number Ns

of required samples of the healthy residual.
(C1-2) Generate Ns samples of healthy residu-

als from the set R0
k+1, by using eqs. (4)

and (5).

(C1-3) Solve the novel randomized problem (10)
and determine the parameters of the opti-
mal threshold set T∗

k+1. With confidence
level (1− β) this set has a probabil-
ity of robustness equal to α, and is the
one that maximizes detectability in these
conditions.

In Step (C1-2) agent L needs to know the current measured
value ζk of the interconnection variables, as well as samples
of the neighbour measurement uncertainties. This requires that
the neighboring agent LN computes such samples and commu-
nicates them to L along with ζk. As this would raise privacy
concerns for LN , the following privacy-preserving communica-
tion scheme is used instead.

(C2) Privatized probabilistic set-based communication
scheme
As our second contribution presented in Section III,
we propose a privatized communication scheme that
neither relies on the classic additive Laplacian noise
mechanism, nor requires the computation of the query
sensitivity. Instead, it is based on LDs communicating
the parametrization of randomized sets in a way that is
guaranteed to satisfy the differential privacy condition
with a given confidence level. Through this scheme,
the quantity of data that neighboring LDs need to
communicate at each sampling time is reduced, and the
results also provide a theoretical connection between
the performances of the distributed anomaly detection
scheme and the desired level of privacy. The scheme is
summarized as follows.
The agent LN should perform locally the following
steps, before sending the results to agent L

(C2-1) Choose a suitable level of reliability α̃N and
determine the number of samples Ñs using
the results of the novel Theorem 2.

(C2-2) Fix the desired level of privacy ε and de-
termine α̃′

N using the results of the novel
Theorem 3, i.e., α̃′

N = α̃N e−ε .
(C2-3) Determine the number of samples Ñ ′

s using
α̃′
N and the results of Corollary 1.

(C2-4) Construct two sets of the measuring un-
certainties, corresponding to two adjacent
local inputs: D̃N and D̃′

N . Such sets will
consist of, respectively, Ñ ′

s and Ñ ′
s samples,

following (12).
(C2-5) Obtain the optimal hyper-box B̃

∗
N by solv-

ing the minimum-volume problem PC
N .

(C2-6) Communicate the parametrization of B̃
∗
N

and the level of reliability α̃N together
with the level of privacy ε to agent
L.

Once the agentL receives such data fromLN , it can draw from
B̃

∗
N the necessary samples for carrying out the step (C1-2) and

compute its local thresholdT∗
k+1. By using the novel Theorem 4,

the agent L can check if the new probability of robustness ᾱ for
the threshold T∗

k+1 is still satisfying its requirements.
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Fig. 5. Structural graph of the 4-tank system chosen for this study,
which is decomposed into two systems. Levels are represented by state
variables x(i), while pipes are named according to the structural graph
edges labels. One source, not depicted, can deliver water to either tank
1 or 2 via pipes 1 or 2, according to the position of a valve controlled by
the input u(1). One point of delivery is connected to tank 4.

IV. NUMERICAL STUDY

In this section, we present two numerical studies to illustrate
the effectiveness of our proposed approach. The first one shows
that in the absence of any privacy mechanism, an LD may be
able to detect changes in the input of other subsystems. We also
verify that this can be prevented by a mechanism based on 3.
The second one presents a full implementation of the proposed
privacy-preserving distributed anomaly detection scheme.

A. Privacy Preservation

Let us consider the water distribution network depicted in 5
and decomposed into two subsystems:SN , which can be thought
of as a water resupply subnetwork, and S , which is a customer
of SN and acts as a water distribution subnetwork serving end
customers connected to tank 4. The operator of SN can switch a
valve commanded by u(1) in order to provide water to S2 either
through the route 1 → 3 → 4, or 2 → 3 → 4. The two routes
are supposed to lead to different operating costs and hence to
different pricing policies thatSN charges toS: which routeSN is
operating at a given moment is considered a private information.
Anomalies are not considered and subsystems dynamics can be
described via

SN :

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

x
(1)
+ = g

(1)
N (xN , uN , zN )

= x(1) + T
A1

[(1− u1)φs,1 − φ1,3]

x
(2)
+ = g

(2)
N (xN , uN , zN ) = x(2) + T

A2
[u1φs,2 − φ2,3]

x
(3)
+ = g

(3)
N (xN , uN , zN )

= x(3) + T
A3

[φ1,3 + φ2,3 − φ3,4]

S :
{
x
(4)
+ = g

(1)
2 (x2, xN2

, w2) = x(4) + T
A4

[φ3,4 − w2]

where the index “+” is a shorthand to refer to the next time steps,
Ai denotes the cross-section of the i–th tank, T the sampling
interval. The input uN = u(1) ∈ {0, 1} denotes the position of
a valve that can either connect tank 1, when u(1) = 0, or tank 2,
when u(1) = 1, to a constant pressure water source serving SN ,
which is equivalent to an infinite tank at a constant level xs. The
symbol φa,b denotes the flow from tank a to tank b along the
pipe connecting them defined as [43]

φs,1 = max

(
0, sign(xs − x(1))

√
2g|xs − x(1)|c1

)

φs,2 = max

(
0, sign(xs − x(2))

√
2g|xs − x(2)|c2

)

φ1,3 = sign(x(1) − x(3))
√
2g|x(1) − x(3)|c3

φ2,3 = sign(x(2) − x(3))
√
2g|x(2) − x(3)|c4

φ3,4 = sign(x(3) − x(4))
√
2g|x(3) − x(4)|c5

where cj is the cross section of the j–th pipe and g the grav-
itational acceleration. Finally, w2(t) is an unknown external
signal representing the time-varying demand of end users. LN
shall measure the local state xN = [x(1) x(2) x(3)]� and send
to L the privatized set B̃N from which L can select the value
ζ̃ for the interconnection variable z = [x(3)], as explained in
Section III-B.

Using the adversary model presented in Remark 3, which aims
at compromising the privacy of the agents’ local inputs, we now
propose an approach through which L can breach the privacy of
SN by reconstructing the current value of its local input u(1),
and show how our proposed mechanism can be used to prevent
this.

First of allL needs to know a model ofSN dynamics, which in
general can be affected by uncertainty in the knowledge of SN
parameters and/or structure. Here only parametric uncertainty
is assumed. L can therefore breach SN privacy by using such
model and ζ measurements to test the hypothesis “H : u(1) is
equal to 0” against the hypothesis “H′ : u(1) is equal to 1”.

To this purpose, L will implement the following estimators:

ŜN :

{
x̂N ,+ = ĝN (x̂N , 0, zN ) + Λ(ŷN − ỹN )

ŷN = x̂
(3)
N

(23)

Ŝ ′
N :

{
x̂′N ,+ = ĝN (x̂′N , 1, zN ) + Λ(ŷ′N − ỹN )

ŷ′N = x̂
′(3)
N

(24)

where ĝN represents the uncertain SN dynamics model em-
ployed by L. The variables x̂N and x̂′N and, respectively, ŷN
and ŷN′ are estimates of SN states and of the interconnection
variable computed by L under the two hypotheses. By compar-
ing the absolute value of the scalar residuals r := ỹN − ŷN and
r′ := ỹN − ŷ′N to a fixed scalar threshold τ , the two hypotheses
can be tested.

We can cast this hypothesis testing problem by defining
the adjacent databases D := {0} and D′ := {1} such that u1
will belong at any time to only one of them. By applying the
postprocessing property in Corollary 2, we can consider the
query results to be the residual r =M(D), and r′ =M(D′),
which indeed depends on u(1) belonging toD orD′ through the
composition of randomized mappings.

The DP condition in Definition 8 can then be checked by
defining the test set R := [0 τ ] and evaluating numerically the
probabilities P [M(D) ∈ R] and P [M(D′) ∈ R] and whether
condition (19) holds.

In the following, we will compare the case where no privacy
mechanism is applied, that is when z is directly communicated
to L, to the case when the proposed mechanism is applied (see
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Fig. 6. Third tank estimated level and residual computed by L for
testing hypothesis H′, without and with privacy mechanism applied to
communication from LN to L.

Fig. 7. Third tank residual computed by L for testing hypothesis H,
without and with privacy mechanism applied to communication from LN
to L.

C2 in Section III-D). We will test in simulation the effect of

varying the value of the threshold τ and varying the ratio Ñ ′
s

Ñs

between the number of samples for the alternate and for the true
hypothesis that are used by L when computing the set B̃N .

Fig. 8. Analysis of the ratio between P [M(D) ∈ R] and P [M(D′) ∈
R]. The theoretical upper bound for a given confidence level is plotted
in dashed black.

Fig. 9. Structural graph of the 22-tank system chosen for the numerical
study, decomposed into two subsystems. The nodes are labelled by an
index and the interconnection between the two is represented by the two
edges (1, 3) and (1, 5).

Fig. 10. Projection of the residual and the threshold set of agent L on
component number 1, as a function of time.

The tank cross sections will be set to 1, 1, 5, and 2 m2, and
the pipe cross sections to 0.25, 0.25, 0.2, 0.5 and 0.2 m2. It can
thus be seen that the two water supply routes on which S1 can
operate differ only in the cross section of the pipe feeding the
third tank.

The unknown user demand w2 is assumed to follow the ex-
pression 0.6 + 0.25 ∗ sin(2π/Tdt) + wd, whereTd = 2 hours is
the demand periodicity and wd is a random number obtained by
sampling every 15 s from a normal distribution with zero mean
and variance equal to 0.25.

The sampling time is T = 0.1 s and S1 water supply policy
is to use the first route during the first half of every period, and
the second in the second half. Finally, the model used by L2 is
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Fig. 11. Projection of the residual and the threshold set of agent LN on component number 3 and 5, at various instants in time. At each sampling
period, the healthy residuals and the threshold set are shown with black dots and blue line, respectively, and the actual residual is presented via red
cross symbol.

affected by a random parametric uncertainty with a maximum
magnitude equal to 1% of the nominal values.

Fig. 6 shows the privatized level ỹN , the estimated level ŷ′N
under hypothesisH′ and the real level for tank 3 when no privacy
mechanism is in place and when it is. While the presence of
the mechanism is inducing a difference in the estimated level,
it is indeed negligible which is a good indication of the low
performance deterioration in the diagnosis task that would be
induced by the privacy.

Similarly, Fig. 6 shows the residual computed by L2 in the
same cases, but for hypothesis H. As it can be noticed, any static
threshold τ in the range 0.025 to 0.05 will lead to a successful
testing of this hypothesis when a privacy mechanism is not
present. When it is, instead, the choice of a suitable τ is severely
limited. A more rigorous verification of this assertion can be
attained by looking at Fig. 8. Here we computed numerically
the ratio between P [M(D) ∈ R] and P [M(D′) ∈ R] during the
simulation period for which u(1) = 1, for several values of τ

and as a function of the ratio Ñ ′
s

Ñs
. The plots of these ratios

are compared to the term eε in order to check whether (19)
is satisfied, with ε computed for a given confidence level β̃N
as stated in Theorem 3, Corollary 1, and Theorem 4. As it can
be seen, the theoretical upper bound plotted in Fig. 8 is always
satisfied, for all the considered values of τ and of the samples
ratio. It is interesting to note how the probability ratio tends
to unity when the samples ratio does the same. This means
that when the two hypotheses are equally represented when L1

computes the set B̃N , then L2 cannot successfully test them as
they become probabilistically equivalent. As shown in the left
part of the plot, only for low values of the samples ratio L2 can
distinguish the two hypotheses, as their respective probabilities
have a ratio sufficiently different than 1.

B. Privatized Distributed Anomaly Detection

In this example, a 22 tanks system is considered (Fig. 9),
decomposed into two subsystems. Its structural graph has been
obtained by application of the Barabási-Albert model [44], and
finally an edge between nodes 1 and 3 have been added in order
to introduce an asymmetry.

The actual tank cross sections have been chosen equal to
1 m2, while pipe cross sections are equal to 0.2 m2. Drains with
the same section as interconnecting pipes have been assumed

to be connected to terminal nodes (i.e., nodes with unitary
degree). A single source pump, with a sinusoidal time profile
with a frequency of 0.1 Hz, has been instead connected to tank
number 1. All tank levels are assumed to be measured, with a
Gaussian measurement uncertainty with zero mean and a stan-
dard deviation equal to 0.05 m. When building the LD estima-
tors, a Gaussian parametric uncertainty is introduced, having
zero mean and a variance equal to 5% and 7.5%, respectively,
of the tanks and pipe cross sections. The privacy mechanismM
has been generated using Ñs = Ñ ′

s = 16. Finally, to implement
the detection scheme C1 summarized in Section III-D, each LD
will generate Ns = 512 samples for computing their threshold
sets, using a fourth-order polynomial as an indicator function.

The fault that is presented in the current study represents a
clogging in the pipe between tanks 1 and 3, reducing its flow to
50% of its nominal value. The reason we have chosen this kind of
fault is that it affects only interconnection variables, and as such
it may be hidden, that is made undetectable, by the introduction
of the privacy mechanism. The following figures will present
the results obtained by simulating such fault occurring at time
Tf = 250 s. In order to make it possible to represent graphically
the 11-dimensional residuals and threshold sets for the two
LDs, we have chosen to consider only their projection on the
multitank components numbers 1, 3, and 5, respectively. As only
the components numbers 1 and 3 will be affected by the fault, this
is not going to hide any information, with component number 5
presented only for reference.

In Fig. 10, the residual and the threshold set of the first agent,
projected on the component corresponding to tank number 1, are
depicted. As in this case we are considering only one dimension,
the residual can be plotted as a curve, and the threshold set
projection, being a time-varying interval, can be represented by
plotting two more curves corresponding to its bounds. Detection
is successfully achieved shortly after the fault time.

In Fig. 11, we instead depict the residual and threshold set for
the second agent. As in this case, we want to present their be-
haviour along the components corresponding to tanks numbers 3
and 5, a time-sequence of two-dimensional plots are given. Here
we can notice that occasionally the residual value can fall outside
the threshold set, e.g., in Fig. 11(c), as we may expect given
the current probabilistic approach in designing the threshold
set. After the fault time the residual is consistently outside the
threshold set [see Fig. 11(d)], thus allowing for detection.
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V. CONCLUDING REMARKS

In this article, we developed a probabilistic, set-based dis-
tributed anomaly detection framework for a large-scale uncertain
nonlinear system. The designed threshold sets are guaranteed to
be robust against uncertainties up to a user-desired probability.
By using the Scenario Approach, such probability is met with
a confidence level that depends on the number of uncertainty
samples used during the design. On top of this framework, a
novel privatized communication scheme has been proposed, that
allows neighboring local detectors to exchange the data needed
to compute the thresholds, while protecting the privacy of their
subsystem local input. The proposed scheme is based on commu-
nicating sets that contain the results of queries based on adjacent
inputs, with a given probability. As such, this scheme is not based
on additive Laplacian noise nor does require the computation
of query sensitivities. Theoretical results were provided to link
the desired level of privacy to the loss of performance of the
distributed detection scheme. As future work, we plan to address
several research questions that were left unanswered. A first
question regards the possibility to derive an analytical detectabil-
ity theorem that characterizes the proposed detection scheme.
Indeed, even if the cascaded optimization problem proposed to
determine the threshold is meant to increase detectability, still
what is the probability of detecting faults belonging to a given
class is an open question. A second question would be directed
at extending the distributed detection scheme in order to allow
for anomaly isolation as well. Finally, an extended numerical
study that compares the proposed approach, with and without
privacy, to established deterministic and probabilistic detection
schemes would allow to quantify the expected benefits of the
approach.

APPENDIX

Proof of Theorem 1: Due to the nonconvexity introduced by
the Chebyshev distance, we have to recast the second stage
problem (10b) into ξ subprograms. By denoting with Ψj the
feasible solution set of the jth subproblem it is clear that the
optimizer of (10b) can be found in

⋃ξ
j=1 Ψj [15].

For clarity the proof will be broken down into three steps: a)
application of the scenario approach of [40] to each individual
subprogram; b) extension to the ξ subprograms; c) theoretical
conditions for the optimizer υ∗ := [θ∗b, γ

∗]� to be a feasible
solution of (9).

Let us now denote with T(θ∗b) the threshold set Tk obtained
when1Tk

is parameterized by a given θ∗b , and recall thatV(T(θ∗b))
is the violation probability as in Definition 6.

a) Applying the existing results in [40] to each subprogram,
we have ∀j ∈ {1, . . . , ξ}:

PNs

[
V(T(θ∗bj )) ≤ 1− α

]
≤

�−1∑
i=0

(
Ns

i

)
(1− α)iαNs−i.

b) Considering that V(T(θ∗b)) ⊆
⋃ξ

j=1 V(T(θ∗bj )), we can
readily extend the aforesaid results to ξ subprograms as follows:

PN [V(T(θ∗b)) ≤ 1− α] ≤ PN

[⋃ξ

j=1
V(T(θ∗bj )) ≤ 1− α

]

≤
∑ξ

j=1
PN

[
V(T(θ∗bj )) ≤ 1− α

]

< ξ
∑�−1

i=0

(
N

i

)
(1− α)iαN−i ≤ β.

Note that the obtained bound is the desired assertion as it is
stated in the theorem. However, the most important part of the
proof is to extend this result to the cascade setup of the present
optimization problem in (10).

c) In order to proceed let us first define another indicator func-
tion 1{·} : [0, 1] �→ {0, 1} that indicates whether the inequality
in its argument, which is a function of a random variable, holds
or not. We now have to provide a new bound for the follow-
ing Ns-fold product conditional probability PNs [V(T(θ∗b)) ≤
1− α

∣∣γ∗] which is a random variable with respect to γ∗ due to
the fact thatγ∗ is an optimal solution of the first step optimization
problem and it depends on specific random samples. To this end
consider the following Ns-fold product conditional expectation
problem:

EN
[
1{V(T(θ∗

b))≤1−α}
∣∣∣γ∗] = PN

[
V(T(θ∗b)) ≤ 1− α

∣∣∣γ∗] .
(25)

The best approximation of PN [V(T(θ∗b)) ≤ 1− α|γ∗] is
given by EN [1{V(T(θ∗

b))≤1−α}
∣∣γ∗] which is a function of random

variable γ∗. The best here means that one cannot do any better
than this due to the fact that PN [V(T(θ∗b)) ≤ 1− α|γ∗] is itself
a function of random variable γ∗. Finally, we calculate the above
quantity by the law of the unconscious [45], as follows:

EN
[
EN

[
1{V(T(θ∗

b))≤1−α}
∣∣∣γ∗]]

=
∑

ν
EN

[
1{V(T(θ∗

b))≤1−α}
∣∣∣γ∗ = ν

]
PN [γ∗ = ν]

= EN
[
1{V(T(θ∗

b))≤1−α}
]
= PN [V(T(θ∗b)) ≤ 1− α]

where the last equation is due to the partition theorem.
The proof is completed by noting that the final expression is

already bounded in part (b) of the proof. �
Proof of Theorem 4: Following Definition 6, we have the

following updated situation:

α ≤ P
[
rk+1 ∈ Tk+1 d̃ ∈ B̃N

]
which is a joint probability of rk+1 ∈ Tk+1 and d̃ ∈ B̃N . Such a
joint probability can be equivalently written as a joint cumulative
distribution function (CDF):

α ≤ P
[
rk+1 ∈ Tk+1 d̃ ∈ B̃N

]

=

∫
Tk+1

∫
B̃N
p(rk+1 , d̃) drk+1 dd̃

= Frk+1 , d̃ (Tk+1 B̃N ) (26)

where Frk+1 , d̃ (Tk+1 B̃N ) and p(rk+1 , d̃) are a joint CDF

and a joint probability density function (PDF) of rk+1 and d̃,
respectively.
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Our goal is to calculate:

P [ rk+1 ∈ Tk+1 ] =

∫
Tk+1

p(rk+1) drk+1 = Frk+1
(Tk+1)

where p(rk+1) is the PDF of rk+1. In order to transform the
joint CDF into the marginal CDF of rk+1, one can take the limit
of the joint CDF as B̃N approaches RnN

P [ rk+1 ∈ Tk+1 ] = Frk+1
(Tk+1)

= lim
B̃N→RnN

Frk+1 , d̃ (Tk+1 B̃N )

= lim
B̃N→RnN

Frk+1 | d̃ (Tk+1 | B̃N )Fd̃ (B̃N )

= Frk+1
(Tk+1) lim

B̃N→RnN
Fd̃ (B̃N ) (27)

where the last equality is due to the independency of rk+1 and
d̃. To determine lim

B̃N→RnN
Fd̃ (B̃N ), one can calculate

lim
B̃N→RnN

Fd̃ (B̃N ) =

∫
RnN

p(d̃)dd̃

=

∫
RnN \B̃N

p(d̃)dd̃+

∫
B̃N
p(d̃)dd̃

= P
[
d̃ /∈ B̃N

]
+ P

[
d̃ ∈ B̃N

]
= (1− α̃N ) + α̃N = 1 (28)

where p(d̃) is the PDF of d̃, and the last equality is a direct result
of Theorem 2. We now put all the steps together as follows:

α ≤ P
[
rk+1 ∈ Tk+1 d̃ ∈ B̃N

]
= Frk+1 , d̃ (Tk+1 B̃N )

≤ Frk+1
(Tk+1) lim

B̃N→RnN
Fd̃ (B̃N )

= P [ rk+1 ∈ Tk+1 ]

( ∫
RnN \B̃N

p(d̃)dd̃+

∫
B̃N
p(d̃)dd̃

)

≤
∫
RnN \B̃N

p(d̃)dd̃+ P [ rk+1 ∈ Tk+1 ]

∫
B̃N
p(d̃)dd̃

= (1− α̃N ) + α̃N P [ rk+1 ∈ Tk+1 ]

where the first inequality and equality is due to (26), the second
inequality is due to (27), the second and last equality is due to
(28), and the last inequality is due to the fact that P [ rk+1 ∈
Tk+1 ] ≤ 1. Rearranging the last equation results in

α− (1− α̃N )

α̃N
= 1− 1− α

α̃N
= ᾱ ≤ P [ rk+1 ∈ Tk+1 ] .

The proof is completed by noting that the final equation is our
desired assertion. �
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