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SUMMARY

Silicon nitride (SiN) membrane electromechanics have shown to serve as excellent sys-
tems for applied research on sensing and transduction applications. Nevertheless, their
relatively large mass in combination with high-Q also makes them suitable for more fun-
damental research, where gravitational effects can be tested on large mass quantum
states, an experiment which has been elusive till so far. However, creating long-lived
mechanical quantum states can be challenging for numerous reasons. One difficulty
arises when integrating these membranes into a microwave circuit. In particular, the
degradation of the mechanical resonator quality factor in an unpredictable manner. An-
other complication is that we often have to deal with a low coupling between the devices,
which makes the control aspect of the mechanical resonator tougher.

In this thesis, we present a robust SiN based electromechanical platform that uses
a custom-built flipchip tool. It allows for achieving single photon-phonon coupling on
the order of Hz and high-Q factors at cryogenic temperatures consistently. In chapter 1,
we introduce the field of optomechanics and the motivations for extending this field to
microwave frequencies. In chapter 2, we provide a detailed derivation of the electrome-
chanical hamiltonian and use the Heisenberg-Langevin equation of motion to derive an
analytical expression for the classical cavity field and mechanical amplitudes. After in-
troducing fluctuations operators in the field amplitudes, we are able to obtain an expres-
sion for the noise power spectral density using Wiener–Khinchin theorem. In chapter 3,
we give an extensive overview of the design and fabrication methods that we followed to
make the electromechanical devices used in our experiments. In chapter 4, we optimise
the shape of a lumped-element resonator that is to be used in our electromechanical sys-
tem. By simulating with electromagnetic software Sonnet EM, we show that a large loop
inductor can negatively impact the resonator quality factor in case a copper platform is
located at the bottom of the device. The losses improve tremendously when replacing
the loop with a meandered design of the inductor. In chapter 5, we combine a square SiN
membrane with the optimised lumped-element resonator, using the flipchip tool. We
show that the electromechanical system offers large enough sensitivity to quantify the vi-
brations originating from the cryocooler at the mixing chamber stage. This device shows
promise to serve as a broadband cryogenic accelerometer. In chapter 6, we demonstrate
that placing the square SiN membrane within a silicon phononic shield significantly en-
hances the mechanical quality factor and therefore the cooperativity. We also discuss
the implications of mechanically induced cavity noise on the measurements. In chapter
7, we conclude the thesis and present the prospects of overcoming mechanical induced
cavity noise that afflicts our measurements using 2 different methods i.e. a mechanical
isolation system and microwave noise locking mechanism.

xi





SAMENVATTING

Elektromechanische platformen gebaseerd op siliciumnitride (SiN) membranen worden
alom gebruikt voor ultranauwkeurige detectie- en transductie doeleinden. Desalniette-
min maakt de relatief grote massa in combinatie met een hoge Q-factor hen ook geschikt
voor fundamenteel onderzoek waarbij zwaartekrachtseffecten kunnen worden bestu-
deerd in quantum systemen, een experiment dat tot nu toe nog niet gerealiseerd is. Dit
vergt het creëren van langdurige coherente mechanische kwantumtoestanden. Deson-
danks kan dit om verschillende redenen een uitdaging zijn. Een moeilijkheid doet zich
voor bij het integreren van deze membranen in een microwave circuit. Hierbij degra-
deert de mechanische resonator Q-factor op een onvoorspelbare wijze. Een andere com-
plicatie is dat we vaak te maken hebben met een lage koppeling tussen de apparaten, wat
het coherente besturingsaspect van de mechanische resonator moeilijker maakt.

In dit proefschrift wordt een robuust elektromechanisch platform gepresenteerd dat
gebaseerd is op SiN en gebruik maakt van een op maat gemaakte flipchip-tool. Dit maakt
het mogelijk om een consistent foton-fononkoppeling in de orde van Hz en hoogwaar-
dige Q-factoren te bereiken op cryogene temperaturen. In hoofdstuk 1 wordt het veld
van de optomechanica geintroduceerd en de redenen om dit generaliseren naar micro-
wave frequenties. In hoofdstuk 2 wordt een gedetailleerde afleiding van de elektrome-
chanische hamiltoniaan gegeven en wordt de bewegingsvergelijking van Heisenberg-
Langevin gebruikt om een analytische uitdrukking af te leiden voor de klassieke elek-
tromagnetische en mechanische amplitudes. Na het introduceren van operatoren voor
fluctuaties, wordt een uitdrukking verkregen voor de spectrale dichtheid van het ruis-
vermogen met behulp van de Wiener–Khinchin stelling. In hoofdstuk 3 wordt een uit-
gebreid overzicht van de ontwerp- en fabricagemethoden gegeven, dat is gevolgd om
de elektromechanische apparaten te maken die in de experimenten worden gebruikt.
In hoofdstuk 4 is de geometrie van een microwave lumped-element resonator geopti-
maliseerd die bovendien ingezet zal worden in ons elektromechanische systeem. Door
te simuleren met elektromagnetische software Sonnet EM, wordt er aangetoond dat een
grote lus vormig spoel een negatieve invloed kan hebben op de Q-factor van de resonator
indien zich een koperen platform aan de onderkant van het apparaat bevindt. De verlie-
zen verbeteren enorm wanneer de lus wordt vervangen door een compacte gekronkeld
ontwerp van de spoel. In hoofdstuk 5 is een vierkant vormig SiN-membraan gecombi-
neerd met de geoptimaliseerde lumped-element resonator, met behulp van de op maat
gemaakte flipchip-tool. Vervolgens wordt gedemonstreerd dat het elektromechanische
systeem voldoende gevoeligheid biedt om de vibraties van de cryokoeler op de millikel-
vin plaat te kwantificeren. Dit apparaat is zeer geschikt om als een breedband cryogene
versnellingsmeter te fungeren. In hoofdstuk 6 wordt het vierkante SiN-membraan in
een akoestisch schild geplaatst, waardoor de mechanische Q-factor en daarmee de coö-
perativiteit aanzienlijk verbetert. Daarnaast worden de gevolgen van mechanisch geïn-
duceerde elektromagnetisch ruis op de metingen besproken. In hoofdstuk 7 wordt het

xiii
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proefschrift afgesloten en zijn de vooruitzichten gepresenteerd die het overwinnen van
mechanisch veroorzaakte elektromagnetisch ruis mogelijk maakt. Er worden 2 metho-
den voorgesteld, namelijk een mechanisch isolatiesysteem en een FPGA gestuurd feed-
back systeem.



1
INTRODUCTION

At present, it is without doubt that the field of optomechanics is growing at a fast pace,
considering the many unexplored territories of physics that can be accessed using optome-
chanical platforms. In this chapter, we provide a brief history of cavity optomechanics
by highlighting the major achievements within the field. We also mention the existing
challenges within quantum mechanics in general and how cavity optomechanics can be
utilized to provide new insight into the foundation of quantum mechanics.

1
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2 1. INTRODUCTION

1.1. THE PROBLEM
A popular statement in physics goes as follows: it is the biggest of problems, it is the
smallest of problems. Physicists have developed two separate rulebooks to explain how
the universe works. We have general relativity (GR) that elegantly describes gravity which
governs the dynamics of big objects such as the orbit of planets, stars, colliding galaxies,
the expansion of the universe and so on. Almost every modern electronic device con-
nected to the internet nowadays have built-in GPS systems that account for the earth
gravitational field to accurately determine their location. That is the big.

On the other hand, we have quantum mechanics that is well-equipped to determine
the dynamics of systems governed by the electrostatic force and the two nuclear forces.
For example, the red glow of a heating element as you toast a slice of bread or the ra-
dioactive decay of an unstable atom such as uranium, are all phenomena that quantum
mechanics can correctly explain. It is undoubtedly the most successful theory that has
paved the way to engineer new materials, build quantum computers, ultra-secure com-
munication protocols, creation of lasers, sensing at extraordinary small scales, and we
could go on. That is the small.

While the two theories are the pillars of modern physics, they are theories that are
formulated differently. The problem now is that both describe reality in a form in which
the other cannot, making them incompatible. One of the holy grails of modern physics
has been to unify the small and the big with a single formalism, but unfortunately with-
out any success to date. The difficulty lies in the fact that it requires extreme envi-
ronmental conditions in the lab to have a big and massive object exhibit quantum be-
haviour. Therefore, the interplay between classical Newtonian mechanics and quantum
mechanics has been limited to only theoretical descriptions on the drawing board. In
this thesis, we construct an optomechanical platform that can or may provide experi-
mental insights into the effects of gravity in a quantum system.

1.2. BRIEF HISTORY OF CAVITY OPTOMECHANICS
We cannot deny the fact that observing the night sky has given rise to many fields of
research within physics. The most famous example is the formulation of Newtonian
mechanics in 1687 by Isaac Newton to explain the orbit of the moon around the earth.
Nowadays, the principles are Newtonian mechanics are used in construction, automo-
tive industry, aerospace and so forth.

Another groundbreaking observation by studying the night sky was done by Chinese
astronomers in 635 AD. They observed that the tail of comets always pointed away from
the sun. It was only in the early 17th century when German physicist Kepler made the
same observation. His explanation: sunlight pushes away the tail. These were the first
speculations that light somehow was able to exert a force on matter. At that time, the
idea was still vague and was considered unorthodox. It was Maxwell, a Scottish physi-
cist, who formulated the theoretical framework in which he showed that electromagnetic
radiation exerts a pressure upon any surface it is exposed to. This pressure was later mea-
sured in 1900 by Russian physicist Pyotr Lebedev [1]. At that time, researchers did not
know how to utilize or control the radiation pressure force and the particle nature of light
was still widely debated in the physics community. In 1906, Einstein proposed a thought
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Figure 1.1: Black box containing gas molecules (black dots) and a perfectly reflecting mirror (blue) thermalized
at room temperature. Since the mirror wiggles due to constant collision with the gas molecules, the reflected
radiation is Doppler shifted and has k ′ = k(1− v/c). The momentum transfer is proportional to k − k ′ and
can be considered as an additional force used to damp the motion of the mass, with damping coefficient γ
proportional to the laser power.

experiment, shown in Fig.1.1, in order to obtain more insight into the nature of radiation
[2].

Here, a moving mechanical oscillator with perfectly reflecting surfaces is kept inside
a blackbody cavity filled with gas. The mirror wiggles due to the transfers of energy from
gas molecules via collisions. The mirror transfers energy to the radiation field via radi-
ation damping. Here, Einstein concluded that the particle and wave nature of light has
to be considered to obtain a complete description for thermal equilibrium between gas,
mirror and radiation field. Implicitly came forward that the radiation pressure from the
radiation field can also be used to effectively extract kinetic energy from the mirror and
therefore dampen its motion. These were very revolutionizing concepts, but in a time
with limited technological capacity, was difficult to realize an experiment demonstrat-
ing this effect. It was not until late 1967, when Russian physicist, Braginsky, established a
concrete theoretical framework of this concept. He explained that the retarded nature of
radiation pressure effects of the electromagnetic field in a high-frequency optical cavity
consisting of a low-frequency movable mirror, lead to damping or amplification of the
movable mirror [3]. This effective interaction between a slow and fast oscillating system
is what we call dynamical backaction. A year later, he experimentally demonstrated elec-
tromagnetic damping of a mechanical resonator, which was impressive considering that
the laser was not invented yet [4]. This laid the early phase of the groundwork of what is
now known as cavity optomechanics.

An optomechanical system at its core is an extremely simple optical system as shown
in Fig.1.2. It is similar to a Michelson interferometer composed of two mirrors, but in
optomechanics, one of the mirrors is able to move freely. The mechanical oscillator i.e.
movable mirror, position is coupled with the optical field by the laser radiation pressure
force i.e. the force exerted by the photons of the laser. Likewise, the motion of the mirror
itself also changes the properties of the optical system. The radiation pressure force is
extremely small and for comparison: it will take 7.5 million pocket lasers (1 mW) to hold
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Figure 1.2: A simple cavity optomechanical setup [5]. By allowing one of the mirrors of the Fabry-Perot cavity
to move freely, the optical and mechanical degree of freedom can couple in presence of laser light.

up a 2.5 mg mosquito against gravity. A noteworthy fact is that optomechanical effects
can be observed in a variety of devices, as shown in Fig.1.3. From pg nanomechanical
resonators, dielectric particles, cold atoms to kg mirrors, with lengthscales from nm to
m and resonance frequencies from Hz to GHz.

The essence in cavity optomechanics is that we obtain control over the mechanics
(cooling and amplification) through the radiation pressure force, and it simultaneously
allows us to measure the mechanical motion. Now the question arises: by how much
can the mechanical resonator be cooled, and the accuracy with which we can measure the
displacement of the mechanics?

The answer is that with the right set of optomechanical parameters and laser power,
a mechanical resonator can be cooled down to its quantum groundstate. At this point,
quantum behaviour start to appear and we need quantum mechanics to describe its dy-
namics. This then answers our second question, because the accuracy of position mea-
surement is set by the standard quantum limit (SQL) as dictated by quantum mechanics.
In certain cases, the accuracy can even surpass the SQL at the cost of losing information
of a non commuting observable.

There has been an explosion of interest by researchers that try to harness the radia-
tion pressure force for applications such as ultrasensitive detection, quantum commu-
nication, and studies in the foundations of quantum physics. Starting from 2006, the aim
within the community was to cool mechanical complaint parts of nano and micro op-
tomechanical systems to their quantum groundstate. In Fig.1.4, we show the progress on
this topic and in 2011 researcher finally managed to reach groundstate in both, an opti-
cal [7] and microwave system [8]. Achieving groundstate opened doors to perform more
advanced experiments, such as engineering mechanical quantum states e.g. Fock states
or Schrödinger cat states [9]. The pioneering work of O’Connell et al. [10]. was the first
to demonstrate a mechanical Fock state, while Palomaki et al. [11] went a step further
by showing coherent exchange of a single phonon and photon. This was a huge step
towards quantum state engineering with mechanical devices. Then in 2015, Wollman
et al. [12] demonstrated squeezing of mechanical motion below the standard quantum
limit as imposed by quantum mechanics. Using squeezed mechanical states is advanta-
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Figure 1.3: Various optomechanical devices that differ in length, mass and resonance frequency [6].

geous for many applications in sensing because it enhances precision measurements by
increasing signal-to-noise.

Perhaps the most famous and notable example of optomechanics at work is the laser
interferometer gravitational-wave observatory (LIGO), shown also in Fig.1.3 (top). In
September 2015, the extreme sensitivities of LIGO detectors made it possible to detect
gravitational waves emitted by the collision of two distant black holes [14]. By exploiting
an exotic type of light called squeezed light, LIGO is able to detect a change in distance
equal to 1/10000th of a proton [15]. Through the rapid development in quantum control
techniques, Reed et al. [16] demonstrated (2017) coherent transfer of an electromagnetic
superposition state (0-1) onto a micron sized metal drum. Not very long after that, in
2018 Riedinger et al. [17], was able to entangle two micron size mechanical oscillators
separated by 30 cm.

While the technology for quantum state engineering in optomechanics is still in de-
velopment, already new interesting ideas started to emerge about generating mechani-
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Figure 1.4: Efforts of optomechanical cooling of mechanical resonators to their quantum groundstate by var-
ious research groups [13]. Here, the initial and final phonon number of the fundamental mechanical mode is
shown. Groundstate cooling was accomplished in 2011 by Ref. [7] and [8].

cal quantum states in optomechanical platforms to study gravity [18, 19]. These systems
have a mechanical degree of freedom and their dynamics can be governed by gravity to
some degree. The great interest and excitement in these ideas stem from the existing in-
compatibility between the formulation of quantum mechanics and gravity. In quantum
mechanics, time is universal and absolute and thus modelled as an independent vari-
able. However, in Einstein theory of GR, time is considered relative and dynamical. It is
inseparably interwoven with the other x, y, z space dimensions into a space-time fabric.
This fabric bends in the presence of matter, causing nearby objects to fall (gravity) and
time to slow down. This has also been established empirically. Now the confusion: in
quantum mechanics, an object can exist in a superposition of being at two locations at
the same time. These effects could give rise to a space-time superposition in which time
flows at two different rates, as shown in Fig.1.5. Quantum mechanics cannot be used to
describe this event accurately, since time is not an operator. Nor can GR because it is a
local theory that is deterministic and does not allow for superpositions.

Excitingly, non-classical mechanical superposition states have already been demon-
strated in microwave electromechanical circuits [16], where mass is displaced at multi-
ple locations at the same time. Mechanical Schrödinger cat states are another type of
quantum states that can have large uncertainty in position, and here the mass is dis-
placed in space and interferes with itself. Recently, many schemes have been proposed
to generate these Schrödinger states in optomechanical platforms [20–22].

At present, no theory can be used to model GR induced deviations of these quantum
states, but tentative guesses can still be made estimating time scales on which GR and
quantum mechanics may interplay, as well as the consequences of such a situation. Ref.
[23] has evaluated different mechanical oscillators on their potential for exploring the in-
teraction between quantum mechanics and GR and obtained an expression for a char-
acteristic timescale. Subsequently, they put forward the system parameters such that
the consequences of this situation start to become measurable and found that none of
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Figure 1.5: A mass m is put in a quantum superposition of two states which are displaced in the opposite
direction with ∆x. The states evolve with different times i.e. t− (blue) and t+ (right) with respect to a reference
time frame tfar far away from the mass [23]. The notion of having correlated quantum states experiencing
different time evolution conflicts with the formalism used to describe quantum mechanics.

the systems mentioned above have sufficient combination of mass and coherence time
to probe gravitational effects. In this thesis, we present a high-Q and high coorperativity
optomechanical platform that combines a massive SiN membrane with a superconduct-
ing lumped-element resonator. This system shows promise for conducting experiments
that could provide new and exciting insights in a yet grey area within physics regarding
the interplay between quantum mechanics and gravity [23].

1.3. THESIS OUTLINE
Where this chapter has presented an introduction and advances in the field of opto-and
electromechanics, the rest of the thesis deals with technicalities of assembling and char-
acterizing an electromechanical system. In chapter 2, we start by introducing the elec-
tromechanical circuit that we utilized and derive the corresponding coupled equations
of motion (EOM). Upon linearizing and solving the EOM, we obtain an analytic expres-
sion for the parametrized cavity field amplitudes. The solutions allow us to find an ex-
pression for the noise powerspectrum of the joint system as measured with a spectrum
analyser. In chapter 3, we give tangible meaning to the electromechanical circuit. We
discuss the design conditions that both, the mechanical and electrical resonator need
to satisfy considering the scope of this thesis. We then continue with a description of
the fabrication process that we follow to make these devices. In chapter 4, we charac-
terize the electrical circuit to be used in our future electromechanical devices. These
circuits are superconducting lumped-element resonators in the GHz-range. Using elec-
tromagnetic simulations, we show that the shape of these resonators can be altered to
reduce its conductive losses. In chapter 5, we have assembled an electromechanical
device with the optimized lumped-element resonator and a high tensile stress Si3N4

square membrane using a new flipping technique. This device functions as a broadband
cryogenic accelerometer that we use to calibrate the mechanical vibrations induced by
the cryocooler of the dilution refrigerator. In chapter 6, we show that placing the Si3N4

membrane within a phononic shield array can significantly reduce mechanical radiation
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losses. Upon characterization, the device is disturbed by mechanical noise and poses a
challenge to calibrate electromechanical parameters. We nevertheless study the device
in presence of mechanical noise and perform OMIT and ringdown measurements. In
the laster chapter, we conclude the thesis by reflecting on the results and limitations of
our architecture.
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2
THEORETICAL BACKGROUND

In this chapter, we briefly outline the theory behind our superconducting electromechani-
cal circuit realized via capacitive coupling. First, we model the fundamental mode of the
mechanical resonator as an independent harmonic oscillator that is subjected to an ex-
ternal force and derive the mechanical susceptibility. We then couple the mechanical and
electrical degree of freedom by capacitively integrating the mechanical oscillator into a su-
perconducting lumped-element resonator. To get the dynamics of the coupled system, we
write down and solve the linearized Heisenberg-Langevin equations of motion and obtain
solutions for the classical and quantum field amplitudes. By computing the autocorrela-
tion of the fluctuations operators, we obtain a general analytical expression for the noise
power spectral density. This is convenient since the power spectrum can be directly mea-
sured with a spectrum analyser and allow us to calibrate electromechanical parameters.

The analytical derivations in this chapter have been performed by A. Sanz Mora.
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2.1. MECHANICAL RESONATORS
In this section we derive an analytical expression for the response function of the funda-
mental mode of a mechanical resonator when subjected to an external force. A mechan-
ical resonator is a mechanical object that is not infinitely rigid, as assumed and covered
in most modern courses on introductory mechanics. The dynamics of a rigid body, when
subjected to an external force, can be described by the position of the centre of mass and
its orientation with respect to a fixed coordinate system. When the rigidity assumption
is omitted, we need to take into account the flexibility of the atomic bonds that gives
rise to internal motion. This causes deformation, or strain, of the object. Here, we are
not interested in the rigid translation of the object, but only in the strain that occurs
within the object. The strength of the atomic bonds also determines the mechanical and
electrical properties of the material. The strain is related to the applied force per area
(stress) through the stiffness of the material, commonly known as the Young modulus.
This relation is known as the Hooke law and is expressed as

σ= εQ (2.1)

Here, ε and σ are the strain and normal stress (force per unit area) vector, respectively
and Q, the elastic stiffness matrix. If we assume a single degree of freedom, Eq.(2.1)
reduces to σ= εE . The internal stress-strain relation of a body as described by Eq.(2.1) is
analogous to the restoring force of a mass connected to a spring with spring constant k.
The equation of motion governing the dynamics of a mass-spring system is given by,

M ẍ +γm ẋ −kx = Fext(t ) (2.2)

Here, M is the mass and γm is the damping rate. It is convenient to study the response
of the system in the frequency domain. Therefore, we Fourier transform and rewrite
Eq.(2.2) and obtain

X (ω) = F (ω)/M

(ω2 −ω2
m)− iωγm

=χm(ω)
F (ω)

M
(2.3)

The denominator is considered the inverse susceptibility χ−1
m of the mechanical system

and is independent of the external force. The magnitude of the susceptibility can also
be regarded as the sensitivity of the mechanical system as a transducer, which relates
the external force Fext(ω) to mechanical amplitude X (ω). For a given frequency ωm , the
susceptibility reach a maximum. We call this the mechanical resonance frequency and is
defined as ωm =p

k/M of the mass-spring system. If however the damping γm gets too
large then, for the system in Eq.(2.2), there is no peak and, hence, no practical resonance.

We define a dimensionless parameter called the quality factor Q, Qm =ωm/γm , which
quantifies the number of coherent mechanical oscillations that takes place before its am-
plitude decreases with eπ or by 4%. This definition of the Q factor hold when Q À 1. For
illustrative purposes, we show |χm(ω)|2 for Q-factors of 10 and 105 in Fig.2.1.

At ω ¿ ωm , the resonator shows a flat frequency response with |χm(ω)|2 ≈ 1/ω4
m .

The susceptibility at resonance ω=ωm reduces to |χm |2 =Q2
m/ω4

m and here, the system
reaches its maximum sensitivity. Note that the sensitivity on resonance depend linearly
on Q and deteriorate with decreasing Q. As the frequency get larger than ωm , the sensi-
tivity decreases rapidly with ω2.
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Figure 2.1: Simple mass-spring analogy of mechanical resonator. (a) Mass-spring model that is used to rep-
resent the fundamental mode of a mechanical resonator to first order. The model consists of a mass M con-
nected to a spring with spring constant k and damping rate γm . (b) The mechanical sensitivity |χm (ω)|2 for
Qm = 10, 105 depicted by the red and blue curve, respectively. The mechanical fundamental mode is located
at ωm = 2π×1000 kHz.

Effective mass
To estimate electromechanical parameters, it is important to carefully calibrate the mass
of the mode of interest. Since only a small part of the mechanical mode contributes to
the motion [1], we model it as a position measurement of a point with effective mass
meff that has the same order of magnitude as total mass M. Now we ask ourselves: what
is then the effective mass of the fundamental mode?
First, we write down the total amplitude displacement of the mechanical resonator that
is expressed in the basis formed by the eigenfunctions ξn and is given by [2]

z(x, t ) =∑
n

un(t )ξn(x) (2.4)

Note that ξn(x) describes a one-dimensional mode shape for the nth mode of the res-
onator as a function of position x (for simplicity). The effective mass meff can be deter-
mined by considering the potential energy for nth mode for a small length dx with mass
element dm = ρAdx and is given with

dU = 1

2
ρAω2

n |un(t )ξn(x)|2dx (2.5)

mn,eff = ρA
∫

x
|ξ2

n(x)|dx (2.6)

assuming ρ is homogenous. The eigenfunctions ξn can be viewed as density functions
and in case they are orthonormal with L−1

∫ L
0 ξ

2
ndx = 1, then meff = M [2]. Here, we

chose to normalize ξn such that the maximum of |ξn | is unity. Using this convention,
the eigenfunctions are orthogonal, but not orthonormal anymore. For a rectangular
membrane and our chosen convention of normalization results in a meff = 0.25 M and
is the same for every mode of the membrane [3]. In the next section we regard the
membrane as a rigid plate with meff = 0.25 M where its dynamics is equivalent to that
of the original membrane with mass M. Using other normalization techniques such as
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the average displacement (L−1
∫ L

0 ξndx = 1) will result in a different effective mass. Note
that one is free to choose any definition of the displacement amplitude or the effective
mass, but choosing one fixes the other, such that the equipartition theorem still holds
i.e. mn,effω

2
n〈zn(t )2〉 = kbTn [4].

2.2. DYNAMICS OF ELECTROMECHANICAL SYSTEM

2.2.1. CAPACITIVE COUPLED ELECTROMECHANICS

We combine the mechanical resonator with an electrical system, of which we are able to
measure voltages and currents and hence deduce mechanical observables. These com-
bined systems known as electromechanical circuits, in which the electrical circuit used
throughout this research is a superconducting LC resonator. The response of the LC
resonator is then parametrized by the displacement of the mechanical resonator. The
methods of combing these 2 harmonic oscillators are via (1) inductive coupling [5, 6] or
(2) capacitive coupling [7, 8]. Inductive coupling is when the mechanical displacement
modulates with magnetic flux of the electrical circuit and therefore its inductance. In a
capacitive coupled scheme, the capacitance of the circuit is modulated and in both cases
the resonance of the circuit depend on the mechanical amplitude. In this thesis, the em-
phasis will be on capacitive coupled electromechanical systems, of which we provide the
mathematical description.

We characterize the electromechanical circuit sketched in Fig.2.2 in terms of an in-
ductor with inductance L and a capacitor with capacitance C (x), which depends on the
distance x between its electrodes. The upper electrode is able to oscillate freely around
the equilibrium position x0, so that the only degree of freedom of mechanical motion is
x [9] 1. The movement of the oscillating electrode will induce a change in capacitance,
thereby coupling the mechanical motion of the electrode to the circuit dynamics. This is
known as a capacitive coupling. To study the dynamics of our electromechanical circuit,
we shall derive the Hamiltonian accounting for such capacitive coupling.

In order to do so, we first need to determine the function C (x). Unfortunately, an ex-
plicit form for C (x) is usually hard to determine because the exact shape of the electrodes
are yet unknown. However, we do not need to know the exact mode shape since we have
reduced the membrane dynamics to a rigid plate with an effective mass. Its motion nor-
malized such that the maximum displacement is unity. Assuming a valid harmonic ap-
proximation for the mechanical motion of the moving electrode, we can obtain a good
estimation of C (x) by using a Taylor series expansion around x0.

Keeping terms up to linear order in x, we obtain C 'C0+[∂C /∂x]x0 xm . The resonance

1In general, any distortion in the geometry of a capacitor will lead to a change of its stored electrical energy
and consequently in an applied stress upon the body that comprises the capacitor. Electrical forces may then
deform the very same movable electrode the motion of which we describe through the single mechanical
degree of freedom x. Thus, in principle one should account for the electrical energy, as well as the elastic
energy, when computing the shape functions and frequencies of the resonant mechanical modes of such
movable electrode [9]. However, if mechanical resonance frequencies are way lower than electrical ones,
electrical forces will most probably disturb very little the mechanical degrees of freedom that account for
the motion of the movable electrode. Each mechanical mode can then be treated independently as a single
degree of freedom. Then if x is the coordinate describing the motion of the mode that interests us, we may
consider the capacitance to be given by the function C (x).
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Figure 2.2: Capacitively coupled electromechanical (lumped-element) circuit with inductance L and capaci-
tance C. The upper plate of the capacitor represent the mechanical oscillator and is described as a rigid plate
with meff. Since it is allowed to oscillate freely, the capacitance of the circuit becomes C → C (x), hence we
obtain coupling between the mechanical and electrical degree of freedom. A realistic circuit includes internal
and external dissipation with Rin (red) and Zin (green), respectively. The circuit is probed with source V0.

frequency of the LC-oscillator is now approximated with

ω̃c (x) = 1

LC (x)
'ωc

[
1− 1

2C0

[∂C

∂x

]
x=x0

xm

]
(2.7)

where C0 =C (x0) and ωc =
p

1/LC0 are, respectively, the capacitance and the resonance
frequency of the bare circuit (in static equilibrium), and xm = x − x0 is the displacement
amplitude of the harmonically bound electrode. The last approximation in Eq.(2.7) fol-
lows from the assumption that a small displacement of the moving electrode results in a
small change in capacitance, that is x0 · (1/C0)∂C /∂x

∣∣
x0

¿ 1. More importantly, the ex-
pansion above shows that, as a result of the capacitive coupling, the resonance frequency
of the LC circuit gets modulated by the amplitude of motion xm of the movable electrode
of the circuit’s capacitor. This effect shall then manifest in the power spectrum of a mi-
crowave signal reflecting off the circuit. It will do so primarily in the form of sidebands
located a mechanical frequency above and below from the signal carrier frequency. To
compute noise spectra, we rely on input-output theory under a quantum description of
the system Hamiltonian.

2.2.2. SYSTEM HAMILTONIAN
We write down the Hamiltonian that governs the quantum dynamics of the electrome-
chanical circuit. To this end, we follow the usual approach of canonical quantization. We
start treating electrical and mechanical variables on an equal footing under the frame-
work of Lagrangian mechanics. Let us first address the description for the electrical de-
grees of freedom. We shall consider the charge Q flowing across the circuit components
as the generalized coordinate. The normal coordinate of the LC-oscillator would then be

Q̃ =Q
p

L, and so its corresponding Lagrangian would read LLC = [ ˙̃Q2 − ω̃c
2(x)Q̃2]/2 [9].

Finally, the Legendre transformation HLC = ˙̃QΦ̃−LLC gives the circuit Hamiltonian with

Φ̃ = ∂LLC /∂ ˙̃Q = ˙̃Q the canonical momentum conjugate of Q̃. Here, we have restricted
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ourselves to a non-relativistic description, and so the transformation above is valid. In
such case, the following adiabatic picture holds: the energy of the circuit at successive
instants of time can be computed as if the movable electrode were at rest2. The canon-
ical momentum pm of the movable electrode of mass meff is then given by the kinetic
momentum meff ˙xm . We obtain the Hamiltonian H of the joint system by simple adding
the Hamiltonian Hm = p2/2meff +V (xm) of the movable electrode to HLC . Note that we
have assumed a harmonic approximation for the motion of the movable electrode, i.e.
we employ the harmonic oscillator potential V (xm) = meffω

2
m x2

m/2, and recasting LLC in
terms of Φ̃ in the definition of HLC leads to

H = HLC +Hm = 1

2

[
Φ̃2 + ω̃2

c (x)Q̃2]+ p2
m

2meff
+ 1

2
meffω

2
m x2

m

' 1

2

[
Φ̃2 +ω2

c

[
1− 1

C0

∂C

∂x

∣∣
x=x0

xm

]2
Q̃2

]
+ p2

2meff
+ 1

2
meffω

2
m x2

m

(2.8)

To arrive at the expression given by Eq.(2.8), we expanded ω̃2
c (x) up to first order in

xm using equation Eq.(2.7). We now switch to a quantum description by replacing the
canonical variables Q̃ and xm , and its associated conjugate momenta Φ̃ and pm , by the

corresponding operators ˆ̃Q, x̂m , ˆ̃Φ and p̂m . These satisfy the commutation relations

[ ˆ̃Q, ˆ̃Φ] = [x̂m , p̂m] = iħ, with all other possible independent commutator pairs equal to
zero. We rewrite the Hamiltonian in terms of creation Â† and annihilation Â operators
for the LC-oscillator, as well as rescaled position X̂m and momentum Ŷm operators for
the mechanical resonator,

Â =
√

1

2ħωc

(
ωc

ˆ̃Q + i ˆ̃Φ
)

(2.9)

X̂m = 1p
2

x̂m

xzpf
, Ŷm = 1p

2

p̂m

pzpf
(2.10)

The corresponding commutation relations with the operators defined above are [Â†, Â] =
1 and [X̂m , Ŷm] = i . The Hamiltonian Ĥ of the quantized electromechanical circuit now
reads

Ĥ/ħ=ωc [Â† Â+ 1

2
]+ ωm

2
[X̂ 2

m + Ŷ 2
m]

+ Gxzpfp
2

[Â† Â+ Â Â†]X̂m

+ Gxzpfp
2

[Â† Â† + Â Â]X̂m

(2.11)

The quantities xzpf =
√ħ/2meffωm and pzpf =

√ħmeffωm/2 in Eq.(2.9) are, respectively,
the zero point uncertainties in the position and momentum of the mechanical resonator
i.e. the movable electrode. We define G = −ωc (1/2C0)∂C /∂x

∣∣
x0

as the electromechani-
cal frequency shift per unit of displacement, sometimes also referred to as the ‘frequency

2This adiabatically slow motion of the movable electrode is usually realized if the frequencies of its displace-
ment amplitude xm are much lower than the resonance frequency of the LC-oscillator [10]
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pull parameter’. For systems withωm ¿ωc , the coupling terms proportional to Â† Â† and
Â Â are highly non-resonant. This means that their contribution is negligible [9], since
the operating frequencies are around ∼ 2ωc . The response function of the mechanical
resonator at these frequencies is very small, and therefore we can safely neglect such
coupling terms. With the Hamiltonian at hand, we can proceed to determine the power
spectra of the system. The system is ultimately subjected to noise and friction forces that
lead to energy dissipation and thermalization. These noise and friction forces are due
to interactions of the LC-oscillator and the mechanical resonator with all the other in-
finitely many modes of their corresponding environments or baths. Using input–output
theory, we are able to obtain an analytic expression for the output of the system that is
not only coupled but also driven by its environment. Hence, by performing a measure-
ment of the environment, we can deduce the dynamical state of the electromechanical
system [11]. In the next section, we derive the input-output relations of the electrome-
chanical circuit.

2.2.3. EQUATIONS OF MOTION
For the mechanical resonator we apply input-output theory under a Markov approxima-
tion only, while for the microwave resonator we apply input-output theory under both a
Markov approximation and a weak coupling or rotating wave approximation (RWA), also
known as Born approximation3. Finally, we shall distinguish two uncorrelated baths to
which the LC-oscillator is coupled to, namely the internal thermal bath of the resonant
circuit itself and the external thermal bath of the transmission line. We use the latter to
coherently drive and read out the dynamical state of the electromechanical circuit. The
resulting quantum Heisenberg-Langevin equation of motion for any observable ÔLC of
the LC-oscillator reads [12]

˙̂OLC(t ) =− i

ħ [ÔLC(t ), Ĥ ]−
(κ

2
ÔLC(t )+∑√

κ j Âin, j (t )
)
[ÔLC(t ), Â†(t )]

+
(κ

2
Ô†

LC(t )+ Â†
in, j (t )

)
[ÔLC(t ), Â(t )]

(2.12)

whereas the equivalent equation of motion for an observable Ôm of the mechanical res-
onator is

˙̂Om(t ) =− i

ħ [Ôm(t ), Ĥ ]− i

2Qm
[[Ôm(t ), X̂m(t )], ˙̂Xm(t )]+

− i
√

2γm[Ôm(t ), X̂m(t )]Ŷin(t )

(2.13)

In Eq.(2.12) and (2.13) above, ħ is the Planck’s constant h divided by 2π and [•,•]+ de-
notes the anticommutator of two operators. The energy damping rate of the mechanical
resonator arising from the interaction with its corresponding thermal bath is γm. Like-
wise, κ = κIN +κEX is the energy damping rate of the LC-oscillator mode and accounts
for intrinsic energy dissipation of the resonator, and energy decay due to photons within
the LC-oscillator escaping back into the transmission line at a rate κEX. The internal

3The Markov limit assumes that the characteristic evolution time of the system of concern is much greater
than the typical correlation time of its corresponding environment. The Born approximation assumes that
the system-bath coupling rate is way lower than the system’s transition frequencies.
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and external dissipation κ j ( j ∈ {IN,EX}) 4 arises from the internal resistor and the ex-
ternal load to which the device is to, e.g. transmission line and source. The operator
Âin, j = 〈Âin, j 〉+δÂin, j describes an input stochastic drive onto the LC-oscillator arising
from an interaction between the LC-oscillator and thermal bath j with coupling strengthp
κ j . Similarly, the (Hermitian) operator Y = 〈Ŷin〉+δŶin describes an input stochastic

drive onto the mechanical resonator with strength
p
γm. The input fields Âin,IN and Ŷin

associated with intrinsic dissipation of microwave and mechanical oscillator modes, re-
spectively, are zero mean stochastic forcing terms, 〈Âin,IN〉 = 〈Ŷin〉. These forces allow
are responsible for bringing such oscillator modes to a statistical equilibrium with the
thermal bath. The input field Âin,EX = αin exp(−iωd t )+δÂin,EX is a time dependent co-
herent drive with αin = 〈Âin,EX exp(iωd t )〉 6= 0 and carrier frequency ωd . We insert this
drive through the aforementioned transmission line, and therefore also include its ther-
mal fluctuations δÂin,EX. The output field that exits the resonant circuit is given by [12]

Âout(t ) ≡ Âout,EX(t ) = Âin,EX(t )+p
κEX Â(t ). (2.14)

Similar relations follow for the other two output field operators5. It can also be shown
that, like the input operators, the output operators follow analogous commutation rela-
tions as those given in Eq.(2.9). We shall solve the dynamical evolution of Â, X̂m and Ŷm

using Eq.(2.11) and (2.12) in combination with the quantized Hamiltonian (2.13).
First, we set the energy origin of the whole circuit to the ground state energy of the

LC oscillator. This is realized by moving to an interaction picture where Hamiltonian

Ĥ0/ħ=ħωc/2 · 1̂. (2.15)

is used. We switch to such interaction picture by means of the unitary operator Û0 =
exp(iĤ0t/ħ) and the transformed Hamiltonian is given by

Ĥ 7→ ĤI(t ) = Û0(t )ĤÛ †
0 (t )+ iħ ˙̂U0(t )Û †

0 (t ) = Û0(t )ĤÛ †
0 (t )− Ĥ0Û0(t )Û †

0 (t )

= Û0(t )
[
Ĥ − Ĥ0

]
Û †

0 (t )
(2.16)

In the last step of Eq.(2.16) above we use Ĥ0Û0Û
†
0 = Û0Ĥ0Û

†
0 , which follows from the

fact that Ĥ0 commutes with Û0. The last equality of Eq.(2.16) explicitly shows that, in
the new frame, the dynamics of the system is governed by the transformed version of
the interaction Hamiltonian Ĥ − Ĥ0 in the old frame, hence the use of the subscript I
in ĤI. Given that Ĥ0 is time independent and proportional to the unitary operator 1̂ of
the Hilbert space of the entire electromechanical system, any other operator remains
invariant under the frame transformation. Having clarified that, in what follows we will
omit the subscript I to keep the notation as compact as possible. Thus, the (interaction)

4"IN, EX" refer to the internal and external thermal bath of the resonants circuit, while "in" refer to the input
drive

5Eq.(2.14) is evaluated right at the location where the microwave field abandons the resonant circuit. Given
that after interacting with and leaving behind the electromechanical circuit the field propagates freely at a
constant speed, evaluating Eq.(2.14) at some distance further away from the exit of the resonant circuit, will
yield the same result up to a shift in time.



2.2. DYNAMICS OF ELECTROMECHANICAL SYSTEM

2

19

Hamiltonian in the new frame reads

Ĥ(t )/ħ=ωc Â†(t )Â(t )+ ωm

2
[X̂ 2

m(t )+ Ŷ 2
m(t )]+ Gxzpfp

2
[Â†(t )Â(t )+ Â(t )Â†(t )]X̂m(t ),

(2.17)

where, as argued in section 2.2.2, we have neglected quadratic terms, proportional to Â Â
and Â† Â†. The Heisenberg-Langevin equations then read

˙̂A(t ) =−[
i(ωc +

p
2g0 X̂m(t ))+κ/2

]
Â(t )−p

κÂin(t ), (2.18)

˙̂Xm(t ) =ωmŶm(t ), (2.19)

˙̂Ym(t ) =−ωm X̂m(t )−γmŶm(t )− g0p
2

[Â†(t )Â(t )+ Â(t )Â†(t )]−√
2γmŶin(t ), (2.20)

where g0 = Gxzpf and Âin =p
ηc Âin,EX +√

1−ηc Âin,IN with ηc = κEX/κ the circuit’s cou-
pling efficiency to its output port (transmission line). We rewrite the equations above
in terms of slow varying amplitudes â = Â exp(iωdt ) and âin = Âin exp(iωdt ) because the
input drive is a fast oscillating field with 〈Âin〉 =p

ηcαin exp(−iωdt ). We then obtain

˙̂a(t ) =−[− i(∆0 −
p

2g0 X̂m(t ))+κ/2
]
â(t )−p

κηcαin −
p
κδâin(t ), (2.21)

˙̂Xm(t ) =ωmŶm(t ), (2.22)

˙̂Ym(t ) =−ωm X̂m(t )−γmŶm(t )− g0p
2

[â†(t )â(t )+ â(t )â†(t )]−√
2γmδŶin(t ). (2.23)

Here, δ ˆ̃ain = [
p
ηcδÂin,EX +

√
1−ηcδÂin,IN]exp(iωdt ) and ∆0 =ωd −ωc is the drive cavity

detuning.
The classical equations of motion are found by taking the expectation of the opera-

tors, which read

〈 ˙̂a(t )〉 =−[− i(∆0 −
p

2g0〈X̂m(t )〉)+κ/2
]〈â(t )〉−p

κηcαin, (2.24)

〈 ˙̂Xm(t )〉 =ωm〈Ŷm(t )〉, (2.25)

〈 ˙̂Ym(t )〉 =−ωm〈X̂m(t )〉−γm〈Ŷm(t )〉−p
2g0|〈â(t )〉|2. (2.26)

We assume the circuit can settle into a steady state after a sufficiently long time, so
that setting time derivatives to zero in the system of Eq.(2.24)–(2.26) above is valid, and,
〈Ô (t )〉 → Ō , where Ô refers to any operator describing the quantized electromechanical
circuit. Thus, one finds

ā =
p
κηcαin

i(∆0 −
p

2g0 X̄m)−κ/2
(2.27)

X̄m =−
p

2g0

ωm
|ā|2 (2.28)

Ȳm = 0 (2.29)
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If we express both the steady state amplitude and the input field amplitude in polar form
ā =p

n̄ exp(iφ̄),αin = |αin|exp(iφin), we then can identify n̄ = ā∗ā = |ā|2 with the average
number of photons inside the cavity and φ̄ = arctan

(
Im[ā]/Re[ā]

)
with the microwave

intracavity field phase. From Eq.(2.27) and (2.28) above, we find that these are given by
the solution to the following system of algebraic equations

n̄
[
(∆0 +2g 2

0 n̄/ωm)2 +κ2/4
]= κηc |αin|2, (2.30)

φ̄=φin +arctan
(
2[∆0 +2g 2

0 n̄/ωm]/κ
)
. (2.31)

2.2.4. SOLUTION OF THE LINEARIZED HEISENBERG-LANGEVIN EQUATIONS

OF MOTION

Linearizing operators around their steady state values, â = ā + ˆ̃δa, X̂m = X̄m + ˆδX m, and
X̂m = X̄m + ˆδX m, we find the following set of equations for their fluctuations,

˙̃̂
δa(t ) =−[−i∆+κ/2] ˆ̃δa(t )− i

p
2g exp(iφ̄) ˆδX m(t )−p

κ ˆ̃δain(t ), (2.32)

˙̂δXm(t ) =ωm ˆδY m(t ), (2.33)

˙̂δYm(t ) =−ωm ˆδX m(t )−γm ˆδY m(t )−p
2g [ ˆ̃δa†(t )exp(iφ̄)+ ˆ̃δa(t )exp(−iφ̄)]−√

2γm ˆδY in(t ),
(2.34)

where g = g0
p

n̄ and we have introduced the effective detuning ∆ = ∆0 +2g 2
0 n̄/ωm. Fi-

nally, we can redefine the fluctuating part of the microwave fields so that they lie along

the direction given by φ̄, i.e. introduce the operators δ̂a = ˆ̃δa exp(−iφ̄) and δ̂ain = ˆ̃δain exp(−iφ̄).
In terms of these rotated amplitude fluctuations we have

˙̂δa(t ) =−[−i∆+κ/2]δ̂a(t )− i
p

2g ˆδX m(t )−p
κδ̂ain(t ), (2.35)

˙̂δXm(t ) =ωm ˆδY m(t ), (2.36)

˙̂δYm(t ) =−ωm ˆδX m(t )−γm ˆδY m(t )−p
2g [δ̂a

†
(t )+ δ̂a(t )]−√

2γm ˆδY in(t ), (2.37)

Fourier transforming the equations yields

− iωδ̂a(ω) =−[−i∆+κ/2]δ̂a(ω)− i
p

2g ˆδX m(ω)−p
κδ̂ain(ω), (2.38)

− iω ˆδX m(ω) =ωm ˆδY m(ω), (2.39)

− iω ˆδY m(ω) =−ωm ˆδX m(ω)−γm ˆδY m(ω)−p
2g [δ̂a

†
(−ω)+ δ̂a(ω)]−√

2γm ˆδY in(ω)
(2.40)

The solution reads

δ̂a(ω) = i2
p
κχ∗

c
(−ω;∆)δ̂ain(ω)−2

p
2gχ∗

c
(−ω;∆)[ ˆδX m,0(ω)+ ˆδX m,BA(ω)], (2.41)

ˆδX m,0(ω) =√
2γmεm(ω) ˆδY in(ω), (2.42)

ˆδX m,BA(ω) =√
2γmεm(ω) ˆδY BA(ω), (2.43)
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where,

ˆδY BA(ω) =−iκ
p

C /2[χ
c
(ω;∆)δ̂a

†
in(−ω)−χ∗

c
(−ω;∆)δ̂ain(ω)] (2.44)

is the dynamical backaction force exerted by the intracavity radiation onto the mechan-
ical resonator with C = 4g 2/(κγm) the so called electromechanical cooperativity. In the
Eq.(2.41) and (2.42) above, the cavity and effective mechanical susceptibilities, χ

c
and

εm respectively, are given by

χ
c
(ω;∆) = −i/2

−i(ω−∆)+κ/2
, (2.45)

εm(ω) =
χ

m
(ω)

1−4g 2χ
m

(ω)[χ
c
(ω;∆)+χ∗

c
(−ω;∆)]

, (2.46)

where the mechanical susceptibility is

χ
m

(ω) = ωm

ω2 −ω2
m + iγmω

. (2.47)

Note that since χ∗
m

(−ω) = χ
m

(ω), it follows that ε∗m(−ω) = εm(ω). Likewise, it is useful to

note that χ∗
c

(−ω;∆) =−χ
c
(ω;−∆).

2.2.5. POWER SPECTRUM
In this section, we describe how the powerspectrum can be derived with the linearized
solution of the Heisenberg-Langevin equations and is mostly inspired by [11] and [13].
We define the fluctuations of a real and time varying noisy signal (random process) V (t )
as δV (t ) = V (t )−〈V (t )〉, with 〈·〉 denoting an ensemble average, over the set of possible
realizations of V . Then we consider the instantaneous (noise) power of V to be δV 2(t ),
so that the averaged (noise) power of V over a time period T > 0 is given by

lim
T →∞

1

T

∫ +T /2

−T /2
dt〈δV 2(t )〉. (2.48)

This power need not have actual units of power. The term ‘power’ arises from the fact
that the averaged power of physical waves (acoustic waves, light waves, etc.), is propor-
tional to the square of the wave’s amplitude. More explicitly, the term power as defined
in Eq.(2.48) characterizes the noise variance or noise fluctuations of the noisy signal
[11]. This follows from the fact that noise has always zero mean, and therefore its mean-
square coincides with its variance.

Often, it is useful to know the distribution of the averaged power (the noise variance)
of a noisy signal over the frequency spectrum. The function accounting for such distri-
bution is known as the power spectral density, or simply, the power spectrum of the noisy
signal. To derive an explicit form of the power spectrum of V we start by introducing the
rectangular, window or gate function

rectT (t ) =


1 if −T /2 < t <T /2,

0 if |t | >T /2.
(2.49)
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Then, by virtue of the Plancherel theorem, the definition (2.48) above can be rewritten
as follows

lim
T →∞

1

T

∫ +T /2

−T /2
dt〈δV 2(t )〉 = lim

T →∞
1

T

∫ +∞

−∞
dt〈δV 2

T (t )〉

=
∫ +∞

−∞
dω

2π

[
lim

T →∞
1

T
〈δV ∗

T (ω)δV T (ω)〉
]

,

(2.50)

whereδV T = rectT δV , andδV T (ω) =F {δV T (t )}(ω) ≡ ∫ +∞
−∞ dt exp(iωt )δV T (t ) denotes

the Fourier transform of δV T . The limit within brackets in the integral of the right-hand
side of Eq.(2.50) describes precisely how the noise variance of V is distributed over each
frequency, and thus defines the power spectrum of V , which we will denote as S V V (ω).
Finally, if we assume that V is a wide-sense stationary random process, i.e., that its mean
and autocorrelator are invariants under time translations, such limit can be computed
to give the celebrated Wiener-Khintchine theorem [13]

S V V (ω) ≡ lim
T →∞

1

T
〈δV ∗

T (ω)δV T (ω)〉 =
∫ +∞

−∞
dt exp(iωt )SV V (t ), (2.51)

where SV V (t ) ≡ 〈δV ∗(t )δV (0)〉 is the autocorrelator of V .

The power spectral density (2.51) can be of great utility, if we are interested in de-
tecting a monochromatic wave amidst noise that we can record. This is also the case in
our electromechanical circuit above. The amplitude fluctuations of a noisy signal mea-
sured in time domain is proportional to its power (amplitude square) in the frequency
domain. To characterize the proportionality factor and further features of such exper-
iment we shall perform some analytical evaluation of the power spectrum of the noisy
signal (microwaves in our case). This will require knowledge of time evolved fluctuating
observables such as δV , or, alternatively, its Fourier transform. Indeed, the power spec-
trum of V can also be computed from the Fourier transform of its fluctuations. Expand-
ing δV and its complex conjugate in terms of their corresponding Fourier amplitudes in
the autocorrelator SV V , we can recast the last equality of (2.51) as follows [13]

S V V (ω) =
∫ +∞

−∞
dt exp(iωt )SV V (t ) =

∫ +∞

−∞
dω′

2π
〈δV ∗(−ω)δV (ω′)〉. (2.52)

We aspire to characterize the mechanical motion of the movable electrode in our elec-
tromechanical circuit via the record of a noisy microwave signal onto which the mechan-
ical motion is imparted. We derived an analytical expression of the microwave power
spectral density using the solution of the quantum Heisenberg-Langevin solutions from
the previous section. The unsymmetrized power spectral density of the output field
reads

Saoutaout
(ω) =Saout,0aout,0

(ω)+8κηcg 2|χ
c
(ω;∆)|2[SXm,0 Xm,0

(ω)+SXm,BA Xm,BA
(ω)

]
+2Re

[
2g

√
2κηcχc

(ω;∆)SXm,BAaout,0
(ω)

]
.

(2.53)
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Cavity Mechanics

EX 
Bath

IN 
Bath

Bath
SXm,0Xm,0

Sa out,0 a out,0

SXm,BA a out

SXm,BA Xm,BA

Figure 2.3: Schematic of electromechanical system to illustrate noise spectral density terms in Eq.(2.53).

Here, we have

Saout,0aout,0
(ω) = ∣∣1+ i2κηcχc

(ω;∆)
∣∣2n̄TbEX

+4κ2ηc(1−ηc)
∣∣χ

c
(ω;∆)

∣∣2n̄TbIN
,

SXm,0 Xm,0
(ω) = 2γm|εm(ω)|2SYinYin

(ω); SYinYin
(ω) = ω

ωm
[n̄Tbm

(ω)+1], SYinYin
(−ω) = ω

ωm
n̄Tbm

(ω),

SXm,BA Xm,BA
(ω) = 8κg 2|εm(ω)|2

{[|χ
c
(−ω;∆)|2 +|χ

c
(ω;∆)|2][ηcn̄TbEX

+ (1−ηc)n̄TbIN

]+|χ
c
(−ω;∆)|2

}
,

SXm,BAaout
(ω) = i2g

√
2κηcχc

(ω;∆)εm(ω)
{[

1+ i2κηcχ
∗
c

(−ω;∆)
]
n̄TbEX

+ i2κ(1−ηc)χ∗
c

(−ω;∆)n̄TbIN

}
.

The interaction of the electromechanical system with its thermal bath is illustrated in
Fig.2.3. The first term Saout,0aout,0

(ω) represents the spectral density of the noise that
arises from the cavity coupling to its internal and external thermal bath. The second
term SXm,0 Xm,0

(ω) come from the noise correlations of the mechanical thermal bath (blue).
In case ħωm ¿ kbT , the term SYinYin

(ω) is not symmetric, since the mechanical creation
and annihilation operators do not commute. In the high-temperature limit, however,
SYinYin

(−ω) ' SYinYin
(ω). The third term SXm,BA Xm,BA

(ω) comes from the backaction that
the cavity as detector exert on the mechanical resonator. In general, there will be some
correlations between the output and input of the cavity detector i.e. the thermal baths
of the cavity and the mechanical resonator. [14]. This is described with the last term
SXm,BAaout

(ω). The terms nTbi
(i ∈ {IN,EX}) are the thermal occupations of the cavity mode

due to coupling to the internal and external bath. These approach zero for supercon-
ducting GHz resonators at cryogenic temperatures, and therefore the first and last term
of Eq.(2.53) are negligible.

Now, the voltage power spectrum displayed in the spectrum analyser is

Z0W∆Ω ' 1

2π
GTħωdZ02∆Ω

[
|αout|2πδ(ω−ωd)+Saoutaout

(ω−ωd)+ n̄add +1/2
]

,
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with

n̄add =
( 1

ηl
−1

)1

2
+ 1

ηl

(
n̄A + 1

2

)
,

the number of added photons, where n̄A is the photons added by the low noise amplifier
and ηl is the attenuating factor accounting for losses between the output of the elec-
tromechanical circuit and the input of the low noise amplifier. The input impedance
and the measurement bandwidth are Zo and ∆Ω respectively. GT is the total gain from
the output of the device to the spectrum analyser. Finally,

|αout|2 = |αin|2
∣∣1−2iχ∗

c
(0;∆)

∣∣2

is the photon flux at the output of the electromechanical circuit.
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3
DEVICE DESIGN AND FABRICATION

In this chapter, we present the design considerations and fabrication methods for realizing
high-Q microwave resonators and highly stressed Si3N4 square membranes. To overcome
clamping losses of the membrane and increase mechanical Q, freestanding structures are
micromachined in the silicon surrounding the Si3N4 membrane and is called a phononic
shield. We elaborate on the pitfalls and challenges we encountered during fabrication of
these devices and provide suggestions to overcome those.
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3.1. SUPERCONDUCTING LUMPED ELEMENT RESONATORS

3.1.1. DESIGN

13 mm

CPW

LER

Dicing makers

Launcher

27.5 mm

20
 m

m

Figure 3.1: Top view of PCB layout (left) with microwave resonators device design (right).

The microwave devices used within the scope of this project, consists of 2 supercon-
ducting resonators i.e. co-planar waveguide (CPW) and a lumped-element resonator
(LER). Both resonators are coupled to a grounded feedline which means that they are
configured in a reflection geometry as shown in Fig.3.1. The LER is the resonator of in-
terest and the CPW serves as a candle resonator. In case we measure no visible response
from the LER, it can be challenging to disentangle resonator complications from external
ones. The response of the CPW is then used to rule out the possibility of loose connectors
within the coaxial lines used to probe the resonator or broken wirebonds.

The lateral dimension of the entire device is 13×13 mm and the LER is situated ex-
actly in the centre of the substrate. Sapphire is used here as substrate, because of its low
bulk dielectric loss tangent at cryogenic temperatures ∼ 10−8, and it is chemically inert
[1]. These make it attractive to be used as base material for high-Q superconducting res-
onators, as these are commonly limited by dielectric losses originating from the dielec-
tric bulk and substrate-metal interface [2]. The metal is chosen to be niobium titanium
nitride (NbTiN), because of its high critical temperature Tc ≈ 14.4 K and low quasiparti-
cle densities at millikelvin temperatures [3, 4]. The microwave device is fixed on copper
(Cu) holder with GE varnish. It is an epoxy with excellent thermal conduction and can
be removed afterwards with ethanol. A 0.5 mm thick RO4003 printed circuit board (PCB)
containing a single smp-connector is also installed with screws on the Cu holder and
completely surrounds the microwave device. The PCB has a hexagonal geometry and
contains a dozen of vias with ∅ = 20 µm that are distributed over the entire area. The
vias connect the upper surface with the bottom such that both planes are held at the
same ground potential. The metal used on the PCB is 20 µm thick Cu layer coated with
5 µm Gold/Nickel (Au/Ni). The PCB can be viewed as an adapter that establishes an
electrical connection between external measurement instruments and the microwave
device.
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3.1.2. FABRICATION
In this section, we dive into the fabrication process of the microwave resonators. The
crucial steps for achieving high-Q resonators is (1) surface preparation before deposition
and (2) to avoid unnecessary processing steps. The latter should not be underestimated
because each processing step (cleaning, developing, etching etc.) causes contamination
of the device with residues from the environment or the chemical solution it is exposed
to. This might not be optically visible, but it is detrimental for the quality factor of the
resonators. The wafer preparation and NbTiN deposition (step 1 and 2) are outsourced to
Dutch institute for Space Research (SRON), but we nonetheless highlight the fabrication
procedure. We continue independently with the fabrication of the microwave resonators
at the Delft Kavli NanoLab [5] starting from step 3. The processes are depicted in Fig.3.2.

Step 2: NbTiN deposition Step 3.1: Resist coating Step 3.2: E-beam patterning

Step 4.1: Etching Step 4.2: Resist strip

Sapphire

NbTiN

Resist

Figure 3.2: The fabrication starts with a 13×13 mm diced sapphire chip that is coated with a 100 nm NbTiN
thin film. The colours indicate material type and the fabrication process of the resonators is straightforward
with a single exposure step only.

STEP 1: SURFACE PREPARATION

A 4" c-plane sapphire wafer that is doubleside polished (DSP) and 430 µm thick is used
as substrate. The substrate is chemically treated first to remove unwanted contaminants.
The wafer is immersed face-up in a beaker with phosphoric acid (H3PO4) at 110 oC for 30
minutes. After this time has elapsed, the wafer is immediately rinsed in a de-ionized wa-
ter (D.I. H2O) bath at 80 oC to dissolve the acid. This takes about 30 seconds, after which
the wafer is transferred and rinsed in a second D.I. H2O bath that is at room tempera-
ture. Next, the wafer is installed onto a wafer holder and immersed in the quick dump
rinser, and we run a 6-minute program. After the program has finished, the wafer is spun
dry with 2000 rotation per minute (rpm) while continuously blow-drying the edge with
a nitrogen (N2) gun for 2 minutes. Inspection of the front side of the wafer for micron
sized particles is recommended with a high intensity electric torch (10000 lumens). If
there are still particles observed on the surface, the wafer needs to be placed again in the
quick dump rinser and the program should be repeated until the wafer has zero visible
particles.
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STEP 2: NBTIN DEPOSITION

Immediately after the surface has been treated, the wafer is transferred within a waferbox
to the LLS801 sputtering machine (SRON) within 2 minutes. The LLS801 is a refurbished
and customized industry-based sputtering machine. The NbTiN is deposited by means
of DC magnetron sputtering in the LLS801 located at SRON. A stoichiometric NbTiN film
is obtained by using a 99.8% pure Nb0.7Ti0.3 target and a continuous N2 flow to nitrodize
the target during the deposition. The metal is applied on the side of the wafer that is ap-
pointed as front in the previous step. The final thickness of the metal film is 100 nm and
has been characterized to have sheet resistance and kinetic inductance of respectively
Rs = 11Ω (T>Tc ) and Lk = 1.05 pH/ä [3]. The deposition parameters used for this depo-
sition can be found in table 3.1. After deposition, the 4" wafer is coated with photoresist
to protect the NbTiN film and diced into 13×13 mm single pieces.

Machine Target Gas Flow
(sccm)

Pressure RF
power

DC
voltage

dep. rate
(nm/min)

LLS801 Nb0.7Ti0.3 Ar/N2 400/84.7 7 µbar 5000
W

N.A. N.A

Table 3.1: LLS801 machine settings (SRON) for sputtering NbTiN [3]. This process takes place at room temper-
ature. The Tc for this film is approximately 14.4 K.

STEP 3: PATTERNING

Defining the pattern of the microwave resonators into the NbTiN film is carried out by
means of electron beam lithography (E-beam lithography). We first strip the photore-
sist from the diced sample in a PRS-3000 (positive resist stripper) bath at 80 oC for 20
minutes. We then transfer the sample to a second fresh PRS-3000 bath at the same tem-
perature. The sample is left in the solution overnight to ensure that the photoresist is
dissolved as much as possible. Next, we immerse the sample in an isopropyl alcohol
(IPA) solution and perform an ultrasonic clean at the highest power. We blow-dry the
chip with a high pressure N2 gun. Note that the chip is fixed in a holder during cleaning.

Next, we spin ARP6200.13 resist [6] at 4000 rpm on the NbTiN sample followed by a
3-minute bake at 150 oC on a hotplate. We obtain 400 nm thick resist, enough to serve as
a protection mask for etching 100 nm of NbTiN later in the process. We place the sample
into the Raith EBPG-5200 E-beam and use the corners of the sample to determine the
centre of the chip with respect to the E-beam holder Faraday cup. We expose the resist
with a 110 nm beam and dose of 360 µC/cm2. The sample is afterwards developed in a
pentyl acetate solution for 1 minute, followed by a 1-minute rinse in a methyl-isobutyl-
ketone (MIBK):IPA (1:1) solution to slow down the development. A final 1-minute IPA
rinse is carried out to stop the development, and the sample is blown-dry with an N2

gun. The process is are depicted as step 3.1 and 3.2 in Fig.3.2.

STEP 4: ETCHING

We remove the NbTiN that is exposed after development with a dry reactive plasma in
the Leybold Fluor etcher F3. In the reactive ion etcher (RIE), the substrate is placed on
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the bottom plate of a cylindrical vacuum chamber. The bottom plate serves as a ca-
pacitor plate that is electrically isolated from the rest of the chamber. Etching gasses
sulfur hexafluoride (SF6) and oxygen (O2) enter the vacuum chamber through small in-
lets and exits through the vacuum pump system. An RF-field at 13.56 MHz is applied to
the bottom plate, which ionized the gas mixture [7]. The plasma consists of radicals (F*),
ions (F−, SiF+

5 ) and electrons. The positive ions show little response to the oscillation
RF-field, while the electron are accelerated and hit the chamber walls and bottom plate.
Charge on the bottom plate build up, creating a negative potential. This causes the ions
to accelerate down to the substrate. The metal is removed either via physical collision
or chemical reaction. In the first, ions have enough kinetic energy to knock off NbTiN
atoms from the film. In the second, F* radicals are absorbed on the surface of the metal
and undergo a chemical reaction. The product of the chemical reactions are released
from the surface through desorption and diffuse back into the main gas flow [8]. Due
to the downward motion of the reactive ions, we obtain anisotropic etch profiles with
RIE. This etching process takes place at room temperature and an etch rate of approxi-
mately 30 nm/min is achieved. The presence of NbTiN is measured during etching with
the laser endpoint detection method. In this method, the reflectivity of the surface is
measured using a laser. Because the reflectivity of NbTiN is higher than sapphire, the
reflected power will drop when the sapphire is exposed. After the sapphire is detected,
we overetch the sample for 7 seconds to make sure that no NbTiN is left. Note that the
presence of O* radicals in the plasma will etch the resist mask. The resist however is
thick enough such that there is still resist left after the etch process has finished. The F3
machine setting are shown in Table3.2.

Process Gas Flow
(sccm)

Pressure RF
power

∆V

NbTiN
etch

SF6/ O2 13.5/ 4 6 µbar 150 W -265 V

Table 3.2: NbTiN etch parameters with Leybold Fluor etcher F3. This process take place at room temperature.
We obtain an etch rate of 30 nm/min.

The remaining E-beam resist is stripped off the device using the same procedure as
removing the photoresist before patterning, already mentioned above i.e. PRS-3000 bath
at 80 oC for 20 minutes.
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3.2. HIGH TENSILE STRESS SI3N4 MEMBRANES

3.2.1. DESIGN CONDITIONS
The conditions that the mechanical resonator need to satisfy are: (1) its natural reso-
nance frequency ωm should be larger than κ such that the electromechanical system
is sideband resolved (ωm/κÀ 1) and (2) large mechanical Qm such that the inequality
Qm · fm > kbTm/ħ is satisfied. The latter is the condition for neglecting thermal deco-
herence over one mechanical period and in combination with (1) indicates that we can
groundstate cool the mechanical oscillator to the groundstate [9] over many mechanical
oscillations. High stress stoichiometric freestanding Si3N4 films on Si substrates have
shown to reach these high mechanical quality factors [10, 11], but are also favourable
for their high mass. The strikingly large Qm is not only related to the high tensile stress
σ of these thin films, but also on their aspect ratio L/tf. Here, L and tf are the window
sidelength and film thickness respectively. In Ref. [10], they reported a quadratic scaling
of Qm with respect to L/tf and measured Qm ≈ 5×107 for stressed membranes with σ≈
1 GPa and L/tf ≈ 5×104. The thickness of the Si substrate is 200 µm and is double side
polished (DSP) with its crystal plane orientation parallel to the <100>-plane. This spe-
cific plane orientation is an important requirement for fabricating freestanding square
membranes, and will become clear in the next section.

Determining the dimensions of the square membrane to satisfy condition (1) is straight-
forward and is calculated with [10],

ωmn = 2π

√
σ(m2 +n2)

4ρL2 (3.1)

Here, the mass density of the SiN film is ρ = 3180 kg/m3 [12] and (n,m) are the indices
of the antinodes. We target a mechanical fundamental mode of 1 MHz which translates
to a membrane with lateral dimension L∼ 350 µm. The membrane has thickness t ∼ 50
nm, assuming an in-plane stress σx,σy ≈ 1 GPa. Reducing the thickness to increase the
ratio L/tf poses fabrication challenges because the membranes fracture more easily due
to their high stress.

The first 4 mechanical mode shapes are visualized in Fig.3.3 and are obtained by per-
form a 3D eigenfrequency analysis with a finite element software, COMSOL [13]. Apart
from a simple design process, the fabrication of these square membranes are less de-
manding. In addition to squares, other geometries can also be used to achieve the same
mode frequencies and similar Qm [14], but the fabrication however becomes more te-
dious and challenging.

For coupling these dielectric mechanical resonators to the lumped-element resonator,
the SiN membrane needs to be coated with metal such that the circuit becomes sensi-
tive to miniscule displacement of the membrane. The metal film is also square shaped
with similar dimensions as the pads of the lumped-element resonator. This is to increase
the participation ratio of the mechanical capacitance. The metal film does not cross the
boundary where the SiN membrane is clamped to the Si support, as this result in addi-
tional losses and a reduction of Qm [11]. We have chosen to use 25 nm Al+1%Si as metal,
which covers roughly 85% of the membrane area (i.e. ≈ 320 µm). Making the metal
thicker is detrimental for the electromechanical coupling as this increases the effective
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Figure 3.3: A visualization of the first 4 mechanical modes of the membrane. From top-left to bottom-right
(1,1), (1,2), (2,1), (2,2). The second and third modes are degenerate and have the same mode frequency.

mass and therefore lowers the single photon-phonon coupling g0. On the other hand,
coating the membrane with a too thin metal results in an increased kinetic inductance
that scales with ∼ 1/t 2 and lowers the power threshold at which the microwave circuit
exhibits non-linear duffing response [15].

3.2.2. FABRICATION

The release of highly stressed membranes is a delicate process which need to be opti-
mized through multiple iterations. These thin films are prone to fracture due to their
high stress. Although not very complicated, we still decided to outsource this part of
the fabrication to an external manufacturer, Norcada Inc.[16]. The devices we receive
are 10×10 mm silicon substrates that are 200 µm thick with a 350×350 µm freestand-
ing transparent Si3N4 membrane in the middle. The silicon substrates used here have a
high resistivity with R> 3500 Ω.cm. The in-plane stress σ of the SiN film is tensile and
is estimated to be around 1 GPa, as reported by the company. Below, we highlight some
important steps within the fabrication procedure that is followed when creating highly
stressed freestanding membranes. The reader should note that we did not actually carry
out fabrication steps 1-4, but we describe the processes with equipment available at the
Kavli Nanolab Delft. We proceed with the fabrication independently, from step 5 and
onwards.

STEP 1: SURFACE PREPARATION

Fabrication of high stress Si3N4 membranes starts by preparing the surface of a 4" double
side polished (DSP) Si wafer that is 200 µm thick with its crystal plane orientated along
the <100>-direction. Surface preparation involves a chemical treatment of the substrate
carried out in multiple steps to get rid of both, organic and inorganic contaminants, as
well as oxides on the surface. The cleaning procedure is called the RCA method and
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named after the place where it was developed, i.e. Radio Corporation of America. We
briefly explain the different steps in the RCA procedure [17] below and is summarized in
Table 3.3.

• RCA-1: here, organic contaminants from the surface are removed. The chemical
solution used is 1 part of 28% ammonia hydroxide (NH4OH) with 1 part of 30%
hydrogen peroxide (H2O2) and 5 parts D.I. H2O. The mixture is heated to 70 oC in
an au bain-marie. The wafer is immersed in the chemical solution within a teflon
holder for 10 minutes. A magnetic steerer need to be used to promote fresh etchant
reaching the surface of the wafer. After 10 minutes, the wafer is rinsed twice with
fresh D.I. H2O for 5 minutes continuously.

• RCA-2: here, ionic contaminant are removed from the surface. The solution used
consists of 1 part 30% hydrochloric acid (HCl) and 5 parts of D.I. H2O. This solution
is heated in an au bain-marie to 70 oC and removed after it has reached the set
temperature. Next, 1 part of 30% H2O2 is added. The wafer is then immersed in
the mixture within a teflon wafer holder for 10 minutes in the mixture and then
rinsed twice for 5 minutes with fresh D.I. H2O continiously.

• Buffered oxide etch (BOE): here, the native oxide on the surface is etched. It in-
volves a buffered oxide etch with 7 parts 40 % ammonium fluoride (NH4F) and 1
part 49 % HF. We immerse the wafer for 30 seconds in the chemical mixture and
thereafter rinse contiously for 5 minutes with D.I. H2O.

Step Etch Name Mixture volume ratio Temperature Time

1 Organic contaminant RCA-1 NH4OH:H2O2:H2O (1:1:5) 70 oC 10 mins

2 Ionic/metallic contaminant RCA-2 HCl:H2O (1:5) 70 oC 10 mins

3 Oxide BOE NH4F:HF (7:1) RT 30s

Table 3.3: Standard cleaning procedure (RCA) of silicon wafer.

STEP 2: LPCVD
After the wafer surface has been treated, it needs to be transferred immediately to a
batch type horizontal furnace for depositing stoichiometric Si3N4 using the low pres-
sure chemical vapor deposition (LPCVD) process. Preferably within 2 minutes to limit
re-oxidation of the Si surface. LPCVD is a conventional method to deposit SiN films and
is based on the chemical reaction of dichlorosilane (DCS) and ammonia (NH3) gas at
high temperatures (between 700 and 800 oC). The deposition process is a combination
of thermal disassociation and chemical reaction of these two reactive gasses. DCS is
used as a silicon precursor and NH3 as a nitrogen precursor. The chemical process is
described by [18]

3SiH2Cl2(g) +4NH3(g) → SixNy(s) +6HCl(g) +6H2(g) (3.2)

The reaction is usually not balanced and the ratio between Si and N i.e. x/y depends on
the actual ratio of the precursor gasses. By varying the ratio of the precursors gasses and
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Figure 3.4: Silicon wafer with 50 nm Si3N4 in loading arm of the Tempress furnace after LPCVD process has
finished. The wafer is unloaded and cools back down to room temperature. The stoichiometric Si3N4 film
gives the wafer a brown/gold colour.

therefore altering x/y, one obtains either silicon-rich, nitride-rich or stoichiometric films
[19]. The mechanical and optical properties of the deposited films change drastically
depending on the Si-to-N composition. After the deposition, the SiN film is loaded by a
residual mechanical stress that remains in the layer [20]. This is given by

σ=σth +σi (3.3)

where the mechanical stress in the film is composed of thermal stress σth and intrinsic
stress σi. Thermal stress arises from the thermal mismatch between the deposited SiN
film and the Si substrate as the sample cools down from process temperature to room
temperature. This can be analytically expressed by [21]

σth =
∫

E

1− v
(αSi3N4 −αSi)dT (3.4)

where E is the Young Modulus, v the Poisson constant and α the thermal expansion co-
efficient. Intrinsic stress on the other hand arises from elongated Si-N bonds as a result
of the deposition chemistry of the gasses. Ref. [19] found that high residual stress in SiN
films reaching 1 GPa can be achieved for NH3/DCS ratios between 2 and 20 resulting in
a x/y ratio of 0.75. However, the relation between stoichiometry and the degree of stress
is yet unclear and still under investigation.

A 50 nm thin stoichiometric Si3N4 film can be obtained using the Tempress TS series
furnace available at the Kavli Nanolab Delft. Both sides of the Si wafer will be covered
with SiN. The machine settings are presented in Table 3.4. With these parameters, the
deposition rate is 4 nm/min with a total deposition time of approximately 12 minutes.
The thickness and refractive index of the film can then be measured using the variable
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angle Woollam M-2000 ellipsometer. A test deposition process is carried out with this
furnace, as shown in Fig.3.7 and has yielded a thickness of 48 nm with refractive index
of 2. The mechanical stress can be measured with the Flexus (TOHO) stress meter that
probes the curvature of the wafer. This stress measurement involves 2 steps: a scan of
the top surface of the wafer without any film followed by another scan after deposition.
The residual stress in the film can be calculated with [22]

σ= E t 2
s

6(1− v)t f R
(3.5)

where E and v are the Young Modulus and Poisson ratio of the substrate, respectively.
ts and tf are the substrate and film thickness respectively, and R is the average radius
measured across the wafer with the stress meter. In order to measure the curvature of
the wafer, the film on one side needs to be removed. This can be done with a CHF3/O2

RIE. Note that the wafers needed for fabricating free-standing square membranes should
have the Si3N4 thin film on both sides.

Temperature = 800 oC
Pressure = 250 mTorr

Gas Flow (sccm)

NH3 90
N2 80

DCS 30

deposition rate = 4 nm/min

Table 3.4: Tempress furnace parameters for obtaining high tensile stress stoichiometric Si3N4 films.

STEP 3: PHOTO-LITHOGRAPHY

After the LPCVD process, a square shaped pattern is defined in the SiN film only on one
side of the wafer. This is accomplished by spinning positive photoresist AZ5214 at 4000
rpm on the SiN film followed by a softbake at 110 oC for 1 minute on a hotplate. This
results in a thick resist layer of 1.4 µm. For convenience, we call this the backside of the
wafer, as back-etching in the following step will be facilitated through an opening at this
side. Next, square windows are exposed in the photoresist and are slightly bigger than L =
350µm. This can be performed with the DMO laser writer with, for example a 5µm beam
with wavelength of 405 nm and dose of 35 mJ/cm2. These windows serve as an opening
to facilitate back-etching of the Si. The lateral dimensions of the back-etch window need
to be greater than the target sidelength of to be realized freestanding membrane. This is
because the wet-etch in the following step is not completely anisotropic, i.e. no straight
sidewalls. The Si atoms of the different crystal planes have different activation energies
for the etching reaction. This causes the <100> and <110> plane to be etched faster than
the <111> plane [23]. An angle of 54.7o with respect to the surface is obtained due to
the difference in etch rates, as shown in Fig.3.5. This is compensated by offsetting the
dimensions of the back window by ts/tan(54.7o) ≈ 140µm. Due to the nature of this etch,
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ts = 200 um

350 um

140 um

<111>

<110>

<100> 54.7o

SiN mask

Si

Figure 3.5: Anisotropic wet etch of <100> silicon. The sidewalls are not completely vertical, since the <111>-
plane acts as an etch stop. Instead, the walls make an angle of 54.7o w.r.t. the surface and therefore the back-
etch window need to be offsetted.

careful thought must be taken when designing a mask as well as ensuring the proper
alignment during lithography.

The exposed resist is removed by developing with MF-321 for 2 minutes followed
by a continuous flowing D.I. H2O rinse for 60 seconds. The wafer is dry etched with
the Leybold Fluor etcher F1 to remove the SiN in the developed areas. Here, a CHF3/O2

plasma is used for 2 minutes until the bottom Si is exposed. The machine setting to
carry out this etch is provided in Table3.5. At last, the resist is stripped with a hot PRS-
3000 solution at 80 oC for 30 minutes, followed by two IPA rinses each 2 minutes and
blown-dry with an N2 gun.

CHF3 O2 Pressure RF Power Bias voltage

51 sccm 2.5 sccm 9.2 µbar 50W -520 V
Etch rate = 20 nm/min

Table 3.5: Leybold Fluor etcher F1 maching setting for etching SiN at room temperature.

STEP 4: KOH
Next, the silicon is removed by means of a wet etch with potassium hydroxide (KOH) to
obtain freestanding membranes. This chemical wet etch in which the etch rate depend
exponentially on the temperature and concentration of the KOH solution can make it
challenging to release a high tensile stress thin Si3N4 films without fracturing it. There-
fore, a special setup need to employed that consists of a teflon single sided holder and a
customized container in which the KOH solution is stored. The container is a cylindrical
vessel which contains the 40% KOH solution and has 2 gas inlets, as shown in Fig.3.6a.
It is mounted on a heater that is set to 80 oC and takes roughly 1 hour for the solution to
reach this temperature. A magnetic steerer at 60 rpm should be used to promote tem-
perature uniformity in the solution.

The wafer is then placed and fixed on the single sided teflon holder, as shown in
Fig.3.6b and thereafter immersed in the etchant. Here, the backside of the wafer is ex-
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Figure 3.6: KOH etching setup with etch rate dependency. (a) Reaction vessel that contains 40 % KOH solu-
tion. This vessel keeps the KOH concentration constant during long etching periods. (b) Single sided teflon
holder for etching silicon wafers. With this holder only one side of the wafer is exposed to the etchant, while
the other side is protected and forms a cavity. The pressure that builds in this cavity during the etch is released
through small vents. (c) <100> silicon etch rate at different temperatures and concentrations [23].

posed to etchant, while the edge of the wafer and the frontside is protected against the
etchant. The SiN film on the backside serves as a hard mask during etching, such that
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(a) (b)

Figure 3.7: Norcada Si/Si3N4 membrane device. (a) Chip as received from Norcada Inc. and has lateral dimen-
sions of 10x10 mm with 200 µm thick silicon substrate. (b) A zoom in of the transparent square in the middle
of the chip is the free-standing Si3N4 film with L = 350 µm and tf = 50 nm.

only the exposed Si within the square opening is etched only. The selectivity of the
etchant to LPCVD Si3N4 is 1:49000 with respect to Si [24]. Despite the efforts of keep-
ing the temperature constant and homogenous across the surface of the wafer, it will be
difficult to obtain a homogeneous etch rate. This is harmful to the release process of
membranes and can be a reason to cause the membrane to fracture.

The etch rate of Si in 40% KOH at 80 oC is approximately 1 µm/min and is shown
in Fig.3.6c. Etching 200 µm can therefore take up to 4 hours. The etch rate is kept con-
stant during this extended amount of time by keeping the concentration of the solution
constant. This is automatically taken care of when etching in a reaction vessel. Here, the
evaporated H2O flows out of the vessel through the gas outlet, after which it is condensed
back into the solution through the inlet. Not that an increase in KOH concentration low-
ers the etch rate.

Once the etch has finished and the Si3N4 membranes are released, the holder with
the wafer need to be removed from the solution and placed immediately in a beaker
containing D.I. H2O for 10 minutes. This is crucial as KOH is a viscous fluid and will dry
on the wafer if not rinsed with D.I. H2O. Next, the wafer can be unmounted from the
teflon holder and should be immersed in a HCl:H2O (3:1) solution, twice for 5 minutes
each, to remove the remaining potassium atoms. A final flowing D.I. H2O rinse for 5
minutes should be carried out, after which the wafer can be blown-dry (N2) and cleaved
into single 10x10 mm pieces. The final device should look similar to the ones received
from Norcada Inc, as shown in Fig.3.7.

STEP 5: METALLIZATION

Metallization of the membranes is a crucial step for interfacing mechanical devices with
microwave circuits in order to achieve electromechanical coupling. There are certain
conditions that the metal on the membrane must meet such that the mechanical prop-
erties of the Si3N4 are perturbed minimally. The three conditions are as follows: (1) it
should have neutral stress when deposited on the membrane; (2) it should be of similar
density as the SiN dielectric and (3) it should be superconducting at 15 mK.
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The first condition is satisfied if the stress introduced by the metal is neither com-
pressive or tensile, i.e. neutral. Either of these can be detrimental for the membrane
since compressive stress reduces the net stress of the membrane and can cause the
membrane to deform thereby altering the mode shapes. A systematic increase in in-
trinsic damping has been reported in Ref. [25] when 1.5 nm SiO2 layer was deposited
on SiN resonators and thereby reducing the effective tensile stress. A too high tensile
stress on the other hand increases the load on the membrane and can fracture when
it exceeds the ultimate tensile stress (UTS) of Si3N4. Therefore, it is a necessity to opti-
mize the deposition process of the metal such that there is additional stress is introduced
and the high tensile stress of Si3N4 is retained. The second condition indicates that the
superconducting metal need to be lightweight, because the addition of metal increases
the effective mass of the membrane and reduces xzpf. A reduction in xzpf also lowers
the single photon-phonon coupling g0. The mechanical mode frequencies will also de-
crease due to the added mass of the metal and can deform the mechanical mode shapes.
Therefore, a thin and light superconducting metal film is favourable. However, one also
needs to take into account the increased kinetic inductance that comes with thin super-
conducting metals, as it scales inversely with t 2

f . A high kinetic inductance may limit
the electromechanical circuit at high input powers, resulting in a Duffing response of
the microwave resonator. As already noticeable, the second and third condition are not
complementary as a higher go is obtained with thinner films, while the kinetic induc-
tance increases with 1/t 2

f . The microwave resonator circuit is fabricated using 100 nm

superconducting NbTiN and it is fairly reasonable to choose the same metal for coat-
ing membranes. We have nonetheless investigated the use of two metals i.e. NbTiN
and Al+1%Si and in the sections below we elaborate on the fabrication techniques. We
deposit 25 nm of each metal with sidelength of 320 µm. The fabrication process is cate-
gorized in either a top-down or bottom up approach and is depicted in Fig.3.8.

ALUMINIUM + 1% SILICON

Bottom up We first consider the metallization of the Si3N4 using Al+1%Si, which is an
aluminium-alloy known for its high fracture strength, almost 5x higher than pure Al (4N)
[26]. In the bottom up fabrication process, we first coat the entire substrate with 25 nm
Al+1%Si with the Alliance metal 1 sputtering machine. The machine settings to obtain a
stress-free thin film is given in Table3.6. Before actually sputtering the sample, we have
executed a pre-sputter routine of 2 minutes first.

Next, we spin-coat 1.4 µm thick positive photoresist AZ5214 at 4000 rpm followed by
a softbake at 90 oC for 90 seconds on a hotplate. A square with L ≈ 320 µm is exposed by
495 nm (UV) beam with the DMO laser writer with dose of 15 mJ/cm2. Instead of devel-
oping the resist, which will open up the exposed area, we perform a post-bake required
to promote cross-linking in the exposed area. This is known as an image-reversal tech-
nique and allows the resist to be used in negative mode. We perform a second round of
flood exposure of the entire resist with a EVG-620 mask aligner. We develop the sample
in MF-321 (2.1% TMAH) for approximately 6 minutes, and here the developer simulta-
neously etches the Al+1%Si in the process. Note that most of the metal on the surface
is etched away within 3 minutes. However, we are still left with metal at the edges and
corner of the substrate since the resist is thicker at those places. We then wait an ad-
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Figure 3.8: Metallizing the Norcada membranes with (a) bottom-up or (b) top-down approach.

ditional 3 minutes for these to be also removed. After the wet-etch, we are left with an
Al+1%Si square island in the middle of the membrane that is covered by the resist mask.
As a final step, we strip this resist with a PRS-3000 bath at 80 oC followed by an 2-minute
IPA rinse. The sample is blown-dry with N2 gun at the end. Upon optical inspection,
we notice: (1) the square Al+1%Si island is slightly off-centred by 10 µm from the mid-
dle of the membrane and (2) the metal square to possesses coarse edges, as shown in
Fig.3.9a. The first observation is explained by misalignment when exposing the resist
with the laser writer. The corners of the square membrane are used as markers for align-
ment, and misalignment occur when these corners are not clearly visible through the
optical microscope. The coarse edges are due to under etching of the Al+1%Si in MF-321
indicating that developer creeps beneath the resist mask. To solve this problem, one can
choose to promote adhesion of the resist to the metal or make use of a thinner resist.
The latter reduces the development time and therefore the under etching will be less
severe. Note that none of the above-mentioned issues pose any serious threat for the
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(a) (b)

Al+1%Si NbTiN

Figure 3.9: Optical images of metallized Norcada square membranes with (a) Al+1%Si and (b) NbTiN using
a bottom-up approach. The Al+1%Si metal has coarser edges when compared to NbTiN and is attributed to
under etching of Al+1%Si in MF-321 developer. Note that the optical zoom in (b) is twice to that used in (a).

subsequent processing steps.

Top down: In the top-down process, the Al+1%Si metal is applied with the lift-off tech-
nique. We first spincoat 1.4 um thick positive photoresist AZ5124 (4000 rpm) on the
substrate followed by a softbake. We intend to use the resist in its default positive mode,
and therefore the baking parameters and exposure differ compared to the bottom-up
process. A baking temperature, time and exposure of 110 oC, 60 seconds and 40 mJ/cm2

is chosen to comply with a negative sloping resist profile. We follow the same procedure
as explained in the previous section by exposing a square with L ∼ 320µm and centred in
the middle of the membrane. We develop the sample with MF-321 for 2 minutes to open
up the exposed area. We continue with deposition by sputtering 25 nm of Al+1%Si using
the same machine and process as stated previously. The last step involves a lift-off, where
we strip the unexposed resist with Al+1%Si on top by immersing the sample in n-methyl-
2-pyrrolidinone (NMP) solution at 80 oC followed by an 2-minute IPA rinse. Lastly, the
sample is carefully blown-dry with an N2 gun and a square rectangle of Al+1%Si is visible
in the middle of the membrane. The lift-off process is known to work with even lower
resist thickness.

NBTIN
The metallization with NbTiN is similar to the bottom-up with Al+1%Si. In the bottom-
up process, we first sputter NbTiN over the whole substrate with SuperAJA sputtering
machine. Positive photoresist AZ5214 is used in image reversal mode and is applied, ex-
posed and developed using the same procedure as followed in bottom-up process for
Al+1%Si. However, the MF-321 does not etch NbTiN and therefore we remove the NbTiN
through a reactive ion etch (RIE) with the Leybold Fluor etcher F3. An SF6/O2 gas plasma
is used to etch away the NbTiN which lasts for 50 seconds. This etch need to be stopped
on time since the plasma containing SF6 also etches SiN and can destroy the membrane.
After the etch, we perform an in-situ O2 plasma ash for to remove the resist mask. The
machine settings for this etch are shown in Table 3.2. As a last step, we strip the remain-
ing resist mask by placing our sample in an 80 oC NMP bath followed by an IPA rinse.
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The sample is blown-dry with an N2 gun.
A wet etch of NbTiN in the bottom up is also possible, but involves more tedious

fabrication steps. In Ref. [27], this etch is performed with a mixture of NH4OH:H2O2:H2O
(1:2:5). Therefore, as one has to resort from standard organic photoresist to hydrogen
silsesquioxane (HSQ) as the former is known to dissolve fast in the etch mixture. HSQ is
a liquid inorganic chemical that is transformed into silicon dioxide (SiO2) after spinning,
baking and exposing it with the E-beam. Parameters such as thickness, baking time,
exposure dose and development time of HSQ need to be optimized for it function as a
stable hard mask against the etching mixture.

The top-down process for NbTiN follows the same procedure as in metallizing the
membrane top-down with Al+1%Si.

Machine Target Gas Flow
(sccm)

Pressure RF
power

DC
voltage

dep. rate
(nm/min)

Alliance
Metal 1

Al+1%Si Ar 20 3 µbar 100W 312 V 37.5

SuperAJA Nb0.7Ti0.3 Ar 60 100
µbar

100W N.A. 40

Table 3.6: Alliance metal 1 and SuperAJA machine setting for sputtering Al+1%Si (first row) and NbTiN (second
row), respectively. Both process take place at room temperature.
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Step 6: PECVD SiO2 Step 7.1: Resist coating

Step 7.2: Patterning and 
develop

Step 8: SiO2 etch Step 9: Si DRIE

Step 10: SiO2 removal HF vapour

SiO2

SiN
Si

Resist

Figure 3.10: The fabrication starts with an Al+1%Si coated Norcada membrane. The end result at each fabrica-
tion step portrayed. In step 10, the oxide stoplayer at the back is removed first, followed by the oxide mask on
the front.

3.3. DESIGN AND FABRICATING IN-SUBSTRATE PHONONIC SHIELDS

3.3.1. DESIGN
The design of the phononic shield is based on the acoustic crystal developed in Regal Lab
[28]. They reported an increase of Qm when the mechanical resonator is surrounded by
periodic mechanical structures. These structures shield the mechanical energy stored
in the membrane from its supports and curbs the radiation losses [29, 30], also known
as clamping losses. This phononic shield is analogous to a crystal lattice in a metal
that gives rise to energybands separated by bandgaps. The same applies for a phononic
shield: we obtain energy bands in which a set of phononic modes are forbidden to prop-
agate within the shield. Therefore, we design the shield such that its largest bandgap
is centred at the mechanical fundamental mode ω11 = 2π× 1 MHz. This prevents in-
teraction of the mechanical mode with modes of the substrate, effectively resulting in
high mechanical quality factors. The design details such as geometry, dimensions and
banddiagram of the phononic shield are provided in the supplementary note of chapter
6.

3.3.2. FABRICATION
The process of creating free-standing Si structures within the Si substrate is also com-
monly known as bulk micro-machining and is a standard operation in CMOS and MEMS
processing. To obtain these suspended structures in the substrate, we first apply a hard
mask over the entire Si substrate. A pattern is transferred into the hard mask by means
of E-beam lithography and plasma dry etching. The unprotected and exposed Si areas
are completely removed through a dry etch also known as deep reactive ion etch (DRIE).
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DRIE is the most demanding in terms of time and effort as the process needs to be care-
fully adapted depending on the complexity of the freestanding structures such as aspect
ratio, the thickness of the substrate, percentage of exposed Si with respect to the total
size of the substrate. Below we elaborate on the details and pitfall of this bulk micro-
machining fabrication process. We start with a 10x10 mm Si substrate that is 200 µm
thick and consist of a freestanding metalized Si3N4 membrane in the middle, as is shown
in Fig.3.9a. The window has lateral dimensions of 350×350 µm and the Si3N4 film is 50
nm thin and coated with 25 nm of Al+1%Si. We have chosen Al+1%Si for its simple fab-
rication process (fewer steps), its volumetric mass density which is 3x smaller compared
to NbTiN and its relative small kinetic inductance at millikelvin temperatures. The fab-
rication of the phononic shield, starting from step 6 is carried out independently in the
Delft Kavli NanoLab and is depicted in Fig.3.10.

STEP 6: PECVD SIO2

The etching gases we will be using for Si etching are SF6 and C4F8 and therefore a hard
mask should be resistant against these gases. Silicon dioxide (SiO2) in general is an at-
tractive candidate to be used as a hard mask due to its high etch selectivity with respect
to silicon in plasma of gasses that are mentioned above. Depending on the deposition
method of SiO2, etch selectivities above 1000 have been reported in literature [31] i.e. for
every 1000 µm of Si that is etched away, 1 µm of SiO2 is removed.

We deposit SiO2 using plasma enhanced chemical vapour deposition (PECVD). This
is accomplished with the Oxford Instruments PlasmaPro 80 machine. PECVD oxide how-
ever have selectivities close to 100 [32]. PECVD takes place in a chamber that consists of
a conventional parallel plate design and uses a high frequency (13.56 MHz) power source
able to generate a plasma of reacting gasses. Our sample is placed on a carrier wafer and
transferred to the bottom plate of the chamber and is first heated to 300 oC. Silane (SiH4)
gas diluted with inert N2 gas and nitrogen dioxide (N2O) gas are emitted in the chamber
and is radicalized and ionized by the RF-field. The Si-ions and O-radicals combine to
form SiO2 and precipitate on the sample.

Note that the membrane sample is surrounded by dummy samples of equal size to
effectively increase the size of our device, as shown in Fig.3.11a. This is to improve height
uniformity of the SiO2 across the substrate. By leaving out the dummy samples, we ob-
served a non-uniform height profile across the 10x10 mm Si substrate. It is thinner in the
middle and gets thicker by a few hundred nanometres at the edges. This is not ideal since
we cannot afford to have a too thin hard mask during Si DRIE in the next step. An earlier
than expected removal of the SiO2 hard mask will start etching the SiN and destroy the
membrane.

We cover the front side of the sample with 2.1 µm of SiO2. The deposition rate is 70
nm/min and the deposition lasts 30 minutes. We also cover the backside with 700 nm
SiO2 with same deposition rate which last for 10 minutes. The SiO2 on the back serves
as an etch-stop layer for Si etching. The thickness of the SiO2 is determined by means
of an ellipsometry measurement with the Woollam M-2000 ellipsometer. The machine
settings for this deposition are shown in Table3.7.

But one needs to be cautious when depositing PECVD SiO2 on high stress SiN mem-
branes. We observed membrane buckling up with the naked eye, as shown in Fig.3.11b.
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Machine Gas Flow
(sccm)

Pressure RF
power

Oxford
PlasmaPro
80

SiH4/
N2O/
N2

8.5/
710/
165

1000
mTorr

20W

Table 3.7: Oxford Instruments PlasmaPro 80 machine settings for depositing PECVD SiO2. The process takes
place with the table temperature set to 300 oC. The deposition rate is 70 nm/min.

(a) (b) (c)

(d)

6 um

350 um

Figure 3.11: SiO2 PECVD characterization of the membrane. (a) Membrane samples placed on a 4" Si carrier
wafer surrounded by dummy sample of equal thickness. This is to improve the uniformity of the SiO2 film
across the sample. (b) Differential interference contrast image taken after PECVD shows the height profile
across the membrane and we witness a color gradient indicating that the membrane is buckled due to com-
pressive stress introduced by SiO2. (c) Dark field optical image reveals grains on the metal after PECVD. We
suspect these to be chunks SiO2. (d) Height profile of the membrane measured with profilometer shows a step
that indicates buckling of the membrane.

The height profile of the membrane with SiO2 is measured with a Bruker Dektak XT pro-
filometer and shown in Fig.3.11d. We witness a hilly profile with peak height of approx-
imately 6 µm that indicate that the membrane is deformed. This buckling can be at-
tributed to the compressive stress that the SiO2 possesses and has been well documented
in Ref. [33]. The compressive stress in the film is dependent on the process conditions in
the chamber and thus can be understood from the chemistry of the gasses with respect
to temperature, pressure and power. In addition: cooling, venting the chamber and ex-
posing the film to the atmosphere can further alter the stress of the film [34]. This growth
induced stress arises during deposition when high energetic atoms or ions bombard the
growing film also known as atomic peening [35]. The energetic ions cause atoms to be
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incorporated into areas in the growing film which are smaller than the usual atomic vol-
ume, resulting in an expansion of the film outwards from the substrate. As the film is not
free to relax by expanding in-plane, the entrapped atoms cause macroscopic compres-
sive stress and the membrane therefore buckles up [36].

We provide basic instructions to reduce the residual compressive stress of the SiO2

film. A simple starting point to obtain stress control of the film is by modifying the re-
action gasses flow ratio N2O/SiH4 as this will alter the stoichiometry and density of the
film. By increasing the SiH4 gas flow rate, therefore decreasing the aforementioned ra-
tio, results in a monotonic reduction of compressive stress in the SiO2 films [37]. These
are Si rich film, with relative higher refractive index, but caution must be taken when
changing the gas ratio. This will increase the deposition rate at the cost of uniformity.
Other method for stress control of the film include the addition of a low frequency power
source to control the ion energies. Various methods of stress control in SiO2 film have
been investigated quantitatively in Ref. [37].

STEP 7: PATTERNING THE SHIELD

We transfer the pattern of the phononic shield to the SiO2 hard mask by means of E-
Beam lithography. The SiO2 cannot not be exposed directly to the E-beam, hence we
use positive E-beam resist. We spin ARP6200.18 resist at 3000 rpm on the membrane
sample followed by a 3-minute bake at 150 oC on a hotplate. We obtain 900 nm thick
resist, enough to serve as a protection mask for etching 2.1 µm SiO2 later on in the pro-
cess. Spinning resist should be done carefully with the sample centred in the middle of
the chuck as much as possible. If not properly centred, the resist gets deflected upon
spinning due to the buckling of the membrane and result in thinner resist coverage over
the freestanding film. It will not survive the subsequent etching step due to premature
removal of the resist on the membrane. We have a custom-built chuck to mitigate this
effect. Its diameter has the same dimension as the lateral size of the membrane sample.
This makes it is easier to align the centre of the device with the chuck. After applying
resist, we place the sample into the Raith EBPG5200 E-beam (holder BW0040A) and use
the corners of the square membrane to determine the centre of the chip with respect
to the E-beam holder Faraday cup. Position A of the holder is always used as this is the
closest to the Faraday cup of the holder and leads to better alignment of the pattern with
respect to the centre of the device. We expose the resist with a 110 nm beam and dose of
400µC/cm2. The sample is afterwards developed in pentyl acetate solution for 1 minute,
followed by a 1-minute MIBK:IPA (1:1) rinse to slow down the development. A final 1-
minute IPA rinse is carried out to stop the development, and the sample is blown-dry
with a high pressure N2 gun. The process is depicted as step 7 in Fig.3.10.

STEP 8: SIO2 REMOVAL

In this step, we define the pattern in the SiO2 hard mask with an inductively coupled
plasma (ICP) dry etch. The ICP etcher is mainly used for its ability to reach relative
high etch rates of several hundred nanometres to few microns while still maintaining
an anisotropic etch profile.

We start by mounting the 10×10 mm Si/SiN/SiO2/resist chip at the center of 4" Si
carrier wafer. The sample is held in place with 3 miniscule droplets of organic pump
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Figure 3.12: AMS Bosch ICP etch process. (a) Sample preparation with pump oil applied to the backside of
membrane sample. (b) Illustration of ICP etch process as it takes place in the chamber.

oil on the backside, as shown in Fig.3.11a. The pump oil is originally intended for lu-
bricating turbo pumps but due to its excellent thermal conductance, it can also be used
as a thermalization oil. The use of this oil is important because it establishes a thermal
path that allows the heat generated during etching to be released to the environment. If
not well thermalized, the temperature on the surface of the chip will increase, leading to
higher etch rates and lower selectivity between the resist and SiO2. The sample is there-
fore moved slightly back and forth such that the oil spreads out evenly on the backside
of the sample.

The carrier wafer is loaded into the loadloack of the AMS Bosch ICP etcher where it is
clamped down and fixed. Helium (He) gas is emitted on the backside of the wafer and
functions as an exchange gas to thermalize the sample to 0 oC before the etching starts.
The system will raise a warning stating "Helium overflow" if the He flow keeps increas-
ing till its limits are reached. This is usually an indication of a leak and in most cases
related to He gas escaping from the backside of the carrier wafer due to misalignment in
clamping or a dirty carrier wafer. This issue can be resolved by unloading and cleaning
the backside of the carrier wafer with aceton or IPA. The wafer can then be loaded again
in the loadlock and repeated until the warning disappears.

The ICP etcher contains 2 independent RF sources: the first source is 2 MHz source
and responsible for creating a plasma in the chamber. This is done by feeding power
to an RF antenna consisting of a large coil. The coil then produces an alternating mag-
netic field which energizes electrons that aid in ionizing gas molecules C4F8 and CH4,
creating a high density plasma. In each cycle of the alternating field, the electrons are
accelerated up and down in the chamber, striking the upper walls and the wafer plate
in the chamber. Note that the wafer plate is DC isolated from the lower electrode. In
contrast to electrons, the ions show little to no response to the RF field. With a second
13.56 MHz RF source, we bias the upper walls and the wafer plate of the chamber. Elec-
trons that hit the walls of the chamber are fed to ground and do not change the state of
the system. Electrons accumulate on the wafer plate, making the lower electrode nega-
tively charged. The plasma will develop a positive charge due to an absence of negative
electrons. The voltage difference ∆V between the electrodes in the chamber that lead to
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positive ions to drift toward the wafer plate. These ions collide with the sample and react
chemically with SiO2, but also physically, where they knock off the SiO2 molecules, as
shown in Fig.3.12b. The vertical motion of the ions produce an anisotropic etch profiles.
In total, we etch for 6 minutes and 30 seconds with the etch process split up in 2 steps
of equal time. We introduce a wait time of 10 minutes in between for the chamber to
cooldown before we proceed with the next step. After the etch is completed, the remain-
ing resist is removed with an in-situ O2 plasma for 4 minutes. The loadlock is vented
and the samples are removed from the 4" Si carrier wafer with ethanol and blown-dried
with high pressure N2 gas. We achieve an etch rate of approximately 350 nm/min for
SiO2 with machine parameters shown in Table3.8, and we estimate the etch rate of ARP
6200.18 to be approximately 100 nm/min.

Process Gas Flow
(sccm)

Pressure ICP
power

SH
power

∆V SH
height

He
cooling

SiO2

etch
C4F8

He
CH4

50
100
10

4.6·10−3

mbar
2500 W 200 W 23-24.2

V
120 mm 10

mbar/2.8
sccm

Resist
O2 clean

O2 50 2.1·10−2

mbar
1000 W 5 W 6 V 200 mm 15

mbar/4.7
sccm

Table 3.8: AMS Bosch ICP machine setting for etching SiO2. Both process take place at T = 0 oC. The measured
etch rate of SiO2 is 350 µm/min.

Note that there is a variability in the etch process and the etch rate changes between
independent runs. The variability in etch rate is a result of the instability in system pa-
rameters. For example, the He flowrate on the backside of the wafer and responsible for
wafer temperature control, changes each time the wafer is mounted differently on sub-
strate holder. The location where we attach our chips on the 4" carrier wafer also needs
special attention, as etch rate differs across the wafer. The stability of the plasma di-
rectly influences the etch rate and depends on the condition of the chamber. An instable
plasma can be detected by monitoring the reflected power and ∆V . A much lower etch
rate is reached if the reflected power is not able to reach 0 W. A prior 1 hour O2 plasma
clean of the chamber followed by a few minutes of preconditioning is recommended to
ensure a stable plasma with 0 W reflected power and minimize etch variability. There-
fore, it is of great importance to closely monitor the process parameters during each
etching process e.g. bias voltage ∆V , He flow and chamber pressure to achieve consis-
tent etch rates between independent runs. Any deviation from calibrated values may
result in different etch rate of the resist and SiO2. For example, if the carrier wafer is
not properly thermalized during the etch process, the sample will heat up resulting in a
lower selectivity between SiO2 and resist. In this case, the sensor will raise an He over-
flow warning and the process needs to be stopped immediately. Ignoring this warning
and continuing the process will cause the resist mask to disappear before the exposed
SiO2 is fully etched, resulting in a thinner SiO2.
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Figure 3.13: Time multiplexed Si DRIE process. The process continiously cycles between silicon etching (SF6)
and passivation (C4F8). The etch step is isotropic but is of short duration. In the passivation step, the sidewalls
are coated and protected against the subsequent etch steps. The alternation between these steps results in an
anisotropic etch profile.

STEP 9: SI DEEP REACTIVE ION ETCH (DRIE)
Si Bulk micromachining is realized with a Bosch process and is commonly used to make
high aspect ratio structures in Si [38]. The Bosch process, named after the German com-
pany Robert Bosch GmbH which patented the process, is a time division multiplexed
plasma etch process that has the capability to achieve high Si-SiO2 selectivities, good
anisotropy control and etch rates up to 10 µm/min in certain circumstances [31].

We prepare the membrane sample for DRIE by attaching them in the centre of a 4" Si
carrier wafer with 6 um of thermal SiO2. The same organic pump oil that was used in step
8 is used as a thermal link between chip and carrier wafer. Here, the location of the oil
droplet on the back of the substrate is important and care must be taken when applying
this. We place tiny oil droplets at 3 corners on the backside of the Si/SiN/SiO2 chip and
thus away from the square window. We believe that in case the thermalization oil is
placed directly beneath the membrane, degassing of the oil in a vacuum environment
might cause the membrane to break.

The carrier wafer is placed on the loading arm of Oxford Instruments PlasmaPro 100
Estrelas and then transferred automatically into the etching chamber. Here, thermal-
ization is also very important because etching increases the temperature on the surface
resulting in non-uniform etch rates as pointed out in step 8. The wafer inside the cham-
ber is cooled to 5 oC and hereafter He gas is emitted at the backside. The He gas ensures
homogenous thermalization during etching, else the sample will heat up resulting in
non-uniform etch rates and profiles. A general rule is that the flow should not exceed 10
sccm, else there might be a leak (see step 8).

The Bosch etch process is divided up in cycles, each consisting of 2 steps i.e. etch
and deposition. In a complete deposition-etch cycle, the deposition and etch time step
are denoted td and te, respectively, as shown in Fig.3.13. During the deposition step,
precursor gas C4F8 is emitted in the chamber and is dissociated into ions and radicals
species by a strong magnetic field generated with a RF antenna. These undergo poly-
merization reactions to form a polymeric layer, probably CF, on the surface of the silicon
structures. In the next etch, SF6 gas is used to promote spontaneous Si etching. This etch
step consists of the two separate stages. In the first stage of the etch step, the polymer
already deposited at the surface is preferentially removed. This process is facilitated by
directional ion bombardment. In the second stage, which starts after the polymer de-
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posited at the bottom surface is completely removed, F-radicals cause spontaneous and
isotropic Si etching by adsorption followed by formation and desorption of volatile prod-
ucts such as SiF4. Therefore, a complete deposition/etch cycle can be divided into three
distinctive but sequential physical stages: polymer deposition stage, polymer removal
stage and isotropic Si etching stage.

The etch is started if the temperature of the chamber sidewalls are around 160 o C.
We witness instabilities in the plasma with colder sidewall temperature. In this case, we
execute a 5-minute O2 plasma clean to raise the temperature of the chamber and the
sidewalls. We also precondition the chamber for 100 cycles with a dummy wafer before
etching the membrane sample. The execution order of the DRIE process is shown in
Table 3.9. This process is illustrated as step 9 in Fig.3.10.

Polymerization The substrate is etched through after 773 cycles and lasts approxi-
mately 31 minutes. The sidewall of the free-standing structures are covered by a thin
fluor layer that is a by-product from the chemical reactions at the deposition steps, pre-
sumably SiCF4. This residue layer is stripped off by running a 5-minute O2 plasma clean
for 2 times, with a wait time of 5 minutes in between. We only start this cleaning process
once the chamber has cooled back down to 160 oC and hereby releasing most of the heat
generated during the Bosch process. To prevent the substrate from overheating during
the O2 ash, we keep cooling the backside of the wafer with He gas at 5 oC. Afterwards,
the wafer is transferred from the chamber back to the loadlock and the chips are then
carefully removed from the carrier wafer with ethanol. After the samples are separated,
we mount them in teflon holder. We then perform a final piranha clean to remove all
the organic residues that are still left on the sample i.e. organic pump oil and/or resist.
The piranha mixture is created with 3 parts sulfuric acid (H2SO4) and 1 part H2O2 and
is heated up to 100 oC. The mixture is a highly corrosive and an extremely powerful oxi-
dizer which then removes most of the remaining organic residue. Mixing the 2 chemicals
is a highly exothermic process and care must be taken when preparing this mixture i.e.
H2O2 is poured slowly into H2SO4 and not vice versa. The sample is then cleaned for 10
minutes and rinsed twice with flowing D.I. H2O. They are gently blown-dry with an N2

gun.
There are several complications that arise when carrying out a Bosch etch process

and require special attention. These are highlighted in below.

Aspect ratio dependent etch rate (ARDE) ARDE is a well documented phenomenon
that is often observed in Si DRIE with the Bosch process. Here, the etch rate depend on
the aspect ratio of the features that are etched. Wider features tend to be etched deeper
than narrow ones, indicating a faster etch rate. This is also known as ARDE lag [39] and
an example is shown in Fig.3.14a. This raises difficulties if features with different aspect
ratios need to coexist in the same pattern. Therefore, we discuss this effect further and
provide the reader with suggestions. Many factors contribute to the ARDE lag, but Ref.
[40] showed that one factor is the depletions of ions at the bottom of the etched structure.
One reason is that the sidewalls capture the ions due to their angular distribution when
they enter the trench opening. Electrostatic fields within the trenches also contribute to
the depletion of ions since they are deflected when they move through the trench.
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Process Gas Cycles

Precondition SF6

He
CHF3

100 (LF pulsed)

Si etch 1 SF6

He
CHF3

443 (LF pulsed)

Si etch 2 SF6

He
CHF3

300 (LF pulsed)

Polymer strip
1

O2 continuous

Polymer strip
2

O2 continuous

Table 3.9: Oxford PlasmaPro 100 Estrelas Si DRIE process.

Minimizing ARDE lag, where uniformity in etch rate is achieved independent of the
feature sizes can be a tedious and time-consuming task. This requires to find optimum
combination of process related parameters e.g. power, deposition, etching gas time,
pressure, temperature and many more. Our approach is the opposite: we design the
pattern such that the feature to be etched have the size lateral dimension. In this way,
we ensure that all the features and trenches are etched simultaneously with the same
etch rate.

Notching Another undesirable effect of DRIE etching is known as notching [41]. Notch-
ing occurs at the bottom of the trench and can be attributed to charging of the dielectric
SiO2 of the carrier wafer on which the substrate is situated. This is visible as localized
undercuts of the Si structures at the bottom Si/SiO2 interface. Downward accelerated
ions are deflected due to charging of the SiO2 at the bottom. The charging effects do not
occur during bulk etch because the silicon substrate is conductive enough to accommo-
date the current flow within the substrate and prevents any charge separation. However,
when the etch front reaches the Si/SiO2 interface, the insulating SiO2 is exposed and the
conductive current path is broken, allowing charge separation to occur. Due to the dif-
ferent angular distributions of ions and electrons in the plasma, positive ions tend to
accumulate at the bottom of the trench, and electrons at the top. The resultant elec-
tric field is strong enough to bend the trajectories of arriving ions into the sidewalls of
the trench where lateral etching (notching) occurs, as shown in an example in Fig.3.14b.
Although harmless for our device, we still mitigate notching by modulating the voltage
bias on the wafer holder. Pulsing the substrate electrode bias power with a low frequency
source gives the SiO2 dielectric time to discharge during bias-off-periods [42].

STEP 10: REMOVAL OF SIO2 HARD MASK

After DRIE, there still remains a few hundred nanometers of SiO2 on the front side of the
chip, assuming a DRIE Si/SiO2 selectivity of 100. This can be removed with hydrofluoric



3.3. DESIGN AND FABRICATING IN-SUBSTRATE PHONONIC SHIELDS

3

53

+ + + + + + + + + +

+
+

e-

SiO2 mask

Si

SiO2 stoplayer

(a) (b)

Figure 3.14: Common DRIE artifacts.(a) ARDE: the trench depth depend on the aspect ratio of the features.
The wider openings are etched deeper compared to the narrow ones [39]. (b) Notching: occurs at the bottom
of the substrate due to the charging of the SiO2 stop layer.

acid (HF), but caution is required since this inorganic acid also etches Al+1%Si. Ref. [43]
measured an Al etch rate of 2.2 nm/min with HF(79%) and diluting with D.I. H2O (HF
40%) increases the etch rate to 68 nm/min. Suprisingly, the Al etchrate increases with
decreasing HF concentration. HF is a weak acid that dissociates slowly in H+ and F−
to form H3O+ and F−, but there also remains non-ionized HF molecules. This etch is
described via the chemical reaction given by [43]

2Al(s) +6H3O++6F− → 2AlF3(s) +3H2(g) +6H2O(l) (3.6)

Etching of Al in concentrated HF is slower because of an absence of H3O+ molecules.
Diluting concentrated HF increases H3O+ concentration resulting in faster etch rates of
Al. For SiO2 it is the opposite, because F− is responsible for the etch and not H3O+.
The F− molecules increases proportionally with the HF concentration resulting in faster
etch rates for SiO2. Hence, HF wet etch of the SiO2 requires careful timing such that the
reaction is stopped exactly once the SiO2 is stripped, else the Al will also be removed. The
etching of Si3N4 in HF is slow and negligible. Optimizing this process is time-consuming
and extremely dangerous involving the use of several test devices and preparing multiple
HF solutions in different concentrations. Instead, we use HF vapour (40 %) to etch the
SiO2. HF vapour does not etch or chemically alter the Al+1%Si [44].

This is verified with a test Si substrate (with no SiN) on which we have sputtered 25
nm Al+1%Si. We deposit 700 nm of PECVD SiO2. We prepare the HF vapour setup by
mounting the sample and set the holder temperature to 35 oC. The sample is thermal-
ized for 10 minutes before we start the etch process. We etch several samples to calibrate
the etch rate of the SiO2, as shown Fig.3.15a and notice that the etch is not linear in time.
The SiO2 is fully etched after 90 seconds, but we observe residue on the sample and is
shown in Fig.3.15b. It does not go away regardless of increasing the etch time. We verify
whether the electrical properties of the Al+1%Si are altered due to this residue layer. A 4
point resistance measurement of the Al+1%Si before and after the deposition of PECVD
SiO2 reveals no major difference. It therefore seems that the Al+1%Si is not chemically
modified by this residue layer. We currently have no explanation for the origin of this
layer. With an electron micrograph inspection, these appear to have grass-like struc-
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Figure 3.15: Removal of PECVD SiO2 with HF vapour. (a) SiO2 etch in HF vapour at 35 oC. Each data point is
an etched test sample with 700 nm PECVD SiO2 on a silicon substrate. (b) The Si/SiO2 test chips placed in HF
vapour for 90 seconds leave residue behind. The scratch is made with tweezers to improve optical contrast. (c)
A electron micrograph image shows the residue to possess grass-like structures. (d) EDX spectroscopy reveals
the presence of Si, F, N and O elements.

tures, as shown in Fig.3.15c. With an energy dispersive X-Ray analyzer (EDX) measure-
ment presented in Fig.3.15d, we find that the residues consists of Si, F, N and O atoms.
These seem to vanish if we heat up to sample to 250 oC on a hotplate for 15 minutes im-
mediately after the HF vapour etch. It has only been carried out on one test sample and
can therefore not be regarded as a reliable solution. A quick HF (40% dip) is also able to
entirely removes the residue, but it also etch the Al+1%Si.

The SiO2 on both side of our real sample with free-standing structures is stripped
with HF vapour as described above. The oxide is stripped from the back first and sub-
sequently from the front, each taking 90 seconds. At this point, we are still left with the
residue that is present on both side of the membrane sample. We immediately mount
the chips in a teflon holder. We get rid of this residue layer by a quick dip (< 1 second) of
the devices in a 40 % HF solution. The sample is then quickly rinsed with IPA twice for
10 and 30 seconds respectively to stop the etch.

STEP 11: CRITICAL POINT DRYING (CPD)
After the SiO2 has been stripped, the sample is still mounted in the teflon holder im-
mersed in IPA. The sample now possesses fragile free-standing structures with the square
membrane in the middle. We avoid blow-drying as this can damage and break the struc-
tures if not done carefully. We instead place the sample with holder in the chamber of the
Leica CPD3 CO2 critical point dryer (CPD). This critical point dryer is especially useful
for drying fragile devices. Before starting the CPD process, we pour IPA into the chamber
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(a) (b)

Figure 3.16: Phononic shield device after CPD. (a) We carefully unscrew the head of the holder and remove the
phononic shield, which is then ready to be flipped onto the microwave device. (b) Optical image of Al+1%Si
film on the SiN membrane contains small crater like structures. Although this is concerning, we found that the
mechanical properties of the SiN and electrical properties of the metal are not altered.

until our samples are fully submerged in the liquid. In the CPD machine, the IPA is mixed
with liquid CO2 and by increasing the temperature and pressure, the mixture is brought
into a supercritical region that does not cross any phase boundary. The dissimilarity be-
tween gas and liquid ceases to exist in this region, and densities of the gas and liquid
become equal [45]. The choice for CO2 is made for its low critical point temperature of
31 oC. This process removes moisture from the samples in a precise and controlled way
and takes roughly 1 hour and 30 minutes. In Fig.3.16a, we show the final device mounted
in the custom built teflon holder after CPD. After optical inspection, we notice that the
residue layer has vanished, but we instead observe minuscule spots in the Al+1%Si as
shown in Fig.3.16b. This raises many questions, but important here is that we found
no change in the mechanical properties of the SiN nor the electrical conductivity of the
Al+1%Si.
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3.3.3. NOTES ON FABRICATING PHONONIC SHIELDS ON FULL WAFER

In this section, we give a suggestion for scaling up the fabrication of the phononic shield
to wafer level. The notes here assumes that the wafer already contains freestanding met-
allized (SiN/Al+1%Si) membranes.

Modifying the fabrication process to produce these phononic shields on an entire
4" Si wafer does not only reduce the overhead time, but also increases the throughput.
The large surface of the 4" wafer makes it favourable to use a photoresist as a hard mask
against DRIE, instead of SiO2. Decent adhesion, standard edge beads removal equip-
ment, homogenous height distribution and ability to reach large resist thickness (> 20
µm) are all advantages of using photoresist on 4" wafers compared to single 10×10 mm
chips. By using photoresist, we are able to omit the steps that involve SiO2 processing
(step 6-8), as no hard SiO2 mask is needed anymore. Therefore, no additional etch steps
are required to open up the SiO2 hard mask prior to DRIE. Another advantage of pro-
cessing with photoresist instead of SiO2 is that we can avoid using extremely dangerous
acid HF and replace it with relative less harmful organic chemicals. The latter does not
etch or damage the Al+1%Si, but only dissolves the photoresist.

The challenge in using photoresist however are twofold: (1) achieving a proper adhe-
sion to the wafer surface such that the resist film does not peel off during development
and (2) determining optimal exposure parameters to obtain straight side walls of the re-
sist after development. We have optimized the process to achieve robust adhesion of the
resist and provide further suggestions for determining lithographic parameters. Testing
of this process was done on a 200µm thick 4" double side polished (DSP) Si wafer with 50
nm of LPCVD stoichiometric Si3N4. A thick photoresist AZ9260 was chosen as it provides
high resolution and superior aspect ratios [46]. To determine the minimum resist mask
thickness, we assume a AZ9260-Si selectivity of 25. Note that this selectivity is conser-
vative compared to those reported in Refs. [8, 47]. This then requires a minimum resist
thickness of 8 µm to fully etch through the 200 µm Si substrate.

Before applying resist, we prepare the wafer by first heating it to 110 oC for 10 minutes
to dehydrate the surface, followed by an Ozone clean for 20 minutes to further activate
the surface to promote adhesion. We immediately transfer the wafer to a spin coater
and pour AZ9260 directly from the bottle onto the surface of the wafer. A wait time of 3
minutes is introduced before spinning to ensure that the resist is spread out properly and
covers the whole wafer. Spinning takes place at 500 rpm for the first 10 seconds and the
remaining 50 seconds at 1100 rpm. This results in a resist thickness of 10 µm. We let the
resist rest on the chuck for at least 10 minutes after spinning (1 minute wait per micron).
This step is crucial because immediately exposing the wafer to high temperatures causes
the solvent at top to evaporate first. The resist hardens and the solvent at the bottom
gets trapped by not being able to evaporate. This can lead to complications such as the
formation of bubbles during exposure and development. Leaving the sample to rest for
a while at room temperature instead smoothens the resist while the solvent gradually
evaporates. After this step, we place the wafer on proximity pins that suspends it above
the hotplate at a fixed distance and then ramps down the gap slowly until contact is
made. The hotplate is set to 110 oC and baking lasts for 15 minutes.

Before exposure, rehydration of the resist after baking is crucial. It is found that the
hydration status of the film has a defining influence on the dissolution behaviour [48].
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Films that have had insufficient time to re-hydrate cannot be completely dissolved, even
at very high doses and long development times. Rehydration can take several hours de-
pending on the resist thickness and for our case, a rehydration time of at least 3 hours
should be taken into account.

After rehydration, the sample is exposed with a EVG-620 mask aligner with inten-
sity 9 mW/cm2 for 75 seconds. This exposure is split in 5 cycles of 15 seconds, with 60
seconds cooldown time between each cycle to prevent excessive heating of the resist.
Excessive heating causes nitrogen that exists in the photosensitive substance of the pho-
toresist (diazonaphthoquinone: DNQ) to form bubbles in the resist [49]. This in turn
scatter incoming light from the exposure, reducing the light intensity at the bottom of
the substrate. In thick film, it makes development difficult because the sidewalls will ex-
hibit crater-like structures. Also, mechanical stress in the resist film due to the N2 partial
pressure can reduce resist adhesion and can lead to cracks.

After exposure, we proceed with development of the resist using 1 part AZ400K and
2 parts D.I. H2O for 4 minutes and then de-hydrate the resist. De-hydration is done in a
vacuum oven below the reflow temperature of the resist i.e. 90 oC for 15 minutes. This
measure is taken to prevent bubbles forming and bursting in the subsequent heat inten-
sive DRIE step. The resist thus loses its masking function when this occurs.

The last step involves DRIE of the wafer. In this process, it is very important to prop-
erly thermalize the wafer during the etch in order to obtain a uniform etch rate across the
wafer. This can be challenging considering its large surface. The temperature variation
can be as large as 15 oC across a 4" wafer when etching at 0 oC, as reported by Oxford
engineers. To increase the cooling power, we need to increase the He back pressure, but
it can cause the wafer to bow and lead to non-uniform etch rates. Hence, an optimum
needs to be found between desired wafer cooling while still retaining a flat surface. We
therefore increase the wafer holder temperature to 15 oC to avoid using high He pressure
for cooling the wafer. Note that the wafer is not solely loaded in the loadlock. This is to
prevent contamination of the chamber after the Si wafer is etched fully through. It will
also expose the He gas that is flowing through the back of the wafer to the main chamber
that contains the plasma. The wafer to be etched is therefore placed on a Si carrier wafer
first that contains a 6 µm thermal SiO2 film. The wafers are stacked on top of each other
with crystal bond [50], which has excellent adhesive and thermal properties. The crystal
bond is a cylindrical crystal stick and is first crushed into grains and dissolved with ace-
ton after which it is poured onto the carrier wafer. We align and place our wafer exactly
on top and bake it in a vacuum oven at 90 oC for 10 minutes. The 6 µm SiO2 film on the
carrier wafer acts as a stoplayer in the etching process.

Note that we cannot make use of step 9 DRIE process recipe for etching a 4" wafer,
but it nonetheless provides a good starting point. The difference is that there is more
exposed Si area distributed over the entire wafer that needs to be etched, as is shown in
Fig.3.17. The angular distribution of the plasma needs to be adapted to account for this
difference and is done through varying system parameters such as power, pressure, gas
ratios and time. The interdependencies of all these parameters have been investigated
by Ref. [31] and can be followed when adapting the DRIE process to etch an entire 4"
Si wafer. Optimizing this etch recipe happens through trial and error. After the etch,
the wafers can be separated by immersing both into a PRS-3000 solvent at 80 oC for 60
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minutes. The individual samples are dried using CPD.

Figure 3.17: Shield design on wafer. A single 4" wafer can be used to fabricate 10 or more phononic shield
within a single fabrication run.
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4
MAGNETIC LOSSES IN PLANAR

LUMPED-ELEMENT

SUPERCONDUCTING MICROWAVE

RESONATORS

Planar superconducting microwave resonators have a wide range of applications in the
field of quantum technologies. A key feature of superconducting resonators is a low in-
trinsic loss rate, resulting in high quality factors (Q-factors), and understanding and en-
gineering these loss factors is an important process in superconducting resonator devel-
opment. While a common type of resonator design is based on coplanar waveguides, for
some applications, a lumped element design with a large inductor is advantageous. This
large inductor, however, leads to the possibility of stray magnetic fields, which could form a
source of loss. Here, we numerically model the losses in lumped-element superconducting
resonators using a commercial finite element tool, exploring the influence of the inductor
geometry on the internal loss. We find that for lump-element design, a large loop induc-
tor can result in stray magnetic fields that induce eddy currents in the copper packaging,
which can form a serious limit to the internal quality factor. Our simulation show that
replacing this large loop inductor with a meander design mitigates this effect and signif-
icantly increases the resonator quality factor, confirmed by measurements on meander-
inductor lumped-element devices. Our work illustrates how to account for these magnetic
field losses in simulations, and could find applications as well in the simulation of other
resonator designs.

This chapter is being prepared for publication as Magnetic losses in planar lumped-element superconducting
microwave resonators. S.R.Peiter and G.A.Steele
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4. MAGNETIC LOSSES IN PLANAR LUMPED-ELEMENT SUPERCONDUCTING MICROWAVE

RESONATORS

4.1. INTRODUCTION
High-Q resonators are essential components used in quantum computing [1, 2] (QC),
optomechanics [3, 4] and many other fields exploiting the tools of circuit quantum elec-
trodynamics (cQED)[5–8]. As an example, the use of these resonators in QC lead to an
increase in computation bandwidth [9, 10] or in the case of optomechanics, it provides
higher coorperativity, necessary for groundstate cooling [3]. These resonators are made
of superconductors, which exponentially suppress ohmic losses at milliKelvin tempera-
tures [11, 12]. Although there are no ohmic losses from the superconducting metal itself
at these low temperatures, the resonators are still subjected to dielectric losses, usually
by two level systems (TLS) [13, 14]. In recent years, the focus has been to increase Q by
reducing the influence of dielectric losses [15] mostly in coplanar waveguides (CPW).
A rather successful approach to reduce dielectric losses has been to improve surface
preparation protocols in fabrication to minimize parasitic TLS [16, 17]. Therefore, the
CPW has been utilized extensively in low loss superconducting experiments. However, in
some applications within electromechanics [18, 19] or cQED [20–22], the use of lumped-
element resonators with large inductors are more desirable. But in these resonators, the
large area inductive element can potentially lead to magnetic or radiation losses [23].
The effect of magnetic losses in high-Q superconducting lumped-element resonators
has not yet received much attention in the community. In this letter, we systematically
explore the magnitude of magnetic losses in planar superconducting resonators. We
find a strikingly large loss rate in large LGR. Using Sonnet simulations, we show that this
loss arises from large stray magnetic fields. We use simulations to predict and optimize
our resonator geometry and experimentally show an improved loss rate of the optimized
resonator we call meandered gap resonator (MGR). All simulations in this chapter were
done with Sonnet version 16.54 [24].

4.2. STRAY MAGNETIC FIELD INDUCED LOSSES OF LGR
To investigate magnetic losses in superconducting resonators, we design two GHz-frequency
resonators: aλ/4 co-planar waveguide (CPW) and a loop gap resonator (LGR) positioned
closely to a feedline that is shorted at one end, as shown in the inset of Fig.4.1. The de-
sign of the λ/4-CPW starts by first choosing its fundamental mode and then to infer its
length ls with equation [25]

fn(ls ) = vp

λn
= cp

εeff

n

4ls
(4.1)

Here, εeff is the effective permittivity, taking the waveguide geometry and dielectric con-
stant εr into account. The fundamental mode of the CPW is chosen to be 6.4 GHz and
corresponds to ls = 1.2 mm. We follow a standard practice of meandering the CPW to
save chip area (4 bends). This approach has also shown to reduce radiation losses [26].
The width w of the central conductor and its gap g to the ground plane are chosen such
that a characteristic impedance Zo = 50 Ω is maintained [27]. This condition is satisfied
if the ratio w/(w +2g ) ≈ 5/11. In our design, we set w = 10 µm and g = 5 µm, as Ref. [28]
has shown that this parameter combination lead to relatively low losses in presence of a
lossy interfacial film between the metal and substrate. We excite TE modes of the CPW
by capacitively coupling it to the feedline.
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The LGR consists of a loop with diameter D = 1.2 mm and shunted by interdigitated
capacitors. The loop wire width w = 5 µm and size of the interdigitated capacitor with
respect to the loop is shown in the inset of Fig.4.1. The LGR is surrounded by ground-
plane which is spaced at a distance of 100 µm. The area within the loop is free from
any ground metal. The geometrical inductance and capacitance of the LGR is estimated
to be respectively Lg =4.5 nH and C = 110 fF. We place the LGR at the end of the shorted
feedline and thus at a current anti-node of the feedline. We can excite modes by inducing
currents in the big loop with a magnetic flux generated at this anti-node.

Both resonators including groundplane are assigned the material properties of Nio-
bium titanium nitride (NbTiN) at cryogenic temperatures (15 mK). Below 9K, NbTiN
turns into a Type-II superconductor and its impedance turns complex: Zs = Rs + j ω
Ls . In our case it is valid to assume negligible resistive losses due to low quasi-particle
densities at 15 mK, hence we set the surface resistance Rs = 0 [29]. However, kinetic in-
ductance Ls arising from the cooper pairs dynamics at GHz is non-zero and so we set
Ls =1.3 pH/sq [30].

The resonators are arranged on a 430 µm thick high-resistivity crystalline Sapphire
substrate with R > 3500 Ω.cm. Sapphire and silicon substrates are a standard in super-
conducting microwave circuits, because of their low dielectric losses with their loss tan-
gent tanδ< 10−7 and high εr = 10 [31]. The substrate is mounted on a thick Copper (Cu)
block with its electrical conductivity σ = 5.7 ×107 S/m. Here, we have assumed unity
residual resistance ratio (RRR) of Cu, which is the ratio between the electrical resistance
measured at 295 K and 4 K (liquid helium).

As the last step, we place the resonator device inside a metal box to suppress power
leakage to free space, known as radiation losses [12, 32, 33]. A Cu or Al cover surrounding
the top of a device is also common practice in 2D cQED experiments to suppress radia-
tion losses [33, 34]. In our simulation, we assign a lossless metal to the upper and all the
side boundaries of the simulation box. The height hbox between the subsrate and upper
boundary of the simulation box is chosen carefully to prevent boxmodes from appear-
ing. Boxmodes are modes of the enclosed metal box and are detrimental to our circuit as
these can cause unwanted loss by coupling to our circuit. The existence of these modes
has shown to depreciate the coherency of quantum devices in Refs. [35, 36]. Unfortu-
nately, we cannot get fully rid of these modes as they are inherent to an enclosed metallic
box, but we can control its free spectral range by varying hbox. By choosing hbox=1 mm,
the fundamental box mode is shifted above 15 GHz and thus spaced far away from the
fundamental mode of the resonators.

A port for exciting and probing the reflection response of the resonators is connected
to the feedline with its internal impedance Zo configured to 50 Ω. The sidewalls of the
simulation domain are grounded except at the location where the port makes contact to
the feedline. The ground plane metal makes contact with the sidewalls and are therefore
held to the same ground potential.

After our device setup and configuration in Sonnet, we perform a wide frequency
sweep in the range where the resonance is expected. Once we detect signatures of the
fundamental mode, we narrow down the frequency range and increase the number of
points. The magnitude of the reflection response of LGR and CPW is shown in Fig.4.1
and is centered around their resonance frequency of respectively 7.2 and 6.8 GHz. On
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Figure 4.1: Large simulated losses in loop-inductor lumped-element resonators Simulation data and corre-
sponding fit of reflection response LGR (red) and CPW (blue) in the presence of a normal Cu surface situated
below the substrate. The simulation includes no dielectric losses, nor quasiparticle losses in the superconduct-
ing film. The only source of loss are eddy-currents induced in the copper plate below the substrate. The fitting
routine is performed with a Lorentzian profile and internal quality factors Qi are estimated respectively 4.6
×104 and 4.01×106. Simulation shows a notable difference in loss between LGR and CPW. (Inset:left) Cross-
section of simulation box in Sonnet. Layer colouring indicate material. Here, the internal loss come only from
the finite conductivity of Cu. The device is enclosed in a grounded lossless metallic box. (Inset:right) Top view
of NbTiN resonators on a sapphire substrate (grey) configured in a reflection geometry in Sonnet. The CPW is
coupled capacitively to the shorted feedline whereas the LGR is coupled inductively and positioned at the end.
The substrate is mounted on a thick Cu piece (yellow) and the whole device is placed inside a metal lossless
box (grey rectangle)

first observation, we witness a narrow linewidth for the CPW, whereas the LGR is broader
and a smaller amount of power is reflected back into the feedline. In order to quantify
internal losses between resonators of different frequencies, we use the fitting procedure
described in supplementary note 4.6.3 to extract the internal and external losses (κi , κe )
and express it as quality factors Q (Qn = ω/κn).

We establish a 100x larger loss rate for the LGR compared to the CPW with internal
quality factor of 4.6 ×104 and 4.01×106 respectively. The losses in the simulation are
purely conductive ohmic losses and is a result of stray magnetic fields generated in the
resonators, which in turn induce eddy currents at the Cu surface. As the loss for the LGR
is notably higher, we make out that the magnetic field generated by the loop is of greater
intensity at the Cu surface compared to the CPW. This is attributed to the big loop of the
LGR, which is able to sustain high current densities, whereas the electromagnetic field
in the CPW is screened by the closely spaced groundplane.

We point out that the simulation shown in Fig.4.1 does not include any sort of dielec-
tric losses. Therefore, the Qi estimated of the CPW set a lower bound on its internal loss
and will decrease more as we increase RRRCu. Above simulations assume an RRRCu = 1,
but ordinary untreated Cu usually has an RRR between 10 and 25 [37]. We have not sim-
ulated the loss of the CPW for larger RRRCu, but we expect it to scale proportionally with
RRR0.5. NbTiN CPW fabricated and measured at cryogenic temperature have shown Qi

> 106 [16], which is of the same order of magnitude as our simulation extracted inter-
nal quality factors. However, the CPW resonator samples used in the measurement were
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limited by the dominant dielectric loss rather than conductive losses.

4.3. GEOMETRY DEPENDENT CONDUCTION LOSS

100 μm

(b)(a)

Figure 4.2: Geometry dependent loss (a) Internal loss dependence on σCu for LGR (red) and MGR (black).
Untreated regular Cu has RRR between 10 and 25. The MGR shows a 10x improvement in conductive loss
compared to the LGR, while conductive losses get reduced as σCu is increased. (b) Improved the design of
MGR by replacing the loop with a meandering inductor, while the ground-plane is unaltered.

As the conductivity σ of Cu increases as we go down to cryogenic temperatures, so
will the Qi of the resonators. We study this dependence for the LGR. Since untreated
regular Cu has an RRR ≈ 25, we sweep RRRCu from 1 to 100. The loss dependence of
the LGR with σCu is shown in Fig.4.2. In this log-log plot, we recognize a linear decrease
in loss as RRR is increased. The linearity follows from the Q dependence on the RRR as
follows

Q ∝ 1

ωr RsC
= 1

ωC

√
2σRT RRR

µrωr
(4.2)

We proceed by modifying the shape of the inductor of the LGR, since it is responsible
for the strong magnetic fields at the Cu surface. The loop is replaced by a meandering in-
ductor, where it consists of parallel wires carrying opposing currents with total length of
6.7 mm and pitch p = 6 µm. The inductance is estimated to be 4.3 nH, roughly the same
as the LGR. The finger capacitor is left untouched, so the capacitance is unchanged. We
call this resonator meandering gap resonator (MGR) and is shown in Fig.4.2b. The loss
simulation of the MGR (red) in Fig.4.2a. Here, we have determined the internal quality
factor Qi with the procedure described in supplementary note 4.6.1 and it has improved
by approximately 10x. We explain this improvement by the fact that opposing current-
carrying wires of a meandered inductor have an overall reduced field strength at the bot-
tom of the substrate (tsubstr >> p), whereas the loop radius R is similar to the thickness of
the substrate tsubstr ≈ Rloop. The MGR is more compact than the LGR and occupies less
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space on the substrate. Still, the internal losses we simulate for the MGR are superior
to the CPWs i.e. QiCPW >QiLGR . The higher internal quality factor of the CPW is a result
of the ground plane being closer to the central conductor which screens off the fields
generated by the resonator. This effect is also present in the MGR, but to lesser extent
compared to the CPW and therefore resulting in larger ohmic dissipation at the Cu.

One approach for minimizing ohmic losses, is by reducing the sheet resistance of the
Cu. The frequency dependent sheet resistance Rs is given by [38]

Rs = RDC
t

δ(1−e−t/δ)
(4.3)

Here, RDC is the resistance at DC, δ the skin depth and t the thickness of the Cu. The
sheet resistance needs to be minimal to reduce ohmic losses at the Cu surface i.e. Rs

= RDC We infer Rs ≈ RDC if t ≈ δ. This condition becomes difficult to satisfy as δ gets
smaller with frequency; for example δ = 1 µm at 6 GHz for Cu. Getting the thickness
of Cu close to its skin depth intuitively means that charge carriers are not confined to
move at the surface only but instead passes through the full cross-section, effectively
attaining a resistance similar to RDC. A second approach would be to use oxygen-free
high purity copper (OFHC), because electrical resistance depends primarily on its purity
and granularity of the material. OFHC has an RRR close to 50 and carefully annealing it
many times can increase its RRR to 2000. Another option would be to replace the copper
mounting box with a superconductor: this would offer no eddy-current loss, but is often
avoided due to concerns of weaker thermalization provided by superconductors.

4.4. INCLUDING DIELECTRIC LOSSES ON LUMPED-ELEMENT DE-
SIGNS IN THE SIMULATION

Dielectric losses are another source of loss which often dominate the internal loss rate
of superconducting resonators. They come into play when electric fields generated in
the resonators undergo dissipative interactions with a lossy dielectric film also known
as two-level systems (TLS) [13, 39]. This lossy film is found between the substrate and
metal and has a thickness of several nanometres with typical tanδ≈ 1×10−3 [40], many
times larger than the loss tangent of bulk Sapphire. However, the exact tanδ of the inter-
face layer is usually unknown and depends on the fabrication process. Their presence is
cannot be avoided due to uncontrollable contamination in the fabrication process, such
as exposure to air or greasy handling tools. Mitigating this lossy interfacial film has been
explored widely with different surface preparation techniques in fabrication processes
[16, 32] and it should not be underestimated as it is time-consuming and challenging.
Fortunately, reducing these losses is not only limited to improving fabrication proce-
dures, but can also be achieved by optimizing the shape of the resonators, mainly of the
capacitors, to prevent localized intense electric fields. Standard practice in designing low
loss capacitors geometries are (1) circumventing sharp corners (90 o corners) that are
known to possess high charge densities, resulting in intense localized electric fields; (2)
Increasing conductor width w to reduce current density [32] and (3) removing or spac-
ing the groundplane further away from the conductor [31]. When considering the last 2
design rules, one has to take into account the interplay between dielectric and radiation
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Figure 4.3: Relevance of magnetic losses in presence of dielectric losses (a) 2D cross-section of simulation box
in Sonnet. Colour layers indicate materials used in the simulation. Bottom to top: Cu (orange), lossy dielectric
film (red) and sapphire substrate with NbTiN (dark and light gray respectively). The device is enclosed in a
lossless metal box to suppress radiation losses. (b) Simulation of internal loss by sweeping tan δ. The simulated
loss of the LGR is shown for RRRCU = 1, 10, 100 (black curves: star, plus, triangle markers). The loss of the LGR
is limited by conductive losses below tanδ ≈ 10−3, while the dielectric losses dominate at higher tan δ. The
CPW (green circle, RRRCU=1) is mainly affected by dielectric loss, as it shows a linear dependence (on log-log
scale) over the whole interval. For the MGR (red circle), a higher conduction limited internal quality factor is
estimated compared to the LGR, while the dielectric limited quality factor is the same.

loss, as large area conductor enchance coupling to free space. To investigate the effect
of dielectric loss for our particular set of resonators (CPW, LGR, MGR), we add a lossy 10
nm dielectric film, with ε=10 [41] between the sapphire substrate and the NbTiN metal
layer in our simulation as shown in Fig.4.3a. Here, tanδ is swept from 10−5 to 10−1 for
different RRRCu and the loss dependence is shown in Fig.4.3b.

On log-log scale, the LGR (black: star, plus, triangle) exhibits a linear dependence
starting at approximately tanδ ≈ 10−2 for all RRRCu. At tanδ = 10−1, the dielectric loss
dominates over the conductive losses and converges for all RRRCu. At tanδ < 10−3, the
LGR performs better with increasing RRRCu, as the resonator is unaffected by the lossy
dielectric film and eddy current losses get smaller. The loss of the CPW (green circle) is
simulated by setting RRRCu=1 and we notice the loss to be conduction limited at tanδ
< 10−5. It sets a lower bound for the conductive losses because RRRCu increases above
1 at cryogenic temperatures. The CPW also appears to be more susceptible to dielectric
losses in contrast to the LGR as seen by the linear dependence of the CPW over the whole
simulated interval. The LGR shows higher Qi than the CPW as tanδ increases above
5× 10−3. Relative high electric field in the CPW as a result of its small gap g between
the conductor and the ground plane is the main reason for the relatively high dielectric
losses, whereas the larger interdigitated capacitors of the LGR are spaced more widely.

We also investigated the influence of moving the groundplane closer to the MGR.
Using an RRRCu = 1, we observe that the conduction limited Qi of the MGR increases to
above 1×106 and is consistent with the simulation in Fig.4.2. However, one has to be cau-
tious because this comes with an increase in dielectric loss. The electric field intensity
scales inversely with the distance between the conductor and groundplane. While the
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MGR shows less conductive losses compared to the LGR, they are both affected equally
by dielectric losses. In the supplementary note 4.6.2, we show that replacing the inter-
digitated capacitors with rectangular pads, we can further suppress dielectric loss of the
lumped-element resonator.

4.5. CONCLUSION
Conductive losses are important to consider when designing superconducting high-Q
and cannot always be neglected. Using simulations, we investigate conductive losses by
designing a loop gap resonator (LGR) on a sapphire substrate with a Cu platform at the
bottom. With a commercially available planar EM analysis software Sonnet EM, we sim-
ulate the frequency response of our device and by estimating the quality factors, we show
that these losses are substantial in the LGR in contrast to CPW resonators. The conduc-
tive losses improve with increasing σCu, which is the case after placing it in a cryogenic
environment. This means that annealed oxygen-free high purity copper, with RRR>100,
is preferable to be used in superconducting experiments to reduce ohmic losses induced
by eddy currents. Next, we demonstrate that conductive losses can drastically be re-
duced by changing the geometry of the inductor i.e. replacing the loop with a mean-
dering wire. We observe an almost tenfold reduction of the κi . At last, we study the
importance of conductive losses in the presence of dielectric losses by adding a 10 nm
dielectric thin film between the substrate and metal. The CPW is mainly limited by di-
electric loss and only constrained by conduction loss at very small loss tangents i.e. tanδ
< 10−5. While the MGR has lower conduction losses compared to the LGR, the dielectric
losses for both resonator are the same.
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4.6. SUPPLEMENTARY INFORMATION

4.6.1. Q-FACTOR ESTIMATION IN SONNET

P1

P2

Shorted feedline

Ground-plane

Figure 4.4: Image of LGR created in Sonnet for estimating Q with internal port (a)The feedline is connected
to a 50Ω source: P1, which is used for exciting and probing the resonator. A low impedance (≈ 1×10−7Ω) port
P2 is inserted at the inductor for estimating the total losses.

Running simulations in Sonnet is a time-consuming and memory intensive task, es-
pecially when a small grid size is chosen (≈ 1 µm) to ensure 50Ω impedance of the feed-
line. When the resonance frequency of the resonator of interest is unknown, one can
even miss the resonance, particularly for high-Q devices. We use Wisbey et al. [42] ap-
proach to determine Q-factor with a single frequency sweep. We start by (1) adding a
second internal port as shown at the inductor of the resonator as shown in Fig. 4.4. This
port should have a low impedance and need to be placed at a current maximum. (2) We
short out this port by setting Zo,2 = 10−7 Ω and hence we make sure that this port does
not dissipate the resonators energy while probing the current that flows through it. To
estimate the quality factor, we write the input impedance of the circuit as seen through
the internal port P2

Zin,2 = R

[
1+ jωL

R
− j

ωC R

]
(4.4)

R, L and C are the resistance, inductance, and capacitance. In the high-Q limit, near
ω≈ωc , we can Taylor expand Eq.4.4 into

Zin,2 ≈ R

[
1+2 jQ(

f − fr

fr
)

]
. (4.5)

We can extract Q from the slope of the imaginary part of Zin,2 near ω ≈ ωc . We get



4

72
4. MAGNETIC LOSSES IN PLANAR LUMPED-ELEMENT SUPERCONDUCTING MICROWAVE

RESONATORS

200 um

Figure 4.5: Loss simulation of improved MGR that has its interdigitated capacitors replaced with rectangular
pads. Here, RRRCu =1 and the pink curve shows simulated loss with respect to loss tangent of lossy interfacial
film.

Zin,2 from the simulated resonator complex reflection response S11 at port 2:

S22 =
Zin,2 −Zo,2

Zin,2 +Zo,2
(4.6)

The quality factor extracted here is the total Q including the external quality factor
Qe from the 50 Ω internal impedance of port P1. We infer the Qi by setting the internal
impedance of port 1 to Zo,1 = 108 Ω. This trick increases Qe such that the Qtot ≈ Qi . The
advantage of this method is that it requires only one sweep over a wide frequency range,
which drastically decreases the simulation time. An equation curve can be inserted in
Sonnet so that the Q is calculated automatically.

4.6.2. REDUCING DIELECTRIC LOSS OF MGR

By abandoning the interdigitated capacitor design and replacing with rectangular pads,
we increase the surface area [43]. An increased surface area of the capacitors results in
lower surface charge density and thereby averting localized intense electric fields. In-
terdigitated capacitors are mainly used for achieving high capacitances while occupying
relative little space and thus preserving chip area [44]. It is not an ideal component to be
used in ultra-low loss superconducting microwave circuits. The new design is shown in
the inset of Fig.4.3 and it shows similar loss as the CPW at tanδ< 10−5. However, its Qi is
higher than the MGR, LGR and CPW above tanδ > 10−5. Thus, the simulated loss of the
lumped-element resonator with pads shows the lowest conductive and dielectric losses
among the various resonators mentioned in this chapter.
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Figure 4.6: Reflection measurement of fabricated MGR with pads and CPW at 15 mK (a) Resonator sam-
ple shown in the optical image at the bottom is mounted on a Cu piece and thermally anchored to the 270
mK stage of a sorption cryostat (Entropy cryogenics: CRYO-H-0.4W-M-He-7). The input and output lines are
connected to VNA ports (Keysight PNA 5222A). The input line consist of semi-rigid coaxial cables (CuNi) at-
tenuated with cryo attenuators. In front of the resonator sample, a directional coupler (Pasternack PE2211-20)
separates the input and output signal to circumvent input line cable reflection. The output signal is ampli-
fied with a HEMT low noise amplifier (LNF-LNC4_8C). To prevent the noise of the HEMT from leaking into
the resonator, a circulator is placed before the HEMT. (Inset) An optical zoom of MGR with pad capacitors.
(b)Reflection measurement of the CPW (blue) and lumped-element resonator (red) centred around their res-
onance frequency respectively 6.5 GHz and 7.4 GHz. Qi is estimated to be 1.6×105 and 9×104 respectively for
the MGR and CPW. This measurement is not taken at the single photon level but instead with N > 106.

4.6.3. MEASUREMENT OF CPW AND LUMPED-ELEMENT RESONATOR AT 15
MK

We have fabricated the MGR, but with pad capacitors and CPW NbTiN resonator (100
nm) on a 430 um thick sapphire substrate as shown in the optical image at the bottom
of Fig.4.6a. The sample has a feedline shorted to ground with which we can probe the
both resonators. The details of the fabrication process are explained in Chapter 3. The
substrate is mounted on a thick Cu block and an aluminium lid is placed on top of the
resonators to prevent radiation losses. Our device is cooled down to 270 mK using a sorp-
tion cryostat with 69 dB of cold attenuation between room temperature and input of the
device. The output signal is transmitted lossless through a superconducting NbTiN coax-
ial wire to a low noise HEMT amplifier at 4K, where it is amplified and measured with a
vector netwerk analyzer (VNA) at room temperature as shown in Fig.4.6. In Fig.4.6b we
show the reflection response of the resonators centred around their resonance: 6.5 and
7.7 GHz for the CPW and MGR respectively. In order to compare internal losses between
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resonators of different frequencies, we fit the S11 with [45, 46]

S11 =αe iφ+ (1−α)

(
1− κe

i (ω−ωr )+ κ
2

)
(4.7)

This is the modified response of a single port reflection resonator that incorporates the
finite isolation of the directional coupler and the cold circulator with parameterαe iφ. To
account for the observed weak asymmetry of the resonance profile [46], κe is considered
to be complex i.e. κe = |κe |e iφ. After fitting we can deduce κe , κi and express it as Q
factors (Q = ω/κ ). The internal quality factors Qi are respectively 1.6×105 and 9×104

for the MGR resonator and CPW. Our simulation in the main text shows conduction lim-
ited Qi of the CPW larger than 4× 106 assuming RRRCu > 1. Hence, we establish that
both resonators measured are by limited by dielectric losses. Our measurement shows
QiMGR > QiCPW , a feature also predicted by our simulations at tanδ > 1× 10−4 (Fig.4.5).
Note that we have assumed a homogeneous 10 nm interfacial layer in our simulations
with a position independent tanδ, which might not necessarily be the case for our fabri-
cated sample.
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5
A CRYOGENIC ACCELEROMETER

FROM HZ TO MHZ USING A

MEMBRANE ELECTROMECHANICAL

CAVITY

Technology for millikelvin cooling is crucial for the rapidly expanding field of research
and applications of quantum technologies, particularly those based on recently developed
cryogen-free systems. While enabling new possibilities, these systems are known to gen-
erate significant vibrational noise that can impact sensitive measurements and experi-
ments. For quantifying this vibrational noise, it is desirable to have a sensitive broad-
band cryogenic accelerometer. Here, we present a cavity electromechanical device which
is used as an accelerometer in a millikelvin environment with high resolution of acceler-
ation noise. Using a heavy, high-frequency mechanical membrane, we achieve a band-
width of up to 1 MHz and a broadband sensitivity on the order of 1 to 10 mg/

p
Hz. We use

the accelerometer to characterize the acceleration noise at the 10 mK stage of a dilution
refrigerator, and to study the influence of the pulse-tube cooler on the vibrations trans-
mitted to the sample stage. We expect that with optimizations, this technique should be
capable of sub-µg /

p
Hz, offering a unique tool for characterizing vibrations in cryogenic

environments.

This chapter is being prepared for publication as A cyrogenic accelerometer from Hz to MHz using a membrane
electromechanical cavity. A.Sanz Mora∗, S.R.Peiter∗ and G.A.Steele
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5.1. INTRODUCTION

Advances in cryogenic systems, such as the development of cryogen-free coolers [1],
have fundamentally transformed research at millikelvin temperatures. Breakthroughs
and progress in for example quantum computing [2, 3], optical to microwave transduc-
ers [4, 5], cavity electromechanical devices [6, 7] and radio astronomy [8–10] would not
continue at this rapid pace were it not for the reliable operation of properly designed
crycoolers, capable of reaching temperatures below 4 K. Another advantage of these
cryogen-free systems is that we are hedged against the scarcity and increasing liquid he-
lium prices and are therefore able to reach liquid helium temperature in an economical
manner.

However, one of the major drawbacks is that cryocoolers generate mechanical vibra-
tions (∼ 1-2 Hz) due to their internal gas pressure oscillations [11] which then can inter-
fere with sensitive measurements [12, 13]. For example, triboelectric effects in coaxial
cables can lead to voltage or current noises that can affect gates and flux biasing [14].
Furthermore, vibration in these cables can also cause the capacitance to fluctuate, re-
sulting in unwanted phase noise in microwave signals. Mechanically compliant devices
will suffer directly from any acceleration noise they experience. Measuring, character-
izing, and understanding vibrational noise in millikelvin systems is therefore important
for future cryogenic technological applications.

An attractive tool for cryogenic accelerometry is cavity electromechanics (EM) [15],
where a mechanical oscillator is capacitively or inductively coupled to a superconduct-
ing microwave (MW) circuit. High-Q mechanical devices have shown to be excellent
force sensor at millikelvin temperatures [16, 17], with sensitivities at resonance reaching
below the standard quantum limit. In addition, they also provide a high degree of off-
resonance sensitivity for frequencies below resonance, making them suitable as broad-
band detectors. Increasing the mass of the resonators provide higher acceleration sensi-
tivity as the acceleration results in larger force. A heavy, high frequency cavity EM device
is therefore desirable for such a cryo accelerometer.

Here, we present an electromechanical device that maintains high sensitivity over a
large bandwidth and is capable of operating in a millikelvin environment. Fig.5.1 shows
the electromechanical device that consists of high stress Si3N4 membrane capacitively
coupled to a lumped-element resonator. The analysis is performed in the large cavity
noise limit, where we infer an acceleration sensitivity on the order of 1 to 10 mg/

p
Hz

over a bandwidth of 1 MHz. When mounted on the millikelvin stage of a Bluefors di-
lution refrigerator, we are able to map the acceleration noise that is transmitted to the
sample by the pulse-tube cryocooler. We observe many mechanical resonances within a
frequency span of 200 kHz with pulse-tube on.

We can further optimize our device to increase acceleration sensitivity. For example
increasing mass M, g0, drive photons N and using a parametric amplifier will boost the
sensitivity by approximately 5 order of magnitude i.e. 1 µg/

p
Hz. This will be useful for

getting crucial sensitive, broadband vibration measurements in these extreme cryogenic
environments.
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5.2. DEVICE DETAILS
The electromechanical device combines a superconducting microwave resonator with
a mechanical MHz resonator and is fixed with a flipchip tool, as shown in Fig.5.1a. The
electrical circuit consists of a lumped-element resonator (LER) with a bare frequency
ωc = 2π× 12.4 GHz and is coupled to a shorted feedline. The design approach of the
microwave resonator is elaborated in Chapter 4.

Device fabrication starts with the sputtering of a 100 nm thick NbTiN film on top
of a c-plane sapphire substrate. The feedline and LER are defined in a single step with
electron beam lithography using positive e-beam resist (ARP-6200.13 [18]) followed by
an SF6/O2 reactive-ion plasma etch. The sputtered NbTiN kinetic inductance is mea-
sured to be 1.2 pH/ä [19]. The mechanical resonator is a high tensile stress (σ≈ 1 GPa)
stochiometric Si3N4 film that is suspended and clamped to a 200 µm thick silicon (Si)
substrate. The Si substrate is a monocrystal with its crystal plane oriented along the
<100>-direction that has a high resistivity (> 3500 Ω.cm). The film is 50 nm thin and is
grown on both sides of the double side polished (DSP) Si substrate inside a low-pressure
chemical deposition (LPCVD) oven. On the backside of Si substrate, a square window
is etched into SiN before the whole sample is immersed in a 40% KOH solution at el-
evated temperature (80 oC) to etch away the Si. Depending on the etch rate, typically
around 1 µm/min, we end up with a 350×350 µm square window on the front side of the
Si substrate. These devices are fabricated by Norcada Inc. [20] and mass-produced on
a 4” Si wafer and afterwards cleaved into 10x10 mm pieces. To enhance coupling to the
electrical circuit, we coat the suspended SiN membrane with 25 nm Al+1%Si metal, and
it covers an area of 300×300 µm. Details of the fabrication process of both devices are
provided in chapter 3.2.

The devices are assembled using our new flipchip tool, of which we provide the de-
tails in supplementary note 5.7.2. The advantage of this flipchip tool is its modularity.
It allows for swapping of the membrane device quite easily in case it cracks without the
need of also replacing the microwave cavity. This tool makes the use of epoxy for clamp-
ing unnecessary, which is also unpleasant to work with and can also be a source of energy
dissipation for both devices if not applied correctly. The ease of adjusting the gap dis-
tance between the two devices by turning the screws is also worth to mention. We can
systematically reach sub-µm gaps between the microwave and mechanical resonator.
This is confirmed optically through the observation of interference rings that start to ap-
pear after the two devices are aligned and pressed against each other. The flipchip device
is mounted upside down on the mK-plate of a BlueFors (BF-LD250) dilution refrigerator
and cooled down to 10 mK.

In this electromechanical configuration, the membrane is capacitively coupled to the
LER. Since the effective capacitance of the circuit is increased, the cavity resonance fre-
quency shifts down. Besides this static frequency shift, the thermal induced mechanical
displacement also modulates the capacitance of the resonator and thus its resonance
frequency ωc. Below, we describe the characterization of the electromechanical circuit.

Characterization of the electromechanical device first starts with a measurement of
the frequency response S11 of the LER with a vector network analyzer (VNA). To probe
the mechanical resonator, we use optomechanical sideband pumping that leads to back-
action and allows us to readout and control the mechanical response [21, 22]. This mea-
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Figure 5.1: Flipchip device characterization with fridge pulse-tube off. (a) Flipchip assembled device with
LER at the bottom and Al+1%Si metalized SiN square membrane flipped on top. The resonator sample is
glued with GE varnish onto the Cu holder and is wire-bonded to a PCB (gold octagon). (Zoom in) The square
membrane is aligned with the rectangular capacitor pads of the LER, before it is pressed at all its edges. In this
geometry, the mechanical resonator is capacitively coupled to the LER. (b) Circuit equivalent of the device. The
LER is inductively coupled to the feedline to increase the mechanical capacitance participation ratio, hence
enhancing electromechanical coupling. We control go indirectly by turning the top screws of the flipchip tool
and thereby altering the gap d. (c) OMIT response of the electromechanical device centred at ωc = 2π× 5.425
GHz. We turn off the pulse-tube of the dilution refrigerator and choose a high power such that the transparency
window is clearly visible. The response at low powers is noisy, which makes C estimation rather challenging.
(Inset) A zoom-in of the optomechanical transparency window around the cavity resonance. The window rises
to 0 dB and can therefore be determined that C > 1. (d) Sonnet simulation of the cavity resonance as the gap
d between the metalized membrane and LER is swept. Based on the resonance frequency obtained in (c), we
estimate the d ≈ 800 nm (horizontal green dashed line). (e) Single photon-phonon coupling go given by the
gradient of the curve in (d) and multiplied by the zero-point amplitude fluctuation xzpf. We estimate go ≈ 2π×
2 Hz.

surement involves a strong red detuned pump at ωd =ωc −ωm, while sweeping the MW
cavity with a weak probe tone. Here, ωm is the mechanical fundamental mode and as
result, a transparency window with a Lorentzian shape centred around LER resonance
ωc emerges. The full width half maximum (FWHM) and height of the Lorentzian scale
linearly with the redpump strength. This phenomenon is known as optomechanical in-
duced transparency (OMIT) [23, 24] and is caused by interference between the probe
and redpump field mediated by the mechanics. A snapshot of the device OMIT response
is shown in Fig.5.1c. The LER measured resonance frequency ωc = 2π× 5.425 GHz in
this flipchip configuration, while the fundamental mode of mechanical resonator ωm =
2π× 953.3 kHz. For this OMIT measurement, we have chosen a high redpump strength
such that the Lorentzian is clearly visible above the noisy S11. On the resonance, the S11
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reflection of microwave cavity is given by [25]

S11(ωc) = 1− 2η

1+C
(5.1)

Here, C is the coorperativity and quantifies the electromechanical coupling strength
with respect to mechanical and electrical dissipation. As the height of the OMIT peak
in Fig.5.1c reaches above 3 dB, we establish that the multi-photon C > 1. With the OMIT
measurement provided, we turn to simulation to estimate the gap d and hence the single-
photon electromechanical coupling. We use a commercial planar electromagnetic soft-
ware Sonnet EM [26] and simulate the response of the LER in presence of a lossless metal
on top of its pad capacitors. The simulation setup is explained and shown in supple-
mentary note 5.7.1. We sweep the gap distance d from 100 nm to 2 µm and show the
ωc dependence in Fig.5.1d. For d > 2µm, ωc/2π converges to the 12.4 GHz, which is
the bare frequency of the microwave cavity shown in supplementary note 5.7.4. With
the electromechanical ωc measured, we infer d ≈ 0.8 µm. The sub-µm gap we have ob-
tained with the flipchip tool is remarkable considering no use of spacers and/or epoxy
[27, 28]. The single phonon-photon coupling go is derived from the gradient of the res-
onance curve i.e. (∂ωc /∂x)xzpf (x, the mechanical displacement; and xzpf the amplitude
zero-point fluctuation) and is shown in Fig.5.1e. Assuming an effective mass density of

3.0 g/cm3 of the metallized SiN membrane, we estimate xzpf= 0.5 fm (
√

ħ
2meffωm

) and we

infer go ≈ 2π× 2 Hz, almost an order of magnitude higher than Refs. [27, 29].

5.3. CAVITY NOISE
Experimentally estimating electromechanical parameters of the device requires careful
calibration of C with respect to input pump power and bath temperature. However,
in the presence of cavity frequency and amplitude fluctuations as noticeable near ωc,
shown in the inset of Fig.5.1c, this becomes extremely challenging. If the noise contains
frequency components larger than our measurement bandwidth, the response curve of
the cavity is broadened and does not follow a Lorentzian profile anymore. Therefore, it is
important to characterize the properties of the noise that is impinging our device. Cav-
ity noise in this case is a manifestation of mechanical noise that excite the mechanical
resonator, hence modifying the cavity transmission and resonance frequency. To model
this effect, we assume that the cavity fluctuates around its mean value. Here, we let
x → x +δx, where x is the mean value of x and δx are random fluctuations. We assume
δx to be Gaussian with zero mean and variance σωx . We expand the cavity resonance to
lowest order and obtain[30]

ωc (x +δx) ≈ωc (x)+δωc (x) (5.2)

with the second term

δωc (x) = ∂ωc (x)

∂x
δx (5.3)

is itself a Gaussian random variable with zero mean and variance, given by

σ2
ωc

= ∣∣∂ωc (x)

∂x

∣∣2
σ2

x (5.4)
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The probability distribution function associated with the random variable δωc is given
by

P (Ω) = 1√
2πσ2

ωc

e−Ω
2/2σ2

ωc (5.5)

withΩ, the drawing value.
Mechanical noise in our setup is generated by the pulse-tube that comes with the di-

lution refrigerator and essential to keep the cooldown process running. Mechanical vi-
brations due to the pumps and compressor also contribute to cavity noise, but to a lesser
extent. To investigate the scope of the noise introduced by the pulse-tube experimen-
tally, we first measure 110 S11 traces with the pulse-tube switched off. We then repeat the
same measurement with the pulse back on again. The IF-bandwidth (IFBW) of the VNA
is configured to its maximum of 100 kHz, but this does not correspond to a measurement
time of 10 µs per frequency point. Internal machine initialization and data recording in-
troduces additional overhead, resulting in measurement time slightly above 10 µs per
point. In Fig.5.2, we show 30 S11 response curves with each trace containing 5000 points.
An instable microwave cavity with frequency fluctuations is observed in both cases, but
manifests to greater extent with the pulse-tube on. In case of the pulse-tube is off, we
find the cavity to preserve its Lorentzian response with above-mentioned measurement
settings, but the cavity resonance is shifted in frequency for each trace. The resonance
shift is to first order linearly proportional to the amplitude deflection of the mechanical
resonator σx as given by Eq. (5.3). The lowest detectable frequency component of the
noise is set by the total measurement bandwidth 1/τm , with τm the measurement time
of a single trace. The upper frequency limit is given by the cavity total linewidth κ such
that

σ2
ωc

=
∫ κ/2π

1/τm

Sωcωc ( f )d f (5.6)

Here, Sωcωc is the frequency noise power spectral density and is simple the frequency
variance per unit frequency. We quantify the frequency fluctuations for the measure-
ment with pulse-tube off, by fitting each trace with a Lorentzian function to extract ωc

and calculate the standard deviation σωc . We plot a normalized histogram with the dif-
ferent realizations of ωc in the inset of Fig.5.2a and show that the noise posses Gaus-
sian distribution with σωc ≈ 2π× 20 kHz. From the fits, we extract coupling rates i.e.
κi /2π, κe /2π to be respectively 24 kHz and 26 kHz i.e. a critical coupled cavity with
η(= κe /κ) = 0.46. The fitting procedure is described in supplementary note 4.6.3 of chap-
ter 4. Averaging all the S11 realizations with different ωc is essentially equivalent to the
convolution of the true cavity Lorentzian reflection function with a Gaussian noise dis-
tribution and is given by

S11(ω) =
∫ ∞

−∞
S11(ω−Ω)P (Ω)dΩ. (5.7)

This can be thought of as inhomogeneous broadening and effectively we are averaging
the response of an ensemble of cavities with different resonant frequencies. The av-
eraged response is the black curve also shown in Fig.5.2 and is described with a Voigt
function [31] that has also been reported in a diverse range of fields [32, 33].



5.4. DISPLACEMENT SENSITIVITY

5

85

ω

(a) (b)

FWHM2

Figure 5.2: S11 in the presence of cavity noise. (a) Reflection response S11 as measured with a VNA and the
pulse-tube off centred around the average cavity resonanceωc = 2π× 5.425 GHz (red vertical dashed line). The
IFBW of the VNA is set to 100 kHz and the region where the cavity resonance is located contains approximately
500 points resulting in an effective τm ≈ 5 ms. Averaging of over all S11 responses broadens the device re-
sponse profile (black trace), with a total linewidth of 83 kHz and is expressed in κ and the FWHM of a Gaussian
i.e.

p
2ln(2) · 2σωc . (Inset) Normalised Gaussian distribution of cavity fluctuations with a corresponding fit

(black). (b) Reflection response S11 with pulse-tube on. Mechanical noise introduced by the pulse-tube makes
calibrating device parameters extremely difficult. The frequency components of the noise that contribute sig-
nificantly fall outside measurement bandwidth 1/τm which is then observed as a very distorted and broadened
(non-Lorentzian) response.

With the pulse-tube on, the S11 curves of the LER gets distorted to the point where we
are not able to recognize the intrinsic Lorentzian response, making it difficult to exactly
pinpoint ωc . Not only is σωc larger in this case, but we also find the frequency com-
ponents of the noise exciting the mechanical resonator to be greater than 1/τm . Upon
visually inspecting, we estimate the FWHM of the averaged trace to increase to approx-
imately 2π× 150 kHz, almost twice compared when the pulse-tube is off. The averaged
response in both case have the centre frequency at ωc = 2π× 5.425 GHz. It is evident
that the electromechanical device is sensitive to vibrations from the environment, i.e.
the mechanical resonator is susceptible to the mechanical noise mainly coming from
the pulse-tube. This noise is imprinted in the cavity response profile. Hence, we use
this device to quantify acceleration properties of the mechanical noise sources from the
environment. In the next sections, we quantify its accelerometric parameters such as
sensitivity, noise equivalent acceleration and bandwidth.

5.4. DISPLACEMENT SENSITIVITY
Typically, the acceleration and displacement of the mechanics are related by

X (ω)

a(ω)
=− 1

ω2
m −ω2 + iωγm

(5.8)

with γm , the mechanical damping rate. The reflection power spectrum of the microwave
cavity is exquisitely sensitive to motion-driven cavity resonance fluctuations induced by
the mechanical oscillator. By using the power spectrum, we can thus calibrate the dis-
placement spectrum of the mechanical resonator. We first record the noise power spec-
trum of the cavity while the pulse-tube is off. The noise power spectral density (PSD)
Spp is acquired by driving the coupled system on resonance with a microwave drive at
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ωd =ωc and measuring the reflected microwave field. The reflected signal is monitored
with a spectrum analyser and averaged internally (n = 256), shown in Fig.5.3a. The mea-
surement setup we to use to carry out this measurement is shown in supplementary note
5.7.3. We find the thermoelectrical sideband caused by thermal noise of the mechanics
appearing at both side with offset 953.5 kHz from the drive. This offset corresponds to
the mechanical fundamental mode ωm, which is consistent with the OMIT measure-
ment in Fig.5.1. We do however observe an asymmetry in the thermal sidebands which
should not occur when driving on resonance as there is no dynamical backaction in-
volved. We attribute this asymmetry to the fact that the injected microwave drive might
slightly be detuned from the microwave cavity by approximately a few kHz since target-
ing the exact cavity resonance can be challenging in the presence of cavity noise. Along-
side the thermal response, we find spurious asymmetric noise peaks spaced with an off-
set of 45 kHz at both side from the drive. We suspect this to be a mechanical resonance
originating from one of the mechanical elements belonging to the flipchip tool.

We convert the measured powerspectrum to displacement spectral density (DSD)
using the following expression,

Spp(ω)

P (ωd )
= δ(ω−ωd )+F (ω−ωd ,∆)

[
Sth

xx(ω−ωd )+ n′
add + 1

2

8κe g 2|χc (ω−ωd ,∆)|2
]

where

F (ω−ωd ,∆) = 16κ2
e g 2

o
|χc (0,∆)|2
|Γc (ωd )|2 |χc (ω−ωd ,∆)|2

χc (ω,∆) = 1/2

−i(ω−∆)+κ/2

Γc (ω) = κi −κe +2i(ω−ωc )

κi +κe +2i(ω−ωc )

n′
add =

( 1

ηl
−1

)1

2
+ 1

ηl

(
n̄A + 1

2

)
(5.9)

Here, ∆=ωd−ωc. The δ-function in the first term on the right represents the drive tone.
The second term contains the displacement amplitude Sth

xx of the mechanical oscillator

due to thermal noise and the imprecision noise Simp
xx added by the readout chain. Here,

χc , Γc are the cavity susceptibility and reflection coefficient, respectively. The thermal
photon noise quanta n′

add arise from the input noise (n̄A) inherent to the LNA and the
finite loss (ηl ) between the sample and LNA. We obtain Eq. (5.9) by solving the quantum
Heisenberg-Langevin equations of motions for field and displacement amplitude of the
mechanical oscillator and cavity, respectively and subsequently computing the magni-
tude in the Fourier domain. By normalising the PSD with the measured drive power
P(ωd) at the spectrum analyser, the conversion term F(ω−ωd,∆) becomes independent
of the intracavity photon number N and therefore a rigorous input power calibration is
not necessary. The full derivation is provided in chapter 2.

In the presence of cavity noise, the measurement bandwidth determines whether
Eq. (5.9) can be used to obtain Stot

xx from measured powerspectrum directly, considering
χc (ω,∆) andΓc (ωd ) become time dependent. Here, the spectral measurements are taken
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Figure 5.3: Calibrating broadband sensitivity with pulse-tube off. (a) Measured power spectral density Spp
internally averaged with the spectrum analyser (n = 256), after injection of a microwave tone at the cavity res-
onance ωd =ωc. The measurements are taken with a resolution bandwidth of 100 Hz. The thermal sidebands
of the mechanics appear at ωm = 2π× 953.5 kHz with its mechanical linewidth γm = 2π× 120 Hz. The exact
origins of the spurious speaks spaced at offset 45 kHz are yet unknown, but we suspect the mechanical reso-
nance of the flipchip tool to be responsible. The step-like noise added on the background located to the left
of the drive comes from low noise amplifier (LNA) located on the 4K stage. (b) Broadband displacement sen-
sitivity

p
Sxx (red) obtained by converting Spp accordingly and taking the cavity frequency noise into account.

We reproduce
p

Sxx (green) with a Monte Carlo simulation of the cavity noise and estimated go and N. We
calculate a average intracavity photons 〈N〉 = 1.6×106 for this measurement and obtain the mechanical mode
temperature Tm = 300 mK. Displacement sensitivity increases as we move closer to ωc and is limited by the

imprecision noise S
imp
xx (ω) that is proportional to (ω/κ)2. (Inset) Zoom-in of the electrothermal sideband on

the right (blueside) of the drive.

with a measurement bandwidth of 100 Hz which is twice the total measurement time of
the VNA in Fig.5.2. We assume that the noise also falls within spectrum analyser band-
width as it did in our VNA response measurements considering the minor difference in
total measurement time τm . To determine the total displacement density Stot

xx from the
measured power spectrum while taking into account cavity noise, we adopt a numerical
approach based on Monte Carlo simulations. We create an ensemble of different reali-
sations of F (ω,∆) by randomly drawing ωc from a Gaussian distribution P(σωc ,Ω). We
obtain 〈Stot

xx 〉256 by normalizing the measured [〈Spp(ω)〉/〈P (ωd)〉]256 with the simulated
ensemble average of 〈F(ω−ωd,∆)〉256, as shown in Fig.5.3b. As expected, the displace-
ment sensitivity increases (low Sxx) as we approach ωc. Here, the microwave cavity acts
as a low pass filter with its attenuation proportional to (ω/κ)2

We then perform a fit with no free parameters using Eq.(5.9) to estimate the mechan-
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ical mode temperature Tm . The fit requires the external coupling κe , mechanical decay
rate γm , single phonon-photon coupling g0, the intra cavity photon number N , Tm and
the imprecision noise. Unfortunately, the last three parameters are unknown and we
thus need to make a considered estimate. The LNA input noise is the biggest contribu-
tor to the imprecision noise in this measurement scheme. The imprecision noise is then
calculated by assuming an LNA input noise temperature TN = 2.5 K [34] and 3 dB loss
between the sample and LNA. Notice that the fit also requires the multi phonon-photon
coupling g that depend on the number of intracavity photons N . We determine N by
estimating the input drive power at the device Pin using the measured drive power Pd

at the spectrum analyser, LNA input noise temperature TN and the cavity reflection re-
sponse Γc (ω). This is detailed in supplementary note 5.7.5. For a reflection cavity, N is
given by

N = κe

∆2 + κ2

4

Pin

ħωd
(5.10)

with ∆ = ωd −ωc. We repeat the calculation of N and subsequently Stot
xx for randomly

drawn ωc to imitate the noise that the cavity experiences and show the computed en-
semble average in Fig.5.3 with the green curve. It follows the measured displacement
spectral density and, for Tm = 300 mK, the simulated thermal peak matches the mea-
sured electrothermal response. We point out that our calculation of Tm depend strongly
on our estimation of σωc . Cavity noise alters the cavity susceptibility χ(ω,∆) and reflec-
tion function Γc (ω) and results in a fluctuating internal photon occupation N . Because
the reflection measurements with the VNA were fast enough to resolve the true response
of the cavity with the pulse-tube off, we assume that our estimates of κ, κe and σωc are
reliable. Our claim of the mode temperature is thus well contemplated.

5.5. ACCELEROMETRIC SENSING
With our flipchip device, we are also able to measure the acceleration of mechanical
structures that are excited by the pulse-tube while it is on. Now that we have calibrated
the displacement sensitivity of the mechanical oscillator, we can proceed by estimating
the input acceleration to the device caused by the pulse-tube. The extent to which we
can quantify this parameter, depend on the sensitivity, bandwidth and imprecision noise
of our device. The sensitivity is quantified by the noise equivalent acceleration (NEA) is
given by [35]

NEA =
√

a2
th +a2

det +a2
ba (5.11)

The first term is the thermal induced motion of the mass and is the most sensitive on
mechanical resonance ωm with

ath =
√

4kbTmωm

meffQm
(5.12)

The two remaining terms arise from the readout displacement noise and the backac-
tion from the measurement itself. We deduce the NEA by first monitoring the power
spectrum with pulse-tube on and extract Stot

xx using the same procedure described in
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the previous section. Note that this measurement is performed by driving the cavity on
resonance and therefore the term aba that comes from dynamical backaction noise is
neglegible. Also, the same measurement setup and input pumppower Pin are used to
drive the device as in the scenario with the pulse-tube off. With the pulse-tube on, we
measure a 3 dB higher pumppower Pd at the spectrum analyser. This is expected be-
cause the pulse-tube causes σωc to increase, confirmed by our measurement shown in
Fig.5.2b. This effectively makes the cavity appear more reflective. Based on the differ-
ence in Pd, we deduce an increase of σωc to approximately 50 kHz consistent with our
estimate in section 5.3. We show and compare the displacement noise in Fig.5.4a and
notice sharp resonances emerging close to ωd in case the pulse-tube is on. We also wit-
ness an increase of the noisefloor up to 100 kHz and it is within this interval where most
of the spikes are located. Here, the pulse-tube is most likely able to excite modes beyond
its 1.4 Hz step-like excitation. The spikes decrease in amplitude as we move away from
the drive and completely diminish at frequencies above 160 kHz. These are mechanical
resonances of either the stiff flipchip components or mK-plate given the kHz range they
appear at. Another candidate for causing these mechanical resonances, is the semi-rigid
coaxial cable attached to the device at one end and the mK-plate at the other. We also
observe an increase in thermal amplitude of the mechanical resonator by approximately
an order of magnitude, effectively making the mechanical mode appear hotter.

The NEA of the electromechanical device is obtained by normalising the displace-
ment noise with the mutual susceptibility εm(ω). The relation is given by

Saa(ω) = ħωm

meff|εm(ω)|2 Stot
xx (ω) with

εm(ω) = χm(ω)

1−4g 2χm(ω)[χc(ω;∆)−χ∗c (−ω;∆)]

(5.13)

The mutual susceptibility reduces to the mechanical susceptibility in case of reso-
nant driving and no cavity noise. The NEA is shown in Fig.5.4b. It is limited by adet up to
800 kHz, as a result of the input noise TN of the LNA and is identified by the almost flat
acceleration noise density. Close to the mechanical resonance as shown in Fig.5.4d, the
device is limited by thermal noise of the mechanical resonator with maximum sensitivity
ath = 4 µg /

p
Hz with the pulse-tube off. As expected, ath increases when the pulse-tube

is on due to the added mechanical noise. At lower frequencies, as shown in Fig.5.4c, the
spurious mechanical resonances show strikingly large acceleration, in particular at 45
kHz. This sharp resonance is present even with the pulse-tube off, where it is excited via
vibrations of the surrounding. By the addition of pulse-tube vibrations, it gets enhanced.

We investigate the NEA also at lower frequencies, i.e. < 1 kHz. At these frequencies,
we use a higher frequency resolution than the measurements shown above, resulting in
a longer measurement time τm . We carry out a time domain measurement, where the
measurement time and sampling rate is set such that we obtain a resolution bandwidth
of 1.4 Hz. In Fig.5.5, we show the averaged NEA of 2000 time domain traces and imme-
diately notice a series of sharp peaks that are larger in acceleration than the mechanical
resonances located at the kHz range. The highest peak is located around 30 Hz as shown
in the inset of Fig.5.5 and is consistent with mechanical resonance of fridge frame re-
ported by Bluefors [36]. They observed similar mechanical resonances below 200 Hz,
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(a)

(b)

(c) (d)

Figure 5.4: Broadband accelerometric performance of electromechical device (a) Broadband displacement
spectral density with pulse-tube off (red) and on (black) centred at drive ωd = ωc. Alongside an increase of
the thermal sideband amplitude at offset ωm from the drive, the pulse-tube also causes many mechanical
resonances to emerge close to ωd . (b) Noise equivalent acceleration (NEA) with zoom in near ωd and ∆=ωm
in (c) and (d), respectively. Sharp peaks are clearly visible within ∆ = ωm interval from the centre. Regarding
acceleration, the device is the most sensitive at a mechanical resonance from the drive as seen by sharp drop
in amplitude.

(ω - ωd)/2Π

(ω - ωd)/2Π

Figure 5.5: sub-kHz NEA of electromechanical device. NEA with < 2 Hz frequency resolution obtained with
time domain measurement. Sharp spikes appearing below 200 Hz are due to the mechanical resonances of the
fridge support. (Inset) A zoom-in of the NEA below 100 Hz with the highest resonance located at 30 Hz.
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which they have attributed to the fridge supports.

5.6. DISCUSSION
We have fabricated a cryogenic accelerometer which combines a superconducting lumped-
element resonator and a high-tensile stress Si3N4 square membrane, using a custom-
made flipchip tool. We found this new flipchip tool to be favourable compared to other
techniques [27, 28] as it makes use of the epoxy and spacers redundant, and allows us
to consistently reach sub-micron gaps. It is very modular, as it allows for exchanging
damaged mechanical or microwave devices fast and gently, and therefore increases fab-
rication to measurement throughput.

We have cooled down this device to 15 mK after which we then measured OMIT
through red sideband pumping and found that we operate in the resolved sideband
regime (ωm/κ ≈ 40). In the frequency response measurements of the electromechan-
ical cavity, we observe fluctuations in cavity resonance frequency, which makes it dif-
ficult to calibrate electromechanical parameters accurately. This cavity noise is a re-
sult of vibrations from the environment that is transferred to the sample and couples
to the mechanical resonator. With the pulse-tube off and recording many successive
S11 measurements, we find that the averaged response is broadened and accurately de-
scribed by the Voigt function, with the full width half maximum (FWHM) given by κv =
0.5κ+

√
0.2κ2 +2ln(2) · (2σωc )2. The cavity noise posses a Gaussian distribution with

σωc ≈ 2π× 20 kHz, which more than doubles when the pulse-tube is switched on.

The calibration of the displacement spectrum is performed with the measured noise
power spectrum upon resonantly driving the cavity with the pulse-tube switched off. Us-
ing Monte Carlo sampling, we simulate cavity noise by generating an ensemble of cavity
susceptibilities χc (ω,∆) with random ωc . The ensemble average is used to convert the
measured 〈Spp〉 into 〈Sxx〉. Subsequently, normalising 〈Sxx〉 by the susceptibility of the
mechanical oscillator, we find the noise equivalent acceleration (NEA) for our electrome-
chanical device. At the mechanical resonance ωm the device has the highest sensitivity
(low NEA) of 4 µg/

p
Hz and is limited by thermal noise. At frequencies below ωm, we

find acceleration sensitivities in the range of 1 and 10 mg/
p

Hz. Since the microwave
cavity acts as a filter, the NEA decreases (high sensitivy) as we move closer to the cavity
resonance ωc. Here, we are limited by the input noise of the low noise amplifier.

With the pulse-tube on, sharp mechanical resonances appear within a 200 kHz in-
terval from the resonant drive. We believe these kHz mechanical noise to be originating
from the stiff flipchip metal components, semi-rigid coaxial cable attached to the device
or the chip itself. The mechanical thermal noise amplitude also increases, making the
mechanical mode to appear hotter at cost of the acceleration sensitivity. We also inves-
tigate the scope of mechanical noise below 1 kHz with frequency resolution of 1.4 Hz
by performing time-domain IQ measurements. By computing the PSD of the IQ traces,
we find yet a collection of sharp mechanical spikes, with the highest located at 30 Hz.
The mechanical noise peaks visible below 200 Hz are consistent with the mechanical
resonances of the support structures of the fridge as reported also by BlueFors.

The calibration of the mechanical mode temperature, displacement and accelera-
tion noise spectra done in this chapter depend on the intracavity photon number N .
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Correctly calibrating N relies on our estimation of cavity parameters and σωc . In our
case, we have used a single noise power spectral measurement that is averaged for 256
times. We then simulate an ensemble of cavity susceptibilities and responses with ran-
dom ωc to calibrate N from the measured drive power. Hence, we emphasize that this
method is as good as our characterization and knowledge of the cavity noise. Regardless
of this issue, the analytical equations used to describe to derive the broadband displace-
ment and acceleration noise agrees with our expectation of an electromechanical device
operating in the resolved sideband regime.



5.7. SUPPLEMENTARY INFORMATION

5

93

5.7. SUPPLEMENTARY INFORMATION

5.7.1. SONNET go SIMULATION

Sapphire

NbTiN

SiN

Al+1%Si
d

Cu

(a) (b)

Figure 5.6: Sonnet simulation model. (a) Colour layering indicate material and device is enclosed in grounded
lossless metal box. Here, internal losses are omitted and d is swept in order to determine go . (b) 3D schematic
device model in Sonnet EM.

We use a commercial electromagnetic software Sonnet EM [26] to simulate and esti-
mate the single photon-phonon coupling go . The Sonnet simulations starts by designing
the lumped-element resonator that we already discussed in chapter 4. We assign NbTiN
superconducting properties to the metal of LER and groundplane i.e. Ls =1.3pH/ä and
Rs =0. The LER sits on a 430 µm sapphire substrate with εr = 10. We place a 50 nm SiN
layer metallized with 25 nm Al+1%Si at a distance d above the pad capacitors of the LER.
At this thickness of the Al+1%Si, we assume a kinetic inductance of 2 pH/ä [37]. It now
mimics the assembled electromechanical device. The device enclosed in a grounded
lossless metallic box and the feedline is connected to a port with its internal impedance
set to 50 Ω. A cross-section of the material composition in the simulation domain is
shown in Fig.5.6. We exclude internal losses from this simulation, since we are only inter-
ested in detecting the resonance frequency of the device with respect to gap distance d.
However, no internal losses result in the LER being overcoupled and, as a consequence,
detection of the cavity resonance can be problematic if the frequency steps are not cho-
sen small enough. Fine frequency sweeps, on the other hand, are time-consuming and
memory intensive. To circumvent this, we use the approach discussed in Ref. [38] and
chapter 4 by inserting a low impedance port 2 in the meandered inductor of the LER.
This allows for performing a coarse frequency sweep without missing the resonance of
the overcoupled electromechanical device. We vary d and plot the resonance frequen-
cies in Fig.5.1d. At large d, the participation ratio of the mechanical capacitance is small
and the LER natural resonance converges to its bare resonance ωc = 2π× 12.4 GHz.

5.7.2. FLIPCHIP SCHEMATIC
The flipchip tool, as shown in Fig.5.7, is placed on a thick Copper piece that is machined
to hold the PCB and the sapphire substrate. The PCB is anchored via screws to the Cu
holder, while the sapphire substrate is fixed with GE Varnish. Next, we flip the SiN mem-
brane device on top of the resonator sample, which is wirebonded to the PCB. A po-
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Cu
PCB

Al-alloy

Springs

SiN/
Al+1%Si

d

X

Y
Z

(a) (b)

1. Aligning

2. Pressing

Figure 5.7: 3D Design layout of flipchip tool. (a) flipchip tool used for assembling the electromechanical
device. The alignment and clamping are carried out with the tools indicated arrow 1 and 2. (b) 2D Cross-
section taken at the middle of the flipchip. By turning the screws, we can change d, hence go .

sitioner indicated with arrow 1 is used to align the square membrane to the capacitor
pads of the LER. We are able to inspect the alignment through the opening in the middle
of the positioner that has the same lateral dimensions as the flipped Si chip i.e. 10×10
mm. After a coarse alignment, we proceed with finer alignment by loosely fixing the
positioner with screws to the Cu holder. Here, we are still able to move the membrane
window ± 250 µm over the x−y plane after which we then completely tighten the screws
to fix its position with respect to the microwave device. Note that we make use of an opti-
cal microscope in the alignment process while the positioner, containing the membrane
device, is moved with tweezers. For z-control, we use a presser that has the shape of a
hollow square cage as indicated with arrow 2. It fits precisely in the opening of the posi-
tioner, and has a 1 mm wide contact area that applies pressure to all 4 edges Si frame, as
shown in Fig.5.7b. By turning the screws attached to it, we are able to consistently reach
gap spacings d below a micron. We confirm this visually through the appearance of in-
terference fringes as it is difficult to accurately measure d due to geometrical limitations
of our optical setup. We also insert springs around the thread of the screws to prevent
it from getting stuck due to thermal contraction during a cooldown cycle. Although it is
tempting to fully tighten the screws to reach smaller gaps of several hundred nanome-
tres, we remark that one should proceed with caution. We noticed that this causes the
membrane to break within one cooldown cycle. Whether this happens during loading or
the cooldown itself, is yet unclear. Therefore, we do not fully tighten both screws (≈ 2.5
turns) and ensure that the springs are not fully compressed before cooling down.

5.7.3. MEASUREMENT SETUP
All the experiments reported in this chapter were performed in a dilution refrigerator
operating at a base temperature close to Tb = 7 mK. A schematic of the experimen-
tal setup and external configurations used in the different measurements is shown in
Fig.5.8. The flipchip tool containing our PCB and the fabricated electromechanical de-
vice is mounted upside down on the mK-plate of a Bluefors dilution refrigerator (LD250)
and its input line connected to a semi-rigid coaxial line. The device is measured in a re-
flection geometry, and therefore the input and output signals were split via a directional
coupler. The output signal went into a cryogenic low noise amplifier for their particu-



5.7. SUPPLEMENTARY INFORMATION

5

95

circulator 

-20 dB directional 
coupler 

cryo attenuators

Cu holder

Nb coaxial wire

cryo low noise
ampli�er

Room-temperature
ampli�er

300 K

45 K

4 K

700 mK

100 mK

7 mK

1 2
Keysight PNA 

Spectrum
analyser: MXA

Microwave 
generator R&S

1 2

2 1

-3 dB

-20 dB

-20 dB

+44 dB

50 Ω
+30 dB

-3 dB

2 1

-20 dB +30 dB

(a) (b)

(c)

(d)

RT

RT

RT

Figure 5.8: Schematics of the measurement setup used for monitoring OMIT (b) and power spectral densi-
ties (c).

lar frequency range. The input lines were attenuated in order to balance the thermal
radiation from the line to the base temperature of the fridge.

5.7.4. BARE CAVITY MEASUREMENT

Before placing the SiN membrane device on the resonator sample, we first performed a
S11 reflection measurement of the standalone LER. This measurement provides us the
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Figure 5.9: Reflection response of bare LER. The response has a Fano shape characterised by an asymmetric
profile with resonance frequency located at 12.4 GHz. Fitting and estimating cavity parameters in case of Fano
requires the careful calibration of S11 with an open and load.

bare ωc that is used to calibrate the Sonnet simulations for estimating the gap d in pres-
ence of a flipped membrane. The observed LER has a resonance frequency of 12.4 GHz as
shown in Fig.5.9 and agrees within 5% with the Sonnet simulations. This measurement
however, shows an asymmetric S11 response, and therefore we are not able to reliably
extract the internal and external losses of the LER. In literature [39], this is known as a
Fano response and is a result of interference between microwave field reflected of the
cavity and cable resonances originating from input and output coaxial lines.

5.7.5. ESTIMATING INTRA CAVITY PHOTONS N
Estimating the intra cavity photons N in presence of cavity noise requires a non-standard
approach. In our measurement, we drive the cavity on resonance and the power of the
reflected field is then amplified and measured with a spectrum analyser. For conve-
nience, we name this power Pd. The measurement is repeated for 256 times and av-
eraged. Since the cavity is subjected to frequency noise, N also fluctuates. To get an
estimate of N , we need to determine the power Pin at the input of the device. By offset-
ing the effective gain of the output line from the averaged drive power Pd, we obtain the
power Pout right after the output of the device. We use the convoluted cavity response
function S11(ω) as expressed in Eq.(5.7) to obtain Pin from Pout. So Pin can be calculated
by

Pin = 1

S11(ω)

Pd

A
(5.14)

where, A is the effective gain of the output line. The method for estimating A is high-
lighted in the supplementary note of chapter 6.
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Figure 5.10: S11(ω) (blue) that is the average reflection response from the electromechanical device taken over
90 measured S11 traces and fitted with a Voigt function (red).

We attain S11(ω) through the measurement discussed in Fig.5.2. The average re-
sponse is fitted to a Voigt function given by

S11(ω)
′ = B Re

[
w(z)

]
2πσωc

where

z = ω+ iκ/2

σωc

p
2

w(z) = e−z2
erfc(−iz)

(5.15)

and is shown in Fig.5.10. With Pin known, the intracavity photons N is estimated with
Eq.(5.7.5).
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6
HIGH COOPERATIVITY AND

HIGH-Q MECHANICS IN A

FLIP-CHIP MEMBRANE CAVITY

ELECTROMECHANICAL DEVICE

High stress stoichiometric silicon nitride membranes have emerged as promising candi-
dates in a wide range optomechanical experiments due to their high-Q. Combining these
high-Q membranes with superconducting microwave platforms allows for macroscopic
quantum state engineering with large decoherence times. Their relative high mass can
therefore enable the exploration of quantum mechanics and gravity simultaneously. Ini-
tial demonstrations using simple flip-chip techniques showed great promise, but proved to
be difficult to implement. Here, we present a platform and device for flip-chip cavity elec-
tromechanics which enables a new generation of high-Q, high cooperativity membrane
devices. Our platform combines a new clamping method and holder with a phononic
shield built into the silicon frame. For flip-chip electromechanics, the phononic shield
is crucial, as it allows us to maintain high Q while still clamping the chip tightly on all
sides to provide a reliable flip-chip assembly. We observe ringdown times up to 37 sec-
onds, corresponding to mechanical Q-factor of 3.7 ×107, and cooperativities up to 12000.
We observe mechanical noise sidebands with resonant drive, but find that these are fluc-
tuating significantly in amplitude, which we attribute to effects arsing from large cavity
frequency noise we believe are induced from vibrations in the cryostat. Combining the new
developments in this device with cryogenic vibration isolation and cavity locking, will en-
able ground state cooling and future experiments engineering quantum superpositions of
massive objects.

This chapter is being prepared for publication as High cooperativity and high-Q mechanics in a flip-chip mem-
brane cavity electromechanical device. S.R.Peiter∗, A.Sanz Mora∗, J.P. van Soest, Claus Gaertner and G.A.Steele
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6.1. INTRODUCTION

High-Q and high coorperativity (C) optomechanics have provided a platform for a wide
range of applications such as force sensing [1, 2], microwave to optical transduction [3, 4]
and memory elements in combination with quantum communication and computing
devices [5–7]. For example, they enable force sensing with sensitivities below the stan-
dard quantum limit, have auspicious conversion efficiency in transducers and relative
long information storage time due to their high Q. In addition, this platform in combi-
nation with a large mass mechanical oscillator has been proposed as a very promising
candidate for exploring quantum mechanics and gravity simultaneously. [8–10]. There-
fore, highly stressed stoichiometric SiN membranes in a cavity electromechanical archi-
tecture are favourable, since their high Q-factor and mass [11, 12] can be exploited to
create and sustain massive macroscopic quantum states. Here, gravity is suspected to
be a decoherence mechanism for these massive mechanical quantum states [13].

The simple flipchip technique was primarily considered for interfacing these highly
stress membranes with electrical cavities [14, 15], but eventually turned out to be dif-
ficult to realize, due to clamping induced losses [16]. This is especially noticeable in
the work of Ref.[17], where they discovered a trend whereby the lower order membrane
modes, particularly the fundamental, exhibited significantly deteriorated Q-values rela-
tive to higher-order membrane modes. In addition, the quality factor of the lower order
modes varied widely from chip to chip. Another major drawback of this flipping routine
is that the membranes break inconsistently for reasons unknown yet [12, 18].

Here, we present a mechanical device in a robust and modular platform that facili-
tates high-Q and high coorperativity electromechanical experiments. Fig.6.1 shows the
electromechanical device that combines a superconducting lumped-element resonator
with a SiN membrane surrounded by a phononic shield micromachined into the silicon
substrate and fixated by our custom designed flipping tool. With this tool, we introduce a
new clamping method, where contact and varying pressure can be applied to all 4 edges
of the mechanical device. This allows us to systematically reach sub-µm gaps without
damaging or breaking of the membrane. In this tightly held assembly, the phononic
shield is essential in overcoming clamping induced losses and therefore the SiN mem-
brane preserves its high mechanical Q.

With time domain ringdown measurements, we extract a mechanical quality fac-
tor Qm = 3.7× 107 or decay time τm = 37 seconds. At the highest redpump strength,
limited by the compression point of the low noise amplifier, we estimate a coorperativ-
ity C ∼ 12000. Furthermore, the device is affected by vibration noise generated by the
pulse-tube cryocooler and manifests as cavity frequency noise. As a result, the mechani-
cal thermal sidebands upon resonant driving fluctuate in amplitude during consecutive
measurements, making the estimation of the mechanical mode temperature extremely
challenging.

Current internal efforts in cryogenic vibration isolation [19] and cavity noise locking
[20] will pave the way to performing more advanced experiments such as groundstate
cooling and eventually quantum state engineering with these massive macroscopic ob-
jects. This enables the creation of macroscopic quantum superpositions and will serve
as a valuable asset for quantum gravity research [21].
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6.2. DEVICE DETAILS
Our electromechanical device consists of a lumped-element resonator and is coupled
capacitively to a high stress stoichiometric Si3N4 square membrane with area 350×350
µm, as shown in the zoom-in in Fig.6.1b. The inductor and capacitor of the lumped
element resonator are meandering wires and rectangular pads, respectively. This is de-
tailed and shown in chapter 4. To induce optomechanical coupling of the device, we
coat the 50 nm thin membrane with 25 nm Al+1%Si. The metallized SiN membrane is
clamped onto a 200 µm thick Si substrate that is etched through entirely such that we
are left with freestanding Si structures. This resembles a crystal lattice that functions as
an acoustic bandpass filter between the environment and the membrane, also called a
phononic shield. It has shown to suppress clamping losses from the Si support struc-
tures and increase mechanical Qm of the SiN membrane [22–24]. The phononic shield
consists of an array of square blocks with chamfered edges and connected by tethers that
have high aspect ratios. By choosing its lateral dimension carefully, we create a bandgap
in the acoustic mode spectrum of the substrate that is centred around the SiN mem-
brane fundamental mode, thus effectively suppressing the coupling of the fundamental
mode to the substrate modes. The detailed design and fabrication methodology of the
phononic shield is provided respectively in supplementary note 6.7.1 and chapter 3. The
membrane device is flipped onto the microwave sample, then fixed and pressed with a
custom-made flipchip tool, as shown in Fig.6.1a. The device is placed in a cylindrical
cage and thereafter loaded, using a loading arm, onto the mK plate of an Oxford Triton
200 dilution refrigerator. With coaxial lines that pass from room temperature down to the
device at 15 mK, we are able to probe our device with a microwave tone. The reflected
signal is amplified with a low noise amplifier (LNA), located at the 4K-stage, before it is
measured with a vector network analyser (VNA) at room temperature. All the measure-
ments in this chapter, unless explicitly stated, are taken with the pulse tube off to avoid
mechanical noise as much as possible. The layout and optical images of the measure-
ment setup are shown in supplementary note 6.7.2.

Fig.6.1c shows the reflection response of the electromechanical device after perform-
ing a frequency sweep with VNA. The microwave cavity mode is detected at ωc = 2π×
5.806 GHz and allows us to estimate go considering the bare cavity mode is 12.4 GHz.
With Sonnet EM [25], we use the bare and shifted resonance as a method to calibrate
the gap d between the membrane and cavity. We extract d ≈ 0.9 µm and estimate single

phonon-photon coupling go ≈ 2π× 2 Hz assuming xzpf = 0.5 fm (xzpf =
√

ħ
2meffωm

). In the

supplementary note 5.7.1 of chapter 5 explains the details of the simulation routine to
estimate go . We fit the S11 response to a complex Lorentzian function and extract exter-
nal and internal losses (κe , κi ) of respectively 2π× 32 and 2π×195 kHz. The cavity is thus
undercoupled since κi > κe with η = 0.13 (η = κe /κ). In the fitting procedure, we have
also accounted for the slightly asymmetric shape of the response, known as Fano [26].

In addition, the reflection response curve contains oscillations in the amplitude that
get larger as we move closer to the resonance frequency ωc. The manifestation of these
amplitude fluctuations in the response are a result of spurious acoustic noise that excite
the membrane. The frequency of these oscillations is given by the difference (beating)
between the VNA IFBW bandwidth and the frequency component of the noise responsi-
ble for the cavity resonance fluctuations. Beside amplitude fluctuations, the mechanical
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Figure 6.1: Device characterization with pulse tube off. (a) Top view of flipchip device consisting of Si
phononic crystal with square metallized Si3N4 membrane in the middle. The membrane is capacitively cou-
pled to the lumped-element resonator that is situated at the bottom, on a Copper (Cu) holder. (b) Zoom-in of
the centre where the metallized membrane is aligned with the big pad capacitors of the lumped-element res-
onator, hence inducing an electromechanical coupling. (c) Reflection measurement S11 (red) and Lorentzian
fit (blue) of the electromechanical device as measured directly with a vector network analyser (VNA). The IF-
bandwidth (IFBW) of the VNA is set to 10 kHz and taken with 3300 sweeppoints. The response has an asymmet-
ric lineshape also known as Fano and contains mechanical induced cavity noise visible close to its resonance.
The average S11 (black) taken over 100 separate S11 measurements is used to estimate the cavity noise σωc .

noise also causes the resonance frequency of the cavity change, i.e. ωc →ωc (x(t )). The
cavity frequency noise σωc is then given by

σωc =
∫ κ/2π

1/τm

Sωcωc ( f )d f (6.1)

with 1/τm , the measurement bandwidth.
To determineσωc , we start by recording 100 consecutive S11 traces, of which we show

the average response in Fig.6.1c. We notice that the average response is broader and the
oscillations in amplitude close to ωc , due to mechanical noise, get reduced. The average
response does not follow a Lorentzian function any more, but is instead convoluted with
the cavity noise distribution and is given by

S11(ω) =
∫ ∞

∞
S11(ω)P (ω−Ω)dΩ (6.2)

Here, P(Ω) is the cavity noisy probability distribution function. By assuming a Gaussian
distribution [27], S11(ω) becomes a Voigt function [28]. By fitting the average response
using a Voigt profile, we deduce that the cavity is broadened byσωc ≈ 2× 276 kHz. The fit
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is performed after correcting for the Fano effects in the individual S11 responses. We out-
line the fitting procedure in supplementary note 6.7.3. Due to large vibration present in
the cryogenic environment, the cavity frequency noise σωc is comparable to κ. This can
form an obstacle that limits us from performing more advanced experiments which re-
quire a stable cavity, such as red-sideband cooling or coherent photon-to-phonon con-
version [29, 30].

6.3. OMIT
To probe the mechanical resonator, we inject a strong microwave pump at the red-side
of the coupled system i.e. ωd = ωc −ωm, while probing the cavity with a drive much
weaker than the redpump. Mixing of these two drives mediated by the mechanics re-
sults in a ωm beating that give rise to a time-varying radiation pressure force. This force
resonantly excites the mechanical resonator when ωm matches the mechanical funda-
mental mode. The mechanics on its turn create sidebands of the redpump of which
the higher harmonic matches ωc. It destructively interferes with the probe field, result-
ing in the appearance of a Lorentzian transparency window that is centred at ωc. This
phenomenon is known as optomechanical induced transparency (OMIT) [31, 32] and
through dynamical back-action [33], we get an increase of the overall mechanical damp-
ing rate i.e. γeff = γm +γopt [34]. The optomechanical damping rate γopt in case of OMIT
is positive and proportional to the coupling strength between the mechanical and mi-
crowave mode given by the cooperativity C = 4g 2

0 N /κγm [35] with N , the intracavity
photon number. To obtain the power at the input of the device Pin and hence N , we
subtract the total input line attenuation of 55 dB from the power applied at room tem-
perature. In supplementary note 6.7.4, we provide the details and assumptions made for
calibrating N , while also accounting for cavity noise.

In Fig.6.2, we show OMIT responses that are averaged 3 times for each redpump
power Pred to increase signal-to-noise ratio (SNR). In the plots, |S11|2 = 1 corresponds to
maximum reflection and Pred is referenced at the output of the VNA. We witness OMIT
occurring for ωm = 2π× 1.01 MHz, the mechanical fundamental mode, and thereby not
located deep in the resolved sideband regime where the criterion κ/ωm À 1 holds [36].
By increasing Pred, we do notice an increase in the area of the Lorentzian and the overall
mechanical damping rate γeff. The height of the OMIT window is given by [37]

S11(ωc ) = 1− 2η

1+C
(6.3)

We are only able to resolve the mechanical linewidth down to 0.7 Hz with the VNA as
shown in Fig.6.2a. The height of the Lorentzians almost reach unity in Fig.6.2b,c with
increasing power and considering Eq.(6.3), we deduct that the cooperatively satisfies C >
1. We are not able to increase Pred above 5 dBm to explore the lower limit of γeff. At these
pump powers, the LNA start to saturate and at this point the input noise temperature
and gain of the LNA start to deteriorate [38] causing the noisefloor to increase.

Note that we cannot yet accurately quantify C with the current OMIT measurements
because the intrinsic mechanical linewidth γm is unknown. In the next section, We de-
termine γm by recording the mechanical decay in time domain.
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Figure 6.2: OMIT response with increasing red pump power Pred (left to right: a, b, c) centred aroundωc. γeff is
resolved down to approximately 2 × 0.7 Hz, limited by the IF bandwidth of the VNA. The highest Pred = 5 dBm
corresponds to an intracavity photons N ≈ 4×106. Increasing Pred above 5 dBm saturates the LNA causing the
noisefloor to increase.

6.4. MECHANICAL RINGDOWN
To resolve the narrow intrinsic mechanical linewidth γm , we turn to time domain mea-
surements. We utilize the mechanical sidebands of the cavity to drive and readout the
mechanical resonators, as demonstrated in the measurement scheme shown in Fig.6.3a.
The measurement protocol is follows: we first excite the mechanical resonator using a
blue detuned pump. We notice that the mechanics exhibits non-linear behaviour after
some time because bluepumping causes γopt to become negative and results in anti-
damping. While this causes amplification [39, 40], it can also lead to an instability that
give rise to self-induced oscillations [41, 42] when |γopt| > |γm |. We then switch on a red-
pump a few seconds after the bluepump and record the reflected signal at ωc. We sweep
Pred and track the mechanical decay rate γeff dependence on the intracavity photons N .

In Fig.6.3b, the mechanical ringdown monitored at ωc is shown for Pred = -60, -40
dBm, almost 4 orders of magnitude smaller compared to the powers used with the VNA.
After an initial settling time tu,s at which the mechanical resonator relaxes out of the limit
cycle oscillations, we observe an exponential decay of the energy from the cavity and is
related to the decay of mechanical energy. Performing a linear fit of the initial decay in
log-scale, we are able to extract the mechanical decay time and plot the mechanical Qm

(Qm = ωm/γm) for various Pred in Fig.6.3c. We witness a flattening of the curve below
Pred = -40 dBm. Here, C ¿ 1 and thus radiation pressure force is negligibly small such
that the effects of dynamical back-action can be disregarded, and no broadening occurs
i.e. γeff ' γm . Therefore, we extract an intrinsic Qm = 37× 106 , which corresponds to
a natural mechanical decay time τmech = 37 s. Reducing Pred to lower powers become
challenging as we are limited by the short time span of a couple of minutes that the
pulse-tube can stay off. However, it is also not crucial since Qm already flattens at the
low Pred and reducing it further would not reveal any new information. The full time
domain traces for all Pred powers, including the time interval where nonlinear behaviour
is observed, are provided in supplementary note 6.7.6.

The relative high intrinsic Qm is expected [43] since the mechanical impedance mis-
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Figure 6.3: Determining mechanical ringdown time through blue and redside pumping for excitation and
readout. (a) Scheme used to measure mechanical ringdown. After blue side-pumping, we switch on the red
pump to dampen the mechanical oscillations. The damping strength depends on the intra cavity photons N
from the redpump. A spectrum analyser is used to monitor the output signal atωc. (b) Time domain trace for 2
powers of the redpump i.e. Pred = -60 dBm (black) and -40 dBm (red) and the decay time is obtained by fitting
curves with a linear function. (c) Mechanical Qm for increasing Pred estimated through time domain ringdown
of the mechanics(black square) and via OMIT (blue triangles). Q flattens at low powers to its intrinsic Qm =
37×106. A guide to the eye (gray dashed) reveals the expected linear dependence between C and γeff . At the
highest Pred, C reaches 12000 corresponding to N ≈ 4×106.

match introduced by the lattice-like structure of the phononic shield suppresses radia-
tion energy loss of the membrane [23]. The losses in this context come from the clamping
of the mechanical device at all of its 4 edges in our flipchip setup. Clamping however is
necessary in an electromechanical architecture, but can result in low mechanical Q due
to coupling to low Q substrate modes that lose energy via the clamping points of the chip
[44]. Qm start to decrease linearly when Pred is increased, which translates to an increase
in damping of the mechanics and confirms that γopt depend linearly on N . The mechan-
ical quality factors we estimate from the OMIT measurements agrees with its ringdown
counterpart to the extent that they have the same order of magnitude. With the ring-
down measurement able to resolve γm, it paves way for determining C = γeff

γm
−1. Here,

C reaches 12000 at Pred = 5 dBm, corresponding to N ≈ 4×106. With this measurement
setup it is not straightforward to increase Pred to reach higher C , since we exceed the LNA
compression point of -45 dBm (at its input). this is detrimental to our measurement due
to an increase of the noisefloor and a reduction in gain.

6.5. THERMAL NOISE

We have already discussed that the presence of dynamical backaction can alter the over-
all damping rate of the mechanics with γopt being either positive or negative. Now it
becomes apparent that we can also employ this effect to cool the mechanical resonator
into its quantum groundstate [29]. Ground-state cooling proceeds by driving the elec-
tromechanical system parametrically with a negative detuned drive ωd =ωc −ωm, such
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that ∆=ωd −ωc =ωm. The time-varying radiation pressure force damps the amplitude
of the mechanical oscillations close to xzpf. To determine if red sideband cooling can
be utilized to reach groundstate of the mechanics, which is characterized by mechani-
cal mode occupation nm < 1, a classical description is not enough. We need a quantum
description [45] that summarizes three criteria that need to be satisfied. First, the elec-
tromechanical device need to be sideband resolved i.e. κ¿ωm . In the mechanical pic-
ture, this means that the cavity does not respond instantaneously to the displacement of
the mechanical resonator. There is a finite delay that causes the radiation pressure force
to be out of phase with the mechanical displacement, which for negative detuning lead
to cooling. If not sideband resolved i.e. κÀ ωm , cooling is still possible, but cooling to
the groundstate is not possible [35]. Second, is the weak coupling criterion, i.e. g ¿ κ.
If this condition is not satisfied, energy transfer between the cavity and mechanics oc-
curs faster than the cavity dissipation rate κ. This leads to energy being put back in the
mechanical resonator without dissipation. The third condition is C + 1 > nth. Here nth is
the thermal occupation of the mechanical mode and need to be estimated by monitor-
ing the thermal noise of the mechanical resonator. Next, we make an attempt to verify
whether our system meets the third condition, since it already satisfies the first two.

We measure the thermal noise of the mechanical mode by driving the coupled sys-
tem on resonance with a signal generator at ∆= 0 and thereby monitoring the reflected
signal with a spectrum analyser. The phase and amplitude of the reflected signal is mod-
ulated by the mechanical frequency, resulting in sidebands in the power spectrum lo-
cated at an offset∆=±ωm from the drive. The spectrum analyser is configured to record
the I and Q quadratures of the redsideband for a duration of 360 s, atωc−ωm. We repeat
this measurement 4 times, using the same initial condition each time i.e. turn on the
resonant drive, set pulse tube off and immediately start capturing the quadratures. We
split the recorded time traces in 32 segments of 45 s, larger than τmech = 37 s, after which
we apply a Fast Fourier Transform (FFT) to get the noise power spectral density Spp. We
show Spp for 3 arbitrary segments in Fig.6.4(a,b,c) where we detect an inconstancy in
amplitude. To investigate this further, we extract the thermal peak amplitude for each
segment as shown in Fig.6.4d. The first 45 s of each measured time trace is highlighted
with thick crosses, as these still contains noise related to the pulse tube. Now, it is evi-
dent that the mechanical thermal noise is not constant and fluctuates over a 20 dB range,
hinting that our mechanical mode is not thermalized within its mechanical decay time
τmech = 37 s. There also does not seem to be some degree of consistency that allows us
to estimate the properties of this amplitude variation. The mechanical mode does not
reach a thermal equilibrium as a result of the continuous presence of cavity noise. We
determine the average mechanical mode temperature 〈Tm〉 assuming a Gaussian distri-
bution of the cavity noise and show that it also fluctuates accordingly between 3 and 300
mK. The analytic expression used to determine 〈Tm〉 is provided in supplementary note
6.7.7. It is challenging to calibrate Tm precisely, since a time varying detuning ∆(t ) of
the drive with respect to the cavity gives rise to a radiation pressure force responsible
for either damping (cooling) and amplifying (heating) of the mechanical resonator. This
corresponds to a changing γeff, which can also become negative when blue detuned. We
then we no longer have amplification, but instead an instability [46]. Here, the ampli-
tude of the mechanical oscillations grows exponentially and then saturates to a steady
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Figure 6.4: (a,b,c) The power spectral density Spp calculated by acquiring four 360 s IQ time traces measured
at δ = ω− (ωc −ωm) with sampling rate Fs = 1 kHz. We calculate Spp(δ) by splitting the data into n = 32 seg-
ments, each 45 s long. Variation of mechanical thermal noise amplitude is visible across 3 arbitrary segments
and is over 10 dB. (d) max(Spp(δ)) calculated and extracted for all the 32 segments. The first 45 s, right after
the pulsetube is off is shown with black crosses for each of the 4 datasets. The HEMT limited noise floor (blue
dash) is shown as reference, while the black corresponds to the ensemble average. (e) The optomechanical
damping rate γopt with detuning (∆=ωd−ωc). Here, ∆=0 separates the regions of damping and amplification
highlighted with respectively red and blue. At ∆ = 2π× 24 kHz, the intersection (hatched blue area) between
intrinsic γm (horizontal black line) with γopt marks the point where the mechanical resonator reaches an in-
stability. At ∆ > 2π× 24 kHz, the mechanical resonator attains a negative linewidth and exhibits non-linear
dynamics.

state value also known as self-induced oscillations. To explore and quantify this region
for our device, we provide the expression for the optomechanical mechanical damping
γopt with respect to the detuning [47]:

γopt(t ) = g (t )2κ
[ 1

(ωm +∆(t ))2 + (κ2 )2 − 1

(ωm −∆(t ))2 + (κ2 )2

]
(6.4)

assuming that the weak coupling g ¿ κ criterion and κÀ γeff holds. Both conditions
are satisfied for our device. If ∆ = 0, dynamical back-action is absent resulting in γopt = 0
and the mechanical resonator is left unchanged i.e. γeff = γm. In Fig.6.4e, we show γopt

dependence on ∆ for our device parameters. The mechanical mode attains a negative
γeff for ∆ > 2π× 24 kHz, since it intersects and increases above the γm. This is shown
by the blue hatched area. As our device suffers from noise with σωc ≈ 2π× 276 kHz, it
is obvious that we are (occasionally) located deep in this domain where the trajectory
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mechanical resonator evolves around an instability and exhibiting the self-induced os-
cillations. The concept of a mode temperature is therefore not valid, as our device never
reaches a thermal steady state and is constantly displaced from equilibrium by either
radiation pressure induced damping or self-induced oscillations.

6.6. DISCUSSION
We have used a custom-made flipchip tool to assemble an electromechanical device
consisting of a lumped-element resonator capacitively coupled to a high stress stoichio-
metric Si3N4 membrane. The SiN membrane is surrounded by a Si phononic shield with
the aim to minimize clamping losses. Upon characterizing the device at cryogenic tem-
peratures (T = 15 mK), we notice a strinkingly unstable cavity that is shifting around
its resonance with σωc = 2π× 276 kHz, larger than its linewidth κ = 2π× 228 kHz. This
cavity noise arises from the mechanical resonator, which is subjected to acoustic exci-
tations from it surrounding. Upon monitoring the sidebands of a resonant drive in the
noise power spectrum of the cavity, we find that the spurious mechanical resonances
span up to 100 kHz. Also, does the noisefloor in the powerspectrum appear to increase
with the pulse-tube on. Furthermore, we succeed in performing OMIT measurements,
which allow us to extract the effective mechanical linewidth γeff. We are not able to ex-
tract the intrinsic linewidth γm in the OMIT measurement by using low redpump power
such that C ¿ 1 due to low signal-to-noise and limited time that the pulse-tube can stay
off. We use time domain measurement to measure the mechanical decay rate on longer
timescales and find a strikingly large intrinsic γm = 2π× 27 mHz or Qm = 37×106. The use
of a SiN membrane surrounded by a phononic shield has proven to have superior me-
chanical quality factor compared to no shield and using the same flipchip configuration
as in Chapter 5. With this device, we have shown to reach a multiphoton cooperativity C
≈ 12000 without saturating the microwave cavity or the LNA with the powers used. Upon
estimating the mechanical mode temperature, we observe fluctuations of the thermal
peak amplitude which makes it difficult to draw conclusions about the mode temper-
ature. We attribute the dynamic behaviour of the thermal peak to be a result of cavity
noise that plagues our electromechanical system. Cavity noise causes the mechanical
resonator to spontaneously cool or self-oscillate upon resonant driving, hence always
preventing the mechanical resonator from thermalizing to its environment.

In prospect, phase locking of the cavity to the mechanical noise and actively moving
the drive to follow the cavity will eliminate most of the noise induced dynamical back-
action. It will then be possible to obtain a static Lorentzian thermal response at the side-
bands, from which we can estimate the mode temperature. With current FPGA based
PID controllers, we should be able to phaselock the microwave drive to cavity noise fre-
quencies spanning from DC up to 50 kHz. This feedback scheme should not be con-
fused to experiments which also employ feedback circuitry to achieve active cooling of
mechanical oscillators. In the latter, the displacement of the mechanical oscillators it-
self is monitored and controlled [48–50], while in our case the shift in cavity resonance
frequency is used as error feedback signal [20].
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6.7. SUPPLEMENTARY INFORMATION

6.7.1. PHONONIC SHIELD DESIGN
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Figure 6.5: Schematic layout of phononic shield with simulated band diagram. (a) Full layout of phononic
shield device that is a 200 µm thick Si-chip and has dimensions of 10×10 mm. There is a 1 mm margin at the
edge such that it is possible for the flipchip presser tool to make contact and apply pressure. We isolate an
unitcell of the phononic shield and provide the dimensions in the zoom-in i.e. a total length lUC = 1700 µm
(b) Bandgap diagram obtained with COMSOL eigenfrequency simulation for infinite unitcells in 2D, joined to-
gether via periodic boundary conditions. By sweeping the wave vector |k|, we witness 3 full in-plane bandgaps
appearing, of which the largest located between 600 and 1100 kHz. We show the several eigenmode shapes of
the unit cell for |k| = 1 labelled with 1-3.

The phononic crystal is used to supress the coupling between the Si3N4 membrane
and the Si support structure. The coupling is disadvantageous because this results in
(1) clamping or radiation loss [16], in which the mechanical energy is radiated into the
substrate and (2) substrate noise, in which the presence of mechanical modes of the sub-
strate can limit optomechanical cooling [43]. The crystal is composed of square blocks
joined together by narrow tethers and has a 2D square lattice structure, as shown in
Fig.6.5. Each square with 4 tethers is known as a unit cell (zoom in) and by tailoring
its dimension, we can modify the energy banddiagram of the lattice. In the banddia-
gram of this square lattice, there will be a bandgap due to the mechanical impedance
mismatch that is introduced by the presence of the thin tethers connected to the square
blocks. The full device is 10×10 mm and fits a total of 5 unit cells in each direction. We
leave a margin of 1 mm at the edges that is used for applying pressure with the flipchip
tool. A crystal thickness of 200 µm is chosen for its relative short etch-through time.

Considering that the Si3N4 membrane discrete modes are given by fmn =
√
σ(m2 +n2)/4ρw2

[51], we obtain a mechanical fundamental mode f11 = 1.01 MHz for the membranes used
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in this thesis. Here, σ is the tensile stress, (m,n) are the integer indices of the anti nodes,
ρ is the mass density and w is the window sidelength of the membrane.

We can now make a proximate estimation of the total length of a unit cell, lUC such
that a bandgap is centred around f11. Using the speed of sound in silicon v = 2200 m/s,
we determine lUC = λ/2 = v/2 f ≈ 1.1 mm. We choose a unit cell length lUC = 1700 µm
in our design to compensate for the decrease in mechanical mode frequency due to the
applied coating of the membrane with Al+1%Si. We perform an eigenfrequency anal-
ysis using a finite element software COMSOL to obtain the banddiagram as shown in
Fig.6.5b. The boundaries are subjected to Bloch-Floquet boundary conditions [52] and
the eigenfrequencies are calculated for the wavevectors k that span the Brillouine zone
of the 2D square lattice in reciprocal space. We notice the largest bandgap appearing
between 600 and 1100 kHz and the mechanical fundamental mode f11 is situated well
within the bandgap. Note that the length, width, thickness, chamfer of the square block
and tether length and width are all variables that can be tuned to alter the bandgap width
and position in frequency. We did not study this in very much details and the interested
reader is referred to Ref. [53].
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6.7.2. MEASUREMENT SETUP
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Figure 6.6: (a)Experimental setup used for performing the measurements carried out in this chapter. Experi-
mental configurations for: (b) reflection response and OMIT measurements, (c) ringdown and spectral density
measurements. (d) Microwave components symbols in experimental setup.
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Figure 6.7: Optical image of electromechanical device mounted in puck before loading with loading arm into
the Oxford Triton dilution refrigerator.

6.7.3. VOIGT FIT OF CAVITY RESPONSE

In this section, we first show the procedure used to correct Fano effects in the S11 re-
sponse such that we can make an accurate estimation of the cavity parameters. Sec-
ondly, we show that the contribution of cavity noise also has to be taken into account,
as this modulates the underlying S11 response of the cavity. By fitting the measured re-
flection response, which is a convolution of the noise and intrinsic response, we can
estimate the broadening of the cavity σωc .

The ideal S11 of a microwave cavity in a reflection geometry is given by

Γ(ω) = κe −κi −2i∆ω

κe +κi +2i∆ω
(6.5)

Here, Γ(ω) traces a circle in the complex-plane when ∆ω=ω−ωc is swept. For frequen-
cies far from resonance, Γ(ω) =−1 and remains on the real axis. We call this the anchor
point. In this case, the circle is also symmetric around the real axis, with its centre lo-
cated on the real axis. Now, the asymmetric cavity response can be now understood by
drawing a network diagram of the measurement setup as shown in Fig.6.8.

The connecting circuit consists of attenuators, coaxial cables, amplifiers and a direc-
tional coupler located between the source (VNA) and cavity. It alters the reflection re-
sponse from the ideal case and is modelled as a black box of which the scattering matrix
elements are unknown. We derive the modified reflection response Γ′(ω) as measured
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Figure 6.8: Network diagram of measurement setup. The connecting circuit is modelled as a black box with an
unknown scattering matrix.

with the VNA:

Γ′(ω) = s11 +
[
s21Γ(ω)s12 + s21Γ(ω)2s22s12 + s21Γ(ω)3s2

22s12 + ...
]

= s11 + s21s12Γ(ω)

1−Γ(ω)s22

(6.6)

Note that for any given Γ(ω), we are left with a (complex) offset s11 and scaling factor
s21s12/(1−Γ(ω)s22). The latter is frequency dependent because of Γ(ω). This translates
in a scaled and rotated circle with its centre displaced. This action is responsible for the
asymmetric reflection response observed in the VNA measurements, as shown in Fig.6.9.

(b)(a) (c)

(d)

Figure 6.9: Reflection response S11 as measured with the VNA and represented in the following order with
transparent lines: (a) magnitude, (b) phase, (c) phase space, (d) real (red) and imaginary (blue) part. Non-
transparent lines represent response data after subtraction of the slope (black dashed line) from the phase in
(b). Magnitude in (a) does not change after this operation.

The skewness of the magnitude in Fig.6.9a is clearly visible and is a result of irregular
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cable resonance (connecting circuit) i.e. matrix daig(S) 6= 0 The phase response in (b)
is tilted because the electrical length of the coaxial cable is linearly dependent on the
frequency. This all contributes to a circle in (c) that is displaced from the real axis and
does not close on itself. We assume that Γs22 ¿ 1 and s11 is a (complex) constant offset
with no frequency dependence.

The procedure is as follows:

• We first subtract the tilt from the phase with a linear line that is fitted to the back-
ground, shown in Fig.6.9b. This operation places the anchor point back on the real
axis of the complex-plane. The phase away from resonance (background) now is
zero, but the circle is not symmetric around the real axis (Fig.6.9c). This can also
be seen by the slight offset of the resonance phase jump from φ = 0 in Fig.6.10b.
The magnitude is not affected by this operation.

• Next, we centre the resonance phase jump along φ= 0 by subtracting an offset φs

from the phase. This effectively corresponds to a rotation in the complex plane.
After this operation, the skewness in the real and imaginary quadrature vanishes,
and we obtain respectively 1−L(ω) andωL(ω) but displaces the anchor point from
the real axis.

• At last, we subtract an offset Qo from the imaginary quadrature such that its am-
plitude is symmetric around Q = 0. This corresponds to placing the anchor point
back on the real axis of the complex-plane in (c).

(b)(a) (c)

(d)

Figure 6.10: Reflection response S11 before (transparent coloured lines) and after (solid black) offsetting the
phase and imaginary quadrature to undo Fano. S11 represented in the following order: (a) magnitude, (b)
phase, (c) complex plane, (d) real (red) and imaginary (blue) part.
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To study the broadening of the cavity due to noise, we calculated the average S11

taken over 100 single S11 measurements. The analytical expression is the convolution
of a Gaussian distribution with the cavity Lorentzian profile resulting in a Voigt function
[28] i.e.

S11(ω) =
∫ ∞

∞
S11(ω)P (ω−Ω)dΩ (6.7)

After removing the asymmetry from the single S11 responses using the procedure de-
scribed above, the average response S11 is symmetric around its resonance, as shown in
Fig.6.11. Note that S11(ω) is shallower and broader than a response of the cavity taken
with a fast measurement.

By fitting S11(ω), we extract κ = 2π× 228 kHz and σωc = 2π× 276 kHz.

Figure 6.11: Single reflection response S11 (blue) next to an average S11 (black) taken over 100 fast reflection
measurements. S11 is fitted with a Voigt profile (red dash) that is a convolution of a Lorentzian response with
a Gaussian noise distribution function.

6.7.4. PHOTON NUMBER CALIBRATION
In this section, we present a method of estimating the intracavity photons by based on
the input noise temperature of the LNA.

The number of photons N inside an ideal single port microwave cavity is calculated
with,

N = κe

∆2 + (κ/2)2

Pin

ħωd
(6.8)

Here, Pin represent the power at the input of the cavity and ∆ =ωd −ωc. Estimating Pin

is straightforward if the total input line attenuation (up to device) is known, but in prac-
tice that turns out to be more intricate. The total input line attenuation is determined by
the cryo attenuators and the coaxial line attenuation. The first are manually placed onto
the input line and have a stable attenuation which is known, whereas the latter is tem-
perature dependent and unknown. We estimate residual coaxial line attenuation using
the input noise temperature of the LNA i.e. TLNA = 2 K as reported by [38]. By assuming
that LNA noise contribution is dominant over all other noise components in the mea-
surement chain, we can deduce the signal power at the input of the LNA based on the
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Figure 6.12: Signal-to-noise ratio (SNR) calculated at different stages and locations of the measurement chain.
Measuring SNR with spectrum analyser of VNA allows for determining intracavity photons N . The device
under test (DUT) is our electromechanical device.

measured signal-to-noise ratio (SNR). In Fig.6.12, we show the measurement chain cor-
responding to our experimental setup and show the SNR at different stages in the chain.

Whenever we inject a signal with power S0 into the input line, we unwittingly add
thermal noise coming internally from the signal generator and coaxial lines that have
finite impedance Zo = 50Ω. The integrated power of the noise is given by N0 and as
the signal propagates along the coaxial line down to our device, we record the signal-
to-noise ratio S/N after it passes through the microwave components. The total input
line attenuation is given with an effective single attenuator with attenuation A and its
input and output impedance equal to Z = 50Ω. S0 and N0 are equally attenuated by the
attenuators, but the SNR at the output of the attenuator is higher than its input. The rea-
son is that the attenuators contain internal resistors that also generate their own noise
Natt = kbT∆f, with ∆f the measurement bandwidth and added onto the signal. Notice-
able is that Natt depends on the temperature at which the attenuator is thermalized and
not its resistance. As in our case, where the input and output impedance Z = 50Ω, Natt is
transferred completely to the remaining circuit such that N1 = N0+Natt. In the measure-
ment setup, attenuators are placed strategically at each temperature stage to reduce the
thermal noise originating from the higher temperature stages above. With total cry at-
tenuation of 48 dB distributed over 5 stages, we reduce room temperature thermal noise
to 5 mK at the lowest stage.

After the signal interacts with our sample, S1 becomes S2 and is related by the reflec-
tion coefficient of the cavity. It continues to propagate through a coaxial line from the
sample to LNA. This results in an additional attenuation of S2 of approximately 3 dB. At
this stage, the total noise N2 ≈ N3 is dominated by thermal noise originating from the 15
mK environment. Thermal noise from the higher stages have already been attenuated to
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noise temperatures below 15 mK and therefore do not contribute. At the 4K stage S3 is
amplified once with the LNA and again at room temperature. Internal generated noise
by the LNA with noise power temperature kbTLNA added to the singal. Here, TLNA À 15
mK and GRTATLNA À TRTA,TSA. This means that the noise of the LNA dominates over all
other noise components added after the LNA in the measurement chain i.e. RT amplifier
and spectrum analyser. From this follows that the noise figure F= SNRo

SNRi
between the in-

put of the LNA and input of the spectrum analyser is approximately 1. By measuring the
SNR with the spectrum analyser at room temperature, we can derive the S3 at the input
of the LNA. We calculate the power at the output of the sample S2 by offsetting S3 by the
attenuation between sample and LNA. In case the signal sent is off-resonant with the
microwave cavity i.e. ∆À κ, S2 is equal to that of S1 because the reflection coefficient is
1. Otherwise, the reflection response is needed to relate S2 to S1.

We show the calibration of the input line attenuation by driving the cavity on reso-
nance and using the procedure described above. The frequency and power of the signal
generator is set to respectively ωc and -30 dBm.

• We measure SNR at spectrum analyser by subtracting noisefloor NF = -159 dBm
(∆f = 0.015 Hz) from drive power Pd = -29 dBm, and we obtain SNR = 130. With F
between LNA and spectrum analyser approximately 1, we get SNR at input of LNA.

• We estimate S3 = -89 dBm at input of LNA since TLNA = 2 K. We offset S3 by the
sample-LNA attenuation of 3 dB and obtain S2 = -86 dBm.

• We obtain the power at the input of the sample S1 by dividing the S2 with the re-
sponse function of the cavity. In presence of cavity noise, the cavity response is
given by the Voigt function (Eq.(6.7)): S1 = S2

|S11(ω)|2 = -85 dBm.

• With total -48 dB of cry attenuators, we derive 7 dB for attenuation of the input
coaxial lines. This is reasonable considering, we have coaxial cables of several
meters and cannot fully rule out the possibility of connectors that might not be
properly tightened.

6.7.5. CAVITY NOISE SPECTRUM
To determine the frequencies of the mechanical noise sources responsible for the fluctu-
ating cavity resonance, we have measured the cavity power spectrum. The cavity noise
spectral density is obtained by driving the cavity on resonance i.e. ωd =ωc and recording
the fluctuations of the power that is reflected of the cavity with a spectrum analyser. This
measurement is repeated n = 256 times with the pulse tube on and off and the average
spectral densities normalized by the drive power Spp/Pd are shown in Fig.6.13.

It is clear that with pulse-tube on, the noisefloor increases over the complete fre-
quency interval. With the pulsetube off, the noisefloor drops, but we still observe a
sharp resonance spaced periodically at 12.4 kHz from the drive. We attribute these to
the mechanical resonances of the flipchip structure or the resonances of the Si shield
itself. Low frequency noise peaks present within 100 Hz band from the drive originate
from the supports of the fridge on which it is resting [54]. Note that we do not observe a
change of the location of the noise peaks with the pulse tube on or off. Surprisingly, we
do notice higher noise peaks up to 75 kHz from the drive when the pulse tube off. The
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Analsyer noise �oor

Figure 6.13: Cavity noise spectroscopy comparison with pulse tube on and off. Sharp noise sidebands appear
when injecting a microwave drive on resonance with the cavity and monitoring the noise power of the reflected
signal a spectrum analyser.The curve is an average taken over 256 measured traces with a resolution bandwidth
of 100 Hz. The background of both curves converge to the analyser noise floor (black dash) for ω−ωd À κ.
(Inset) Zoom in on the region close to the drive where the highest noise peak (12.4 kHz) is located.

first sharp and highest sideband peak that is spaced at 12.4 kHz away from the drive also
has higher harmonics. These decrease in amplitude as we move further from the drive.
The appearance of higher harmonics is explained by the non-linear dynamics of the me-
chanical resonator. As mentioned in the main text, cavity noise results in uncontrollable
detuning to both sides of the drive. When blue detuned by more than 24 kHz, the me-
chanical resonator obtains a negative linewidth where its dynamics becomes instable.
Here, the mechanical fundamental mode depends on the large mechanical amplitudes
and gives rise to higher-order electromechanical mixing (coupling) terms.

6.7.6. FULL RINGDOWN MEASUREMENTS

In Fig.6.14, we present the complete ringdown trace of the mechanical resonator, includ-
ing its dynamics while the bluepump is on. The measurements are normalized to Pblue.
Here, the redpump is switched on from t = 5 s, while the bluepump starts at t = 15 s. As
the latter takes place, the amplitude of the mechanical oscillations increase and start to
oscillate for the whole duration of tb. We noticed that the amplitude of these oscillations
depend on the strength Pred and Pblue and time duration of the bluepump tb. The oscilla-
tions become more pronounced when Pblue = 0 dBm and tb = 7 s, while Pred is increased
from -15 to -5 dBm. While the oscillations stop immediately when the blue pump is
off, the mechanical resonator does not start to ring down instantly. Instead, we notice
an increase in amplitude for a time duration tu that is dependent on Pred. Right after, a
sharp jump occurs where the amplitude goes up for time duration ts before the linear
decay starts (log-scale). This settling time tu,s = tu + ts gets shorter as Pred is increased.
Lastly, the mechanical resonator decays exponentially as expected, and its decay time
decreases linearly with increasing Pred.
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Pred = -15 dBmPblue = 0 dBm

Pblue = 0 dBm

Pblue = 10 dBm

Pred = -5 dBm
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tb = 7s ts tu
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Figure 6.14: Mechanical ringdown with increasing redpump power Pred in log-scale. All measurements are
normalized by the bluepump drive power Pblue that is switched on for a time duration of tb .

6.7.7. MECHANICAL MODE TEMPERATURE ESTIMATION
The mechanical mode temperature shown in Fig.6.4d is estimated by first measuring
the thermal-induced mechanical noise power upon resonantly driving the cavity. The
analytical expression for the noise power spectral density at a mechanical frequency ωm

from the drive is given by

Spp(ω=ωd ±ωm)

Pd
= 16g 2

0κ
2
e

∆2 + (κ/2)2

1

|Γ(ωd )|2 |χc (ω=±ωm ;∆= 0)|2

×
[

Sth
xx(∓ωm)+ n′

add +1/2

8κe g 2|χc (ω=±ωm ;∆= 0)|2
]

= F ×
[

Sth
xx(∓ωm)+Simp

xx (∓ωm)
]

(6.9)

Here, n′
add is the noise added by the readout measurement chain and Γ and χc are the

cavity reflection coefficient (Eq.(6.5)) and susceptibility, respectively. These are defined
as:

n′
add =

( 1

ηl
−1

)1

2
+ 1

ηl

(
nA + 1

2

)
χc(ω;∆) = −i/2

−i(ω−∆)+κ/2

(6.10)

with nA is the photon noise quanta as a result of the input noise of the LNA and et al , the
attenuation between sample and LNA. Note that the units of Sxx are given in mechanical
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quanta nm per Hertz (nm/Hz). The equation above relates the measured noise power
with the displacement spectral density of the mechanics. However, it does not account
for the fluctuations (noise) in cavity resonance that our device experiences. Since the
cavity resonance noise falls outside the 100 Hz measurement bandwidth of the spectrum
analyser, the expectation value 〈·〉 of Eq.(6.9) is used to correctly describe the measure-
ment. By only considering the thermal noise at the redside of the drive, we get

〈Spp(ωd −ωm)〉
〈Pd 〉

= 〈F ×
[

Sth
xx(ωm)+Simp

xx (ωm)
]
〉 (6.11)

In case of resonantly driving the cavity, we assume that 〈F Stot
xx 〉→ 〈F 〉〈Stot

xx 〉 to first order.
The mode temperature can then be calculated with

〈Tm〉 = ħωm

kb

∫ ∞

−∞
〈Sth

xx(ω)〉dω

' ħωm

kb
〈Sth

xx(ωm)〉γm/2
(6.12)

The last step in Eq.(6.12) is justified since the measurement bandwidth is much larger
thanγm and therefore we can omit the integral and only use the thermal noise amplitude
at ±ωm from the drive.
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7.1. LOW LOSS LUMPED ELEMENT RESONATOR
In chapter 4, we have investigated the effect of resonator geometry on its conductive
losses in a cryogenic environment. Using Sonnet electromagnetic (EM) simulations [1],
we design a lumped element resonator that consists of a big loop with its diameter D ∼
1.2 mm and is shunted with finger capacitors. These represent the inductor and the
capacitor of the circuit, respectively, and is made of a 100 nm thick superconducting
NbTiN film on a sapphire substrate. On the same substrate, we have also added a CPW
resonator since these are mainly limited by dielectric losses at cryogenic temperatures
[2, 3]. Hence, it serves as an excellent insight into the dielectric losses of the device.
Both resonators are coupled to a transmission line that is shorted to ground. This is
known as reflection architecture, where the reflected signal contains information about
the frequency response of the resonators. The substrate sits on top of a copper (Cu) sur-
face and is enclosed in a lossless aluminium (Al) box. We first investigate the resonators
losses that arise to the finite conductivity of Cu. By assuming RRRCu = 1, we perform a
frequency sweep to probe the response of the resonators. By fitting the response to a
Lorentzian profile, we extract 100× difference in loss between the CPW and LGR, with
the LGR having superior losses with Qi ≈ 6× 104. The loss here arises from the large
stray magnetic fields generated by the big loop that induces eddy currents on the lossy
Cu surface.

Upon replacing the loop inductor of the LGR with a meandering inductor and sweep-
ing RRRCu from 1 to 100, we witness 10× reduction in loss across the full simulated range.
For clarity, we call this design the meandered gap resonator (MGR).

At last, we also study the effect of dielectric loss on MGR design by assuming a lossy
dielectric film of 10 nm between the substrate and metal. By sweeping the loss tangent
10−5 < tanδ< 10−1, we observe that the MGR has lower dielectric loss than the CPW for
tanδ> 10−4, while still limited by conductive losses for loss tangent tanδ< 10−4.

Note that in our simulations with dielectric loss comes only from the interfacial layer
between the substrate and metal. We have neglected losses that come from substrate-
air and metal-air, as these are generally negligible [4]. For convenience, we have also
assumed a homogenous layer, which might not necessarily be the case as reported by
Ref. [5]. Our simulation nevertheless provides a good picture of the interplay between
the magnetic and dielectric loss in superconducting lumped element resonators.

To reduce dielectric losses of the MGR further, one can replace the finger capacitors
of the MGR with rectangular pads. The reason is that the pads have larger mode volume
and results in a smaller electric field participation ratio at the substrate-metal interface.
We have shown that it has a higher quality factor than the LGR and MGR for all RRRCu

and tanδ.

Another type of loss we have neglected is radiation losses, as most resonators used
in superconducting experiments are electrically shielded from the environment with a
metal lid [6] and therefore this type of loss becomes irrelavant.

7.2. BROADBAND CRYOGENIC ACCELEROMETER
In chapter 5, we have assembled an electromechanical device consisting of a supercon-
ducting lumped-element resonator and high tensile stress SiN square membrane and
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have it to function as a cryogenic accelerometer. The device is placed in a cryogenic
environment (Bluefors LD-250) and by comparing characterization measurements with
Sonnet EM simulations, we calibrate a single photon-phonon coupling g0 ≈ 2π× 2 Hz,
which corresponds to a gap distance d = 800 nm. We used a new flipping technique
such that we can omit using epoxy to fix both devices, which generally give greater gap
distances [7, 8]. It is also very modular by nature, as it also allows us to swap membrane
devices easily in case the SiN film is damaged or fractured. This is not possible when
using epoxy to fixate the devices.

The reflection response S11 of the cavity shows fluctuations of the cavity resonance
frequency and amplitude. We believe that this noise originates from vibrational noise of
the environment as a result of the mechanical freedom in our system. Specifically, the
crycooler (pulse-tube) of the dilution refrigerator is the main source of mechanical noise,
which is confirmed by switching off the pulse-tube. Here, the fluctuations in resonance
frequency of the cavity response decrease by half to σωc ≈ 2π× 20 kHz, similar to the
cavity total linewidth κ. Since the electromechanical device is sensitive to mechanical
noise, it is used as a cryogenic accelerometer to quantify the acceleration of the vibra-
tions transferred to the sample. This is a useful insight since pulse-tube vibrational noise
is known to interfere with the sensitive measurements involved in quantum experiments
and can cause all sorts of electrical noise.

We characterize the noise by driving the cavity on resonance and measuring the
noise power spectral density. Here, we observe many mechanical resonances within 200
kHz from the drive. We believe that the high frequency (∼ kHz) spikes can be attributed
to resonances of the flipchip structures and cable mechanical resonances, whereas the
lower frequencies (< 200 Hz) to the supports of the fridge. We calibrate the displacement
sensitivity of the accelerometer with an analytic expression of the power spectrum that
we have derived using the solutions of quantum Heisenberg-Langevin equations of mo-
tion. In the calibration procedure, we account for the effects of cavity noise using Monte
Carlo sampling of the analytical power spectral density. Based on this, we estimate a
mode temperature Tm = 300 mK.

Furthermore, we obtain the acceleration sensitivity by normalizing the displacement
sensitivity with mechanical susceptibility. We extract an acceleration sensitivity in the
range of 1 mg/

p
Hz from DC to 10 kHz and 10 mg/

p
Hz at higher frequencies. At the

mechanical resonance, the accelerometer is the most sensitive, reaching sensitivity 4
µg/

p
Hz. Our calibration relies on the intra cavity photon number N . Determining the

internal photon number is not so straightforward in presence of cavity noise and de-
pends on the measurement bandwidth. Using a small bandwidth, we observe that cavity
frequency response does not follow a Lorentzian profile, but instead is convoluted with
the cavity noise distribution into a Voigt function. A Voigt model need to be used in or-
der to correctly determine N , because assuming a Lorentzian cavity response will result
in overestimating N and therefore underestimating Tm and the acceleration sensitivity
(unjustly high resolution).



7

130 7. CONCLUSION AND OUTLOOK

7.3. HIGH-Q CAVITY ELECTROMECHANICS WITH SIN MEMBRANE

AND PHONONIC SHIELD
In chapter 6, we make use of a new flipping technique in combination with a phononic
shield surrounding the SiN membrane and thereby realizing a high-Q and high coorper-
ativity electromechanical device. With this technique, we are able to tightly clamp the
mechanical device and systematically reach sub-µm gaps.

As in chapter 5, we have used a custom-built flipchip tool to assemble an electrome-
chanical device consisting of a superconducting lumped-element resonator and a SiN
membrane within a phononic shield [9]. Here, the phononic shield suppresses the ra-
diation losses of the membrane that is introduced by the tight clamping of the flipchip
tool [10]. We realize the phononic shield through DRIE etching with a total of 2 unit cells
on each side.

The device is placed in a cryogenic environment (Oxford Triton 200) and upon char-
acterizing the electromechanical device, we witness an instable cavity resonance fre-
quency. We believe that the noise comes from vibrations of the environment i.e. pulse-
tube, vacuum pumps etc. With the pulse-tube switched off, the cavity noise σωc ≈ 2π×
276 kHz and is greater than κ ≈ 2π× 228 kHz. The cavity noise is also substantial com-
pared to the device measured in chapter 5. We have nevertheless been able to record
OMIT and ringdown measurements, where we extract intrinsic Qm = 3.3 ×107. We find
multiphoton coorperativity C ∼ 12000 at maximum redpump power limited by the com-
pression point of the 4K low noise amplifier. We estimate the intra cavity photons N that
corresponds to the redpump drive to be approximately 4×106.

Furthermore, we measure the mechanical thermal noise of the device to determine
the mode temperature. We inject a microwave tone on resonance with the cavity and
record the I and Q traces at the redside of the cavity for 45 seconds, repeated 32 times.
The thermal sideband amplitude fluctuates and the values are scattered over a range
of 20 dB, corresponding to mode temperatures between 3 and 300 mK. The reason is
that cavity noise, in presence of a static drive on cavity resonance, effectively results in
cooling and amplification. With our current estimated C and γm , we find that the cavity
need to be shifted by only 24 kHz to the red side, such that the drive is blue detuned at
which the mechanics enters an instability regime. Here the mechanical resonator start
to exhibit non-linear dynamics resulting in limit cycle oscillations [11].

7.4. THE NEXT STEPS...
We currently have all the ingredients device-wise to take this research into the next phase,
which is to cool the mechanical SiN resonator to its quantum groundstate. However, we
are constrained by the challenging conditions of the environment in which the device
is placed, i.e. dilution refrigerator. Although the cryocooler (pulse-tube) of the fridge is
an essential piece of equipment that has enabled all the experiments discussed in the
thesis, it also generates ∼ 1-2 Hz acoustic pulses (like a hammer) due to its internal gas
pressure oscillations. The pulse-tube noise can subsequently cause large amplitude vi-
brations of a wide range of resonant structures in the fridge, sample mounting system,
or even the chip itself, resulting in flicker and fluctuations of the electromechanical cav-
ity frequency. This is very undesirable for us as experimentalists because the mechanical
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degree of freedom in the electromechanical system can couple easily to vibrational noise
of the environment and limits our ability to probe and control the mechanics. Cavity
noise poses a problem in attempting to cool the mechanical resonator to its quantum
groundstate. Groundstate cooling requires a stable cavity because maximum cooling
takes place if the drive toneωd is resonant with mode ωc−ωm. In this case, phonons are
scattered into photons with maximum rate of γopt = 4g 2

0 N /κ. As in our case, the cavity
suffers from mechanical induced noise and therefore the cooling mode becomes time
dependent, i.e. ωc(t )−ωm. Since reddrive that is outputted from the microwave gener-
ator is fixed in frequency, the cooling rate will also become be time dependent, with the
average cooling rate γopt lower than the maximum obtainable rate γopt.

Groundstate cooling of the mechanics suddenly becomes more difficult than just
simply red sideband pumping of the cavity. Switching off the pulse-tube is not an opti-
mal solution because we lose cryogenic cooling power and this can damage other equip-
ment required to keep the fridge working. We, therefore, discuss some other approaches
that can be useful in future experiments in limiting and mitigating vibrational noise gen-
erated by the pulse-tube.

General solutions that suppress vibrational noise outside the cryostat involve placing
the pumps in a separate room or using sand to dampen vibration transfer via vacuum
lines. In addition, our cryostat supports a large mass aluminum plate, with an added
mass of 500 kg. This added mass helps to absorb vibrations that couple through the
floor (connecting the frames) and thermal links (copper braids) between cold head and
cryostat flanges (4K and 50 K flanges). An extra feature that our cryostat possesses is a he-
lium battery. Cryogenic systems manufacturer Bluefors offers a battery option with their
standard dilution systems. This feature allows for a temporary elimination of cooling
with the pulse-tube and therefore no vibration noise from the pulse-tube. The battery is
basically an external cylinder that contains helium gas which can be pumped to a con-
tainer located at the 4K stage, where it is liquified by the pulse-tube. Subsequently, the
pulse can be switched off and cooling power is provided by the liquified helium, with a
hold time of approximately 3 to 4 hours. By turning off the pulse-tube, we have seen a
reduction of the number of mechanical resonances, but as witnessed in Fig.5.3 of chap-
ter 5, there are still spurious resonances spaced at 45 kHz. Although the exact source of
this resonance is unknown, we believe it to be vibration induced. These could be the
vibration levels of the building (the support frame is rigidly mounted to the lab floor) or
the vibrations of the vacuum lines. Therefore, eliminating the pulse-tube is not enough,
and we need to further reduce the mechanical noise transferred to our sample.

We propose a technique used by the scanning probe community that is to decouple
the sample space from the mixing chamber stage of the fridge by suspending it with
springs [12], as shown in Fig.7.1a,c. Here, they have designed a mechanical low-pass
filter that is a network of masses and springs connected together and is able to suppress
vibrations between 50 Hz up to 100 kHz at the sample space. We have designed a simpler
mechanical low-pass filter consisting of one mass suspended by 3 springs (Fig.7.1b,d),
which we have not characterized yet.

In designing this filter, we are constrained by the limited space of approximately∆L =
30 cm beneath the mixing chamber plate , which also sets a lower limit for the reso-
nance frequency of the mass-spring ωms =

√
g/∆L ≈ 6 Hz. We have a mass of 7 kg and
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7kg of Cu

17 cm

9 cm

BeCu springs

Cu

29 cm

Mixing plate

Vibration isolation 
system: 12 Hz

1 cm

Flexible Cu braids 
for themalization

10 cm

Device

12 cm

(a)

(c) (d)

(b)

Figure 7.1: Vibration isolation systems for cryogenic systems. (a) A network of masses connected to springs
which suppress vibration between 50 Hz and 100 kHz at sample space [12]. (b) Simple vibration isolation
systems designed for our experimental setup with resonance at 12 Hz. (c) and (d) are physical realization of
(a) and (b), respectively.

3 beryllium copper (BeCu) springs, each with a spring constant of 333 N/m and totals
to 1000 N/m. In equilibrium, the springs are elongated by 7 cm and the cut-off fre-
quency is approximately 12 Hz. We have not been able to fully characterize this filter
in a cryogenic environment yet, and might be a useful piece of equipment to integrate
into future experiments to further suppress vibrational noise. We have attached flexi-
ble copper braids to improve thermalization of the Cu mass. A weak thermal link can
increase cooldown times significantly and prevent the sample from being thermalized
with the mixing chamber plate. A few test cooldowns with this 7 kg mass-spring isola-
tion system have revealed a roughly 40% increase in cooldown time. In addition, we also
suggest replacing standard coaxial cables with Delft Circuit [13] flexible coaxial cables
for measuring the device. The latter have shown to have less phase noise in presence of
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mechanical vibrations.
Another approach to tackle cavity noise is to frequency lock the measurement to the

cavity noise. One method to achieve this objective and also frequently employed in for
example optical communication [14], atomics clock [15] and gravitational-wave obser-
vatories [16], is called the Pound-Drever-Hall (PDH) frequency stabilization [17]. In the
above-mentioned applications, a highly frequency-stable laser source is very much de-
sirable. The frequency of even the most advanced laser sources are not stable and drift
over time. To counter this effect, the PDH stabilization technique is used. The gen-
eral concept is that the laser light is sent to a Fabry-Perot cavity and the intensity of the
reflected signal is monitored in the phase quadrature, where the response is antisym-
metric. A drift in frequency results in a change in intensity, which is measured, and the
error signal is used to adjust the output frequency of the laser. The measurement is made
using a form of nulled lock-in detection, which decouples the frequency measurement
from the laser’s intensity.

In our case, the stability of the microwave source is not a problem, but it is the cav-
ity resonance frequency that is fluctuating. It is not practical to obtain control over the
cavity resonance frequency in our setup. Instead, the PDH frequency stabilization tech-
nique is applied to the microwave source to follow the fluctuations in cavity resonance.
The microwave implementation of the PDH scheme is shown in Fig.7.2 and is currently
being integrated in our measurement setup.

φ

Splitter

Delay 
line

RF gen

Amp

LPF

RFFM

IF

SRS preamp
LO

I,Q
Dev

PID

15 mK

Spectrum
analyser

LNA

Figure 7.2: Block diagram of PDH scheme in microwave domain for locking microwave drive to the cavity
noise.

With the efforts mentioned above to overcome vibrational noise, we believe that
groundstate cooling of the mechanical resonator and even mechanical quantum state
engineering can be realized in the near future.
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