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Fault Tolerant Control for Autonomous Surface Vehicles via Model
Reference Reinforcement Learning

Qingrui Zhang1, Xinyu Zhang1, Bo Zhu1, and Vasso Reppa2

Abstract— A novel fault tolerant control algorithm is pro-
posed in this paper based on model reference reinforcement
learning for autonomous surface vehicles subject to sensor
faults and model uncertainties. The proposed control scheme
is a combination of a model-based control approach and a
data-driven method, so it can leverage the advantages of both
sides. The proposed design contains a baseline controller that
ensures stable tracking performance at healthy conditions, a
fault observer that estimates sensor faults, and a reinforcement
learning module that learns to accommodate sensor faults
using fault estimation and compensate for model uncertainties.
The impact of sensor faults and model uncertainties can be
effectively mitigated by this composite design. Stable tracking
performance can also be ensured even at both the offline
training and online implementation stages for the learning-
based fault tolerant control. A numerical simulation with gyro
sensor faults is presented to demonstrate the efficiency of the
proposed algorithm.

I. INTRODUCTION

With the impressive advancement in guidance, naviga-
tion, and control technologies, autonomous surface vehicles
(ASVs) are becoming a possible alternative solution to
human-operated vessels in diverse applications [1], [2]. In
particular, the sudden burst of the COVID-19 pandemic
makes it more urgent to develop ASVs for global shipping.
In most applications, ASVs are expected to be running
safely with little human intervention for a long period of
time. It requires ASVs to have enough safety and reliability
attributes for both avoiding catastrophic consequences and
securing the deliverance of correct service [3]. However,
ASVs are susceptible to malfunctions, degradation in system
components, and sensor faults, etc., thereby experiencing
performance deterioration, instability, and even disastrous loss.
Those issues motivate the extensive study of fault tolerant
control (FTC), an efficient technique that can recover system
performance or keep systems operational after encountering
faults, and thus enhance the system safety significantly [4].

FTC algorithms are generally divided into two categories,
namely passive and active FTC [5]. In passive FTC, a reliable
controller is developed, which has sufficient robustness against
all expected faults of low magnitude either by using a robust
control approach or an adaptive control method [6]. Passive
FTC algorithms demand no controller reconfiguration, so they
need to accommodate both the healthy and faulty conditions
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[7]. However,faults would not occur most time in real-life
applications. Hence, passive FTC is conservative and has
limited fault tolerant capabilities [5], [8]. Different from
passive FTC, active FTC algorithms can react actively to
system faults by monitoring system health using a fault
diagnosis and identification (FDI) mechanism [9]. Once a fault
is detected, an active fault tolerant controller can reconfigure
itself efficiently to recover the system performance. Most
FTC algorithms belong to model-based approaches. Passive
FTC needs to know the "worst-case" system faults for the
design of robust control [10]. Active FTC needs the degraded
system model under faults for control reconfiguration [11].

To reduce the dependence on system modelling, reinforce-
ment learning (RL) has been discussed as an option for the
design of FTC [12]–[14]. The major advantage of RL is the
learning of an optimal control law from data samples without
using models. Such an advantage is very suitable for ASVs
subject to significant model uncertainties and environmental
disturbances [15]. However, it is demanding for model-free
RL to ensure closed-loop stability, if no extra assumption is
made on the initial choices of control laws. Many existing RL
algorithms for FTC learn a robust optimal FTC that ensures
system stability under the “worst-case” faults [16], although
model information is not necessary.

In this paper, we present a novel FTC algorithm for
autonomous surface vehicles subject to sensor faults and
model uncertainties based on reinforcement learning. Via
the integration of RL with a model-based control approach,
the proposed control scheme, termed as model reference
reinforcement learning [17], [18], can ensure the closed-
loop stability. It can also avoid learning the “worst-case”
controller by incorporating a fault diagnosis and estimation
mechanism to signal the occurrence and magnitude of sensor
faults. Hence, our FTC algorithm can actively react to sensor
faults, mitigate the impact of both sensor faults and model
uncertainties on the trajectory tracking performance of ASVs,
and ensure stable and safe tracking performance at both
the offline training and the online implementation stages. In
summary, two major contributions of this work are identified.

1) A new formulation framework following the model-
reference structure is presented for the design of
reinforcement learning-based control. With this new
formulation, it is possible to combine model-based
approaches with data-driven methods, and leverage the
advantages from both sides.

2) A novel RL-based active FTC algorithm is presented for
ASVs subject to sensor faults and model uncertainties.
Numerical simulations show that the proposed FTC
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algorithm can efficiently mitigate the influence of sensor
faults and model uncertainties.

The rest of the paper is organized as follows. Problem
formulation is provided in Section II. Section III presents
the reinforcement learning-based FTC scheme. In Section
IV, we describe details on the real-life implementation of the
proposed algorithm. Numerical simulations are provided in
Section V. Concluding remarks are given in Section VI.

II. PROBLEM FORMULATION

According to [19], [20], the ASV dynamics are
{

η̇ = R (η)ν
M ν̇ + (C (ν) +D (ν))ν + G (ν) = Bu (1)

where η = [xp, yp, ψp]
T ∈ R3 is a generalized coordinate

vector with xp and yp denoting the horizontal position
coordinates of an ASV in the inertial frame and ψp the
heading angle, ν = [up, vp, rp]

T ∈ R3 is the generalized
speed vector with up and vp being the linear velocities in
surge (x-axis) and sway (y-axis), respectively, and rp the
heading angular rate, u = [τu, τr]

T ∈ R2 is the control forces
and moments, G (ν) = [g1 (ν) ,g2 (ν) ,g3 (ν)]

T ∈ R3 is
unmodeled dynamics due to gravitational and buoyancy forces

and moments [19], B =
[

1, 0, 0
0, 0, 1

]T
is the input matrix.

M =M T ∈ R3×3 is the inertia matrix,

M = [Mij ] =

[
M11 0 0

0 M22 M23
0 M32 M33

]
(2)

where M11 = m−Xu̇, M22 = m−Yv̇ , M33 = Iz−Nṙ, and
M32 = M23 = mxg − Yṙ. The matrix C (ν) = −C T (ν)
contains the Coriolis and centripetal terms, so

C = [Cij ] =

[
0 0 C13 (ν)
0 0 C23 (ν)

−C13 (ν) −C23 (ν) 0

]
(3)

where C13 (ν) = −M22v −M23r, C23 (ν) = M11u. The
damping matrix D (ν) is

D (ν) = [Dij ] =

[
D11 (ν) 0 0

0 D22 (ν) D23 (ν)
0 D32 (ν) D33 (ν)

]
(4)

where D11 (ν) = −Xu −X|u|u|u| −Xuuuu
2, D22 (ν) =

−Yv − Y|v|v|v| − Y|r|v|r|, D23 (ν) = −Yr − Y|v|r|v| −
Y|r|r|r|, D32 (ν) = −Nv −N|v|v|v| −N|r|v|r|, D33 (ν) =
−Nr − N|v|r|v| − N|r|r|r|, and X(·), Y(·), and N(·) are
hydrodynamic coefficients [19]. The rotation matrix R is

R (η) =

[
cosψp − sinψp 0
sinψp cosψp 0

0 0 1

]

By defining x =
[
ηT ,νT

]T
, it yields

ẋ =

[
0 R (η)
0 H (ν)

]
x+

[
0
N
]
u+

[
0

−M−1G (ν)

]
(5)

where H (ν) = −M−1 (C (ν) +D (ν)) and N =
−M−1B . The state measurement of the ASV system (1) is
corrupted by noises and sensor faults, so it is expressed as

y = x+ n+ f (t)

where n ∈ R6 is the measurement noise and f (t) ∈ R6

denotes the possible sensor fault. In this paper, we only
consider sensor faults on the measurement of the heading
angular rate rp, so f (t) = [0, 0, 0, 0, 0, fr (t)]

T . The sensor
fault fr (t) is given by

fr (t) = β (t− Tf )φ (t− Tf )

where φ (t− Tf ) is the unknown function of the sensor fault
that occurs at the time instant Tf , and β (t− Tf ) is the time
profile with β (t− Tf ) = 0 for t ≤ Tf and β (t− Tf ) =
1 − e−k(t−Tf ) for t > Tf where k is the evolution rate of
the fault [21], [22]. Note that k →∞, if the occurrence of a
sensor fault is abrupt, e.g., bias fault.

III. REINFORCEMENT LEARNING-BASED FAULT
TOLERANT CONTROL SCHEME

This section starts with the presentation of a model-
reference control structure, then provides preliminaries on
RL, and eventually, presents the new FTC scheme.

A. Model-reference control structure
For most ASV systems, accurate nonlinear dynamic model

is rarely available. Major uncertainties come from M ,
C (ν), and D (ν) due to hydrodynamics, and G (ν) due
to gravitational and buoyancy forces and moments. Although
the ASV dynamics are subject to uncertainties, a nominal
model is still available based on the known information on
the ASV dynamics (5). The nominal model of (5) is

ẋm =
[

0 R (ηm)
0 H m

]
xm +

[
0
N m

]
um (6)

where N m and H m contain all the known constant param-
eters of the ASV dynamics (5), and ηm = [xm, ym, ψm]

T ∈
R3 is a generalized coordinate vector of the nominal model. In
this paper,Mm is given byMm = diag {M11,M22,M33},
H m = M−1

m Dm with Dm = diag {−Xu,−Yv,−Nr},
and N m = M−1

m B . Hence, in the nominal model, all
the nonlinear terms in the inne-loop dynamics are ignored,
so we end up with a linear and decoupled model for the
dynamic equations of the generalized velocity vector ν. As
the dynamics of the nominal model (6) are known, it is
possible to design a control law um allowing the states of the
nominal system (6) to converge to a reference signal xr, i.e.,
‖xm − xr‖2 → 0 as t→∞. The control law um can also
be used by the full ASV dynamics (5) as a baseline control.

In the model-reference control structure, the objective is to
design a control law allowing the states of (5) to track those
of the nominal model (6), so the overall control law is

u = ub + ul (7)

where ub is a baseline controller, and ul is a control
policy from the deep RL module. The baseline control ub
is employed to ensure some basic performance, i.e., local
stability, while ul is employed to compensate for system
uncertainties and sensor faults. The baseline control ub is
designed based on the nominal model (6), so it has the same
expression as um in (6). Note that ub or um can be designed
by any existing model-based method. Hence, we focus on
the development of ul using RL.
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B. Reinforcement learning

The formulation of RL is based on a Markov decision pro-
cess (MDP) denoted by a tupleMDP :=

〈
S, U , P, R, γ

〉
,

where S is the state space, U specifies the action/input
space, P : S × U × S → R defines a transition probability,
R : S × U → R is a reward function, and γ ∈ [0, 1) is a
discount factor. In MDP, s ∈ S contains all available signals
affecting the RL control ul ∈ U . In this paper, the transition
probability is characterized by (1) and a reference signal, xr.

Let st be the state signal s at the time step t, and
accordingly, ul,t be the input from the RL-based control.
The RL algorithm aims to maximize an action-value function,
a.k.a., Q-function, given as

Qπ (st,ul,t) = Rt + γEst+1
[Vπ(st+1)] (8)

where Rt is the reward function with Rt = R(st,ul,t),
Est+1

[Vπ(st+1)] =
∑
st+1
Pt+1|t [Vπ(st+1)], and Vπ(st+1)

is called state value function for st+1, where

Vπ (st) =
∑

ul,t

π (ul,t|st)Est+1

[
Rt + γVπ(st+1) +

+ αH (π (ul,t|st))
]

(9)

=Eπ
[
Est+1

[Rt + γVπ(st+1)]− α log π (ul,t|st)
]

where H (π (ul,t|st)) = −Eπ [log (π (ul,t|st))] is the en-
tropy of the policy, α is a temperature parameter, and
π (ul,t|st) is the control policy that is the probability of
choosing an action ul,t ∈ U at a state st ∈ S [18].

The objective in RL is to solve the optimization problem
below.

π∗ = arg maxQπ (st,ul,t) (10)

C. Fault diagnosis and estimation

For the clarity of the presentation, we only consider
sensor faults in the measurement of inner-loop states that
are ν. Hence, only the inner-loop dynamics of ASVs are
considered in the development of the fault diagnosis and
estimation. However, the proposed algorithm can be extended
to more generic situations, for instance, sensor faults in the
measurement of positions.

The overall control design is based on the model-reference
control structure given in Section III-A, so the uncertain
inner-loop dynamics of the ASV model (5) is rewritten as

ν̇ =H mν +N m (ub + ul) + β (ν) (11)

where β (ν) is the aggregation of all uncertainties in the
inner-loop dynamics. Assume that β (ν) is bounded. Let
eν = ν − νm. According to (6) and (12), one has

ėν =H meν +N m (ub − um) +N mul + β (ν) (12)

Under healthy conditions, the model uncertainty term β (ν)
can be fully compensated using a learning-based control ul
according to [17], [18]. It implies that ‖eν (t) ‖2 ≤ ε as t→
∞, where ε is a certain positive small constant. If sensor faults
happened, the error signal eν will be large than ε. A naive
idea for the learning-based FTC is to treat the sensor faults

ub

ul
xr

xm

xm

um

Fault Observer
ub

y
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ê⌫

Fig. 1: RL-based FTC scheme

as part of external disturbances. However, treating sensor
faults as disturbances will result in a conservative learning-
based control like the robust control. Hence, we introduce
a fault diagnosis and estimation mechanism that allows the
learning-based control to adapt to different scenarios: healthy
and unhealthy conditions.

Let yν = ν+nν+fν , where nν denotes the measurement
noise and fν is the sensor fault. Furthermore, we define
eyν = yν−νm = eν +nν +fν as the faulty residual vector.
In real applications, eyν is measurable instead of eν . The
fault diagnosis and estimation mechanism is, therefore,

˙̂eν =H mêν +N m (ub − um) +L (eyν − êν) (13)

where L is chosen such that H m−L is Hurwitz. The signal
êν performs as the indicator of the occurrence and strength
of the sensor faults. Let εν = eν − êν , and we have

ε̇ν = (H m −L) εν+N mul+β (ν)+L (nν + fν) (14)

The following lemma exists for (14)
Lemma 1: Suppose that the model uncertainty term β (ν)

can be fully compensated using a RL-based control ul.The
error dynamic model (14) is input-to-state stable with respect
to the sensor fault fν .

Proof: Let εν = ε1
ν + ε2

ν with

ε̇1
ν = (H m −L) ε1

ν +N mul + β (ν)

ε̇2
ν = (H m −L) ε2

ν +L (nν + fν)

If β (ν) is fully compensated by ul, it implies that N mul +
β (ν) together can be treated as a bounded negligible external
signal. Since H m −L is Hurwitz, ε1

ν will be input-to-state
stable with respect to N mul +β (ν). It implies that ε1

ν will
be negligible as well. Hence, the magnitude of εν mainly
results from ε2

ν . Since H m −L is Hurwitz, ε2
ν is input-to-

state stable with respect to fν . Hence, we can conclude that
εν is input-to-state stable with respect to fν .

D. RL-based fault tolerant control

The RL-based fault tolerant control is developed using the
output from the fault diagnosis and estimation mechanism
(13) as shown in Figure 1. RL learns the control policies using
data samples, including input and state data, at discrete time
steps. Assume that the sample time step is fixed and denoted
by δt. Without loss of generality, let yt, ub,t, ul,t, and êν,t be
the ASV state, the baseline control action, the control action
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from RL, and the output of the fault diagnosis and estimation
mechanism at the time step t, respectively. The state signal

s at the time step t is thus st =
[
xTm,t − yTt ,uTb,t, êTν,t

]T
.

The learning-based fault tolerant robust control ul will be
learned instead of designed based on RL according to Section
III-B. The training/learning process of RL will repeatedly
execute policy evaluation and policy improvement. In the
policy evaluation, the Q-value in (8) is computed by applying
a Bellman operation Qπ (st,ul,t) = T πQπ (st,ul,t) where

T πQπ (st,ul,t) = Rt + γEst+1
{Eπ [Qπ (st+1,ul,t+1)

−α ln (π (ul,t+1|st+1))]} (15)

In the policy improvement, the policy is updated by

πnew = arg min
π′∈Π

DKL

(
π′ (·|st)

∥∥∥Zπolde 1
αQ

πold (st,·)
)

(16)
where Π denotes a policy set, πold denotes the policy
from the last update, Qπold is the Q-value of πold, DKL

denotes the Kullback-Leibler (KL) divergence, and Zπold is
a normalization factor. The objective can be transformed into

π∗ = arg min
π∈Π

Eπ
[
α ln (π (ul,t|st))−Q (st,ul,t)

]
(17)

More details on how (17) is obtained can be found in [23].

IV. ALGORITHM IMPLEMENTATION USING DEEP NEURAL
NETWORKS

In this paper, both Qπ (st,ul,t) and π (ul,t|st) are ap-
proximated by fully connected multiple layer perceptrons
(MLP) with rectified linear unit (ReLU) nonlinearities as the
activation functions. The ReLU function is

relu (z) = max {z, 0}

The ReLU activation function outperforms other activation
functions like sigmoid functions [24]. For a vector z =
[z1, . . . , zn]T , relu (z) = [relu (z1) , . . . , relu (zn)]T . More
details on the MLP can be found in [18].

The whole training process will be offline. At each time
step t + 1, we collect data samples, such as an input from
the last time step ul,t, a state from the last time step st, a
reward Rt, and a current state st+1. Those historical data will
be stored as a tuple (st,ul,t, Rt, st+1) at a replay memory
D [25]. At each policy evaluation or improvement step, we
randomly sample a batch of historical data, B, from the
replay memory D for the training of the parameters θ and
φ. Starting the training, we apply the baseline control policy

ub to an ASV system to collect the initial data D0 as shown
in Algorithm 1. The initial data set D0 is used for the initial
fitting of Q-value functions. When the initialization is over,
we execute both ub and the latest updated reinforcement
learning policy πφ (ul,t|st) to run the ASV system.

The parameters θ are trained to minimize

JQ (θ) = E(st,ul,t)∼D

[
1

2
(Qθ (st,ul,t)− Ytarget)2

]
(18)

where (st,ul,t) ∼ D implies that we randomly pick data
samples (st,ul,t) from a replay memory D, and

Ytarget = Rt+γEst+1

[
Eπ [Qθ̄ (st+1,ul,t+1)− α log (πφ)]

]

where θ̄ is the target parameter which will be updated slowly.
The DNN parameters θ are obtained by applying the stochastic
gradient descent. to (18) on a data batch B with a fixed size
denoted by |B|. In the final implementation, we use two
critics which are parameterized by θ1 and θ2, respectively.
The two critics are introduced to reduce the over-estimation
issue in the training of critic neural networks [26], so

Ytarget = Rt + γmin
{
Qθ̄1 (st+1,ul,t+1) ,

Qθ̄2 (st+1,ul,t+1)
}
− γα log (πφ) (19)

The policy improvement is to minimize the following ob-
jective function using data samples from the replay memory.

Jπ (φ) = E(st,ul,t)∼D

(
α log(πφ)−Qθ (st,ul,t)

)
(20)

Parameter φ is trained using a stochastic gradient descent
technique. At the training stage, the actor neural network is

ul,φ = ūl,φ + σ
1
2

φ � ξ (21)

where ūl,φ is the parameterized control law to be learned,
σ

1
2

φ is the standard deviation of the exploration noise, ξ ∼
N (0, I) is the Gaussian noise, and “�” is the Hadamard
product. The exploration noise ξ is only applied to the training
stage. Once the training is done, we only need ūl,φ in the
implementation. Hence, at the training stage, ul in Figure 1 is
equal to ul,φ. Once the training is over, we have ul = ūl,φ.

The temperature parameter α is also updated by minimizing

Jα = Eπ
[
−α log π (ul,t|st)− αH̄

]
(22)

where H̄ is a target entropy. The entire algorithm is sum-
marized in Algorithm 1, where ιQ, ιπ, and ια are positive
learning rates (scalars), and κ > 0 is a constant scalar.

V. NUMERICAL SIMULATIONS

In this section, the proposed learning-based control algo-
rithm is implemented to the trajectory tracking control of a
supply ship model presented in [20]. Model parameters can be
found in [18]. The unmodeled dynamics in the simulations
are given by g1 = 0.279uv2 + 0.342v2r, g2 = 0.912u2v,
and g3 = 0.156ur2 + 0.278urv3, respectively. The baseline
control ub is designed based on a nominal model in (6) in

1539

Authorized licensed use limited to: TU Delft Library. Downloaded on March 04,2022 at 10:48:05 UTC from IEEE Xplore.  Restrictions apply. 



Algorithm 1 Reinforcement learning for fault tolerant control

1: Initialize parameters θ1, θ2 for Qθ1 and Qθ2 , respectively,
and φ for the actor network (21).

2: Assign values to the the target parameters θ̄1 ← θ1,
θ̄2 ← θ2, D ← ∅, D0 ← ∅,

3: Get data set D0 by running ub on (5) with ul = 0
4: Turn off the exploration and train initial critic parameters
θ0

1 , θ0
2 using D0 according to (18).

5: Initialize the replay memory D ← D0

6: Assign initial values to critic parameters θ1 ← θ0
1 , θ2 ←

θ0
2 and their targets θ̄1 ← θ0

1 , θ̄2 ← θ0
2

7: repeat
8: for each data collection step do
9: Choose an action ul,t according to πφ (ul,t|st)

10: Run both (5), (6), and (13) & collect st+1 =
{xt+1,xm,t+1,ub,t+1}

11: D ← D
⋃
{st,ul,t, R (st,ul,t) , st+1}

12: end for
13: for each gradient update step do
14: Sample a batch of data B from D
15: θj ← θj − ιQ∇θJQ (θj), and j = 1, 2
16: φ← φ− ιπ∇φJπ (φ),
17: α← α− ια∇αJα (α)
18: θ̄j ← κθj + (1− κ) θ̄j , and j = 1, 2
19: end for
20: until convergence (i.e. JQ (θ) < a small threshold)

TABLE I: RL configurations

Parameters Values

Learning rate ιQ 0.001
Learning rate ιπ 0.0001
Learning rate ια 0.0001

κ 0.01
Actor neural network fully connected with three hidden layers

(256× 128× 64 neurons)
critic neural networks fully connected with two hidden layers

(256× 256× 32 neurons)
Replay memory capacity 1.5× 106

Sample batch size 512
γ 0.998

Training episodes 1500
Steps per episode 1000
time step size δt 0.1

terms of the PID control method. The reference signal is
assumed to be produced by the following motion planner,

η̇r = R (ηr)νr ν̇r = ar (23)

where ηr = [xr, yr, ψr]
T , νr = [ur, 0, rr]

T , and ar =

[u̇r, 0, ṙr]
T . The initial position vector is ηr (0) =

[
0, 0, π4

]T
.

We set ur (0) = 0.4 m/s, rr (0) = 0 rad/s, and u̇r = 0.
The derivative of the reference angular rate ṙr is

ṙr =





π
300 rad/s

2 if 25 s ≤ t < 35 s
− π

300 rad/s
2 if 35 s ≤ t < 45 s

− π
300 rad/s

2 if 65 s ≤ t < 75 s
π

300 rad/s
2 if 75 s ≤ t < 85 s

0 rad/s2 otherwise

(24)

Fig. 3: Learning curves of the RL-based FTC

Fig. 4: Sensor fault and its estimation

The bias sensor faults of interest are defined as

fr (t) = β (t− Tf ) (φ (t− Tf ) + nφ) (25)

where nφ is a random noise with a uniformly random
distribution. In the simulation, Gaussian measurement noises
n ∼ N (0,σn) are added to the measurement, where
σn = diag {0.025, 0.025, 0.01, 0.01, 0.005, 0.005}.

At the training stage, we run the ASV system for 100 s, and
the training processes are repeated for 1500 times (i.e., 1500
episodes). Figure 3 shows the learning curves of the proposed
algorithm. At each episode, we uniformly randomly sample
x (0) and y (0) from (−1.5, 1.5), ψ (0) from (−0.25π, 0.25π)
and u (0) from (0.1, 0.6), and we choose v (0) = 0 and
r (0) = 0. The proposed control algorithm is compared with

Fig. 5: Trajectory tracking performance
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Fig. 6: Position tracking error in the x coordinate

Fig. 7: Position tracking error in the y coordinate

a benchmark design in which only the baseline control ub
is considered. Configurations for the training and neural net-
works are found in Table I. The matrix G and H are chosen
to be G = diag {0.025, 0.025, 0.0016, 0.005, 0.001, 0} and
H = diag

{
1.25e−4, 1.25e−4, 8.3e−5

}
, respectively.

At the evaluation stage, the sensor fault profile shown in
Fig. 4 is implemented to the ASV. The simulation results
are summarized in Figs. 5–7. With our new design, the ASV
learns to adapt to a bias sensor fault that happens to the
measurement of the angular rate rp. The trajectory tracking
under faulty scenario is significantly improved.

VI. CONCLUSIONS

In this paper, a novel reinforcement learning-based fault tol-
erant control algorithm is presented for ASV systems subject
to model uncertainties and sensor faults. The new algorithm
is obtained by combining a model-reference reinforcement
learning with a fault diagnosis and estimation mechanism.
With the new RL-based fault tolerant control, we ensured the
ASV can learn to adapt to bias faults in the gyro and recover
the trajectory tracking performance under faulty conditions.
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