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The power factor of a thermoelectric device is a measure of the heat-to-energy conversion efficiency in
nanoscopic devices. Yet, even as interest in low-dimensional thermoelectric materials has increased, experi-
mental research on what influences the power factor in these systems is scarce. Here, we present a detailed
thermoelectric study of graphene quantum dot devices. We show that spin degeneracy of the quantum dot states
has a significant impact on the zero-bias conductance of the device and leads to an increase of the power factor.
Conversely, we demonstrate that nonideal heat exchange within the leads can suppress the power factor near the
charge degeneracy point and nontrivially influences its temperature dependence.

DOI: 10.1103/PhysRevResearch.2.013140

I. INTRODUCTION

Thermoelectric devices convert temperature differences
between two metallic reservoirs �T into a thermovoltage Vth.
The extent of this conversion is quantified by the Seebeck
coefficient (thermopower) defined as S = −�Vth

�T . However,
the Seebeck coefficient alone does not provide a good mea-
sure of conversion efficiency. In the linear response regime
(i.e., for an operating temperature T � �T ) one should in-
stead consider the power factor P = S2G (where G is the
electrical conductance), which is proportional to the max-
imum power output density of the thermoelectric genera-
tor [1]. Since the seminal work of Dresselhaus and Hicks
[2,3], predicting an increase of the thermoelectric efficiency
with decreasing dimensionality, numerous experimental real-
izations of low-dimensional thermoelectric generators have
been achieved [4–8]. Particularly promising are quantum-
dot (QD) devices as they allow for precise control of heat
and charge flows. Recently, the role of the Kondo effect,
quantum-interference phenomena and coupling asymmetry in
thermoelectric energy conversion, has been examined theoret-
ically [9–13]. Additionally, recent experimental studies on QD
thermoelectric devices demonstrated novel ways of reaching
high thermoelectric efficiencies [14], approaching the Carnot
efficiency limit [15]. However, the role of intrinsic device
features, such as metallic leads, has not yet received much
experimental attention.
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In this paper, we experimentally study the thermoelectric
properties and power factor of electrostatically controlled
graphene quantum dots (GQDs). Our devices comprise few
nanometer-sized GQDs located between two graphene leads
which are connected to Au leads deposited on a Si/SiO2

chip [Fig. 1(a)]. The GQDs are fabricated using feedback-
controlled electroburning of a bowtie-shaped graphene con-
striction [16], which reliably produces quantum dots with
high addition energies [17]. As shown in Fig. 1(a), to create
a temperature gradient across the GQD, we pass an electric
current (inducing Joule heating) through a microheater lo-
cated near the source electrode. We simultaneously measure
the gate-dependent conductance G and thermovoltage Vth to
avoid artificial offsets (which can lead to wrong estimates of
the power factor [18]). To this end, we apply an ac voltage
to the source through a resistor in series at a frequency of
ω1 = 91 Hz. The heating current is applied at a frequency
ω2 = 17 Hz while the thermovoltage drop over the quantum
dot is measured at the second harmonic (2 × ω2). The tem-
perature difference between the gold contacts is obtained by a
four-point resistance calibration [13,19].

When heating up one side of the device, the Fermi distribu-
tion of the “hot” contact gets broader compared to the “cold”
contact, inducing a thermocurrent between the two leads. In
an open circuit configuration, a thermovoltage Vth will build
up to nullify the thermocurrent [see Fig. 1(b)].

II. RATE-EQUATION MODEL

Charge transport through a quantum dot weakly coupled
to metallic leads can be described using a rate-equation (RE)
approach. It models the overall transport as a sequence of
electron hopping events, assigning a rate for hopping on (γl )
and off (γ̄l ) the QD [where l = L, R and L (R) denotes
the left (right) reservoir] [see Fig. 1(b)] [20]. Each lead is
found at a temperature Tl determining the shape of the Fermi
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FIG. 1. (a) False-color scanning electron microscopy (SEM) im-
age including the measurement schematics. (b) Schematic energy
diagram of our device. (c) Stability diagram for device A.

distributions, fl = {exp[(ε − μl )/kBTl ] + 1}−1, where kB is
the Boltzmann constant, and μl the electrochemical potential
of lead l . The quantum-dot energy level (located at ε0) is
tunnel coupled to the left and right reservoirs by �l . ε0 can
be tuned using the gate electrode ε0 = ε00 − α|e|Vg, where
ε00 is the position of ε0 at zero gate, α is the lever arm,
and Vg the gate voltage [21]. We assume that (due to strong
electron-electron interactions) only one additional (transport)
electron can be found on the QD at any given time. The
electrical current across the QD, I , is then given by [19,22]

I = e

h̄
nN nN+1

γLγ̄R − γRγ̄L

nN+1(γL + γR) + nN (γ̄L + γ̄R)
, (1)

where nN and nN+1 are the degeneracies of the electronic
ground states of N and N + 1 charge states, respectively. We
assume that in the considered QDs only the spin degeneracy
plays a role, meaning nN = 1 and nN+1 = 2, or vice versa. As
we will demonstrate, these factors can be extracted from the
temperature-dependent shift of the conductance peak [23].

Similarly, the heat current through the dot Q̇ is [19]

Q̇ = nN nN+1

h̄

ζLγ̄R − ζ̄LγR

nN+1(γL + γR) + nN (γ̄L + γ̄R)
, (2)

where the charge and energy transfer rates in Eqs. (1) and (2)
are given by

(−)
γ l = 2 �l

∫
dε

2π
f±l (ε)K (ε), (3)

(−)
ζ l = 2 �l

∫
dε

2π
f±l (ε)εK (ε). (4)

Here, lifetime broadening is introduced via the density of
states of the QD, which has a Lorentzian line shape, K (ε) =

FIG. 2. (a) Conductance at 3.1 and 32 K as a function of α|e|Vg

and the corresponding fits. (b) Conductance as a function of T
and α|e|Vg. The dashed line indicates the calculated position of the
conductance peaks. (c) Thermovoltage at 3.1 and 32 K as a function
of α|e|Vg and the corresponding fit. (d) Thermovoltage as a function
of α|e|Vg and T . (e) Schematic of the electrical circuit driven by
the thermocurrent L12�T ; the red dotted line marks the device.
(f) Corresponding thermal circuit diagram for our system driven by
the heat current L21�V . The temperature difference for all calcula-
tions: �T = 0.52 K.

�/[�2 + (ε − ε0)2], where � = (�L + �R)/2. The Fermi-
Dirac distributions are f+l (ε) ≡ fl (ε) and f−l (ε) ≡ 1 − fl (ε).

III. ELECTRONIC CONDUCTANCE

Figure 1(c) shows the stability diagram of device A from
which we extract the lever arm of α = 7.9 meV. We next
consider the zero-bias differential conductance G = dI

dV |
V =0

as a function of Vg. We begin by fitting the experimental
conductance trace at T = 3.1 K using the rate-equation model
described above [see Fig. 2(a)]. The conductance trace has an
approximately Lorentzian line shape, in agreement with our
model and as expected for a single-electron transistor [24].
From the fit [black dashed line in Fig. 2(a)], we obtain tunnel
couplings of �L ≈ 0.2 meV and �R ≈ 1.1 meV.

Figure 2(b) shows the zero-bias conductance between
3.1 and 32 K. Two separate effects can be observed. First,
the conductance peak thermally broadens and its maximum
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decreases accordingly. Second, we observe that the position
of the conductance peak shifts with temperature. This effect
has been theoretically predicted by Beenakker [23] and can
be understood as originating from changes in entropy of the
system, as discussed elsewhere [25]. The semiclassical theory
of Ref. [23] predicts that (for a doubly degenerate energy
level as considered here) the position of the peak should
shift by �Eshift (Gmax) ≈ ln(2)kBT/2, so that ln(2)kB can be
regarded as the entropy associated with populating a doubly
degenerate electronic level. This also agrees with our theory,
which predicts the same shift of ln(2)kBT/2 [see the white
dashed line in Fig. 2(b)].

In Fig. 2(a) we further plot the experimental (navy dots)
and theoretical (white dashed line) values of the zero-bias
conductance at T = 32 K. Both of the effects discussed above
are captured well by our theoretical model (using only the
parameters extracted from the 3.1 K fit). The excellent match
between the experimental and theoretical values of electronic
conductance also at higher temperature further supports the
validity of our theoretical model.

IV. THERMOVOLTAGE

We proceed to analyze the thermovoltage measurements.
As discussed, a temperature gradient across the QD is induced
using the microheater shown in Fig. 1(a). Vth measured at
3.1 K is shown in Fig. 2(c). Similarly to the electrical conduc-
tance, the thermovoltage exhibits a gate-dependent behavior.
It switches from negative to positive values as the QD energy
level crosses the Fermi energy of the electrodes, indicating
a change from a hole- to electron-based thermocurrent [26].
In contrast to what is predicted by the Mott relation (which
connects Vth to dG/dVg) [27], however, we observe a wide
region of suppressed Vth around the charge degeneracy point.
As we shall discuss, we attribute this suppression to non-
ideal heat exchange within the leads resulting in a different
effective temperature difference across the QD [see Fig. 2(f)].
Furthermore, as the temperature increases (from 3.1 to 32 K),
the amplitude of the thermovoltage signal decreases by an
order of magnitude, also in disagreement with a single-level
model [13].

To explain these effects, we consider the case where the
immediate contact regions coupled to the QD are at tempera-
tures TL and TR, respectively, and are not perfectly thermalized
with the “hot” and “cold” reservoirs at temperatures TH and
TC, respectively [see Fig. 2(f)]. Instead, the left (right) contact
is coupled to the hot (cold) reservoir via a thermal conduc-
tance κ (T ) accounting for both electrical and phononic heat
transport. Additionally, the thermal conductance through the
quantum dot (i.e., between left and right) consists of an electri-
cal (gate- and temperature-dependent) contribution κel(ε, T )
and a (strictly temperature-dependent) phonon/substrate con-
tribution κloss(T ). The latter accounts for any phononic heat
transport through the substrate and the QD. The resulting
thermal circuit diagram is shown in Fig. 2(f). Since it is very
challenging to realize perfect thermal contacts between the
leads and the QD [28], we believe that similar models should
be relevant to most zero-dimensional systems (although the
effects may not always be as pronounced as in our study).

To quantify the interplay between heat and charge flows
across the QD and determine the gate-dependent heat flow,
we consider the Onsager matrix,[

I
Q̇

]
=

[
L11 L12

L21 L22

]
·
[
�V
�T

]
, (5)

where Li j are the Onsager modes. To obtain Li j , we expand
I and Q̇ to the first order with respect to �T and �V .
In the linear response regime and assuming small lifetime
broadening (� → 0) the modes are given by [19]

Li j ≈ −2
e2−i

h̄kBT

2�L�R

(�L + �R)

(ε0/T ) j−1εi−1
0

3 + 3 cosh
(

ε0
kBT0

) − sinh
(

ε0
kBT0

) ,

(6)

where nN = 2 and nN+1 = 1. The magnitude of the electronic
heat exchange through the QD (from left to right) is given by
L22 since the contribution of the L21 term can be neglected
under open circuit conditions [19] so that κel = L22.

First, we note that the phononic thermal transport contri-
bution κloss dominates the thermal transport between the left
and right contact off-resonance, i.e., κel � κloss when |ε0| �
�, kBT . Far away from resonance, therefore, the effective
temperature gradient across the QD (TL − TR) is determined
only by κ and κloss [19],

TL − TR = rκ (TH − TC), (7)

where rκ = κ/(2κloss + κ ).
On the other hand, accounting for all the heat-flow con-

tributions shown in Fig. 2(f) allows us to obtain the effective
temperature gradient across the QD as [19]

TL − TR = rκ

κ

κ + 2L22 + 2L21L12ψ
(TH − TC), (8)

where ψ = R�/
√

(R� + G)2 + (Cω2R�)2. Here, R� = 1 T�

is the input impedance of our high-impedance amplifier, and
the system capacitance is extracted from our low-temperature
fit as C ≈ 3 nF. The zero-bias thermocurrent Ith is calculated
using Eqs. (1) and (8). Accounting for the load resistance
(R�) and the inherent capacitance of the system (C) gives the
thermovoltage as [19,29]

Vth = IthR�√
(1 + R�G)2 + (Cω2R�)2

. (9)

As can be inferred from Eqs. (8) and (9), the electronic
heat flow across the QD, in the presence of nonideal contacts,
should result in a strong suppression of the thermovoltage
around resonance. This is indeed observed experimentally in
Fig. 2(c) which also shows the theoretical fit of the rate-
equation model (with C and �T as fitting parameters and rκ =
1). The fit yields TL − TR = 0.52 K, in good agreement with
TH − TC = 0.5 ± 0.1 K obtained by the contact calibration
(where TL − TR = TH − TC for rκ = 1; see Sec. VI in the
Supplemental Material [19]). In order to extract rκ we fit
the thermovoltage at corresponding temperatures with κ and
κloss as fitting parameters and holding all other parameters
constant with respect to the low-temperature fit [19]. We note
that the theoretical thermovoltage is the voltage that nullifies
the thermocurrent calculated from the effective temperature
difference in Eq. (8).
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FIG. 3. (a) Experimental power factor at 3.1 K. (b) Calculated
power factor for a degenerate (black line) and nondegenerate (dotted-
dashed green line) energy level, holding all other parameters con-
stant. All as a function of α|e|Vg. (c) Ratio rκ as a function of T . The
ratio at each temperature was extracted from fits to the respective
thermovoltage [19]. Inset: Maximum thermovoltage as a function
of temperature. (d) Maximum power factor Pmax as a function of
T . The blue dots show Pmax calculated with the temperature drop
between the contacts (�T ) and the orange triangles Pmax

eff calculated
with the effective temperature drop rκ�T . In all plots a temperature
difference between the two contacts of �T ≈ 0.52 K is used.

We next turn to the second nontrivial effect observed: a
rapid decrease of Vth with increasing temperature [Figs. 2(c)
and 2(d) and Fig. 3(c)]. This effect cannot be explained with
a simple single-level model (within either the Landauer or
RE approach) and recent experimental findings of an inverse
relation studied a metallic island with a continuum of energy
levels which is not applicable here [30]. Nonetheless, we note
that thermovoltage decreasing with increasing temperature
is almost universally reported for zero-dimensional struc-
tures [31–34]. This trend can be explained by changes in the
thermal conductances (κloss and κ) between the reservoirs. As
shown in Fig. 3(c) and Eq. (8), rκ obtained from our fit and
therefore the effective temperature drop over the QD (TL −
TR) decreases as the temperature increases. The thermovoltage
must therefore follow a similar trend. The behavior of rκ could
be attributed to a combination of the temperature-dependent
thermal conductance in graphene which has a nonlinear be-
havior [35] and size-dependent effects due to the geometry
of the device [36,37]. As the temperature is increased, the
thermal conductances of the Si/SiO2 substrate and graphene
nanostructure change. The heat transport through the bulk
substrate (especially the 300 μm of Si) likely dominates the
overall heat transport and particularly κloss. Importantly, the
thermal conductance of bulk Si increases by over an order of
magnitude within the studied temperature range, which should
result in a corresponding decrease of rκ [19,38]. On the other
hand, thermal conductances of the graphene electrodes are
different than those of bulk graphene. As extensive theoretical

research has shown, both the magnitude and temperature
dependence of the thermal conductance are very strongly de-
pendent on the exact structure of patterned graphene [39]. We
believe that, in the immediate vicinity of the quantum dot, the
lead structure resembles graphene nanoribbons with multiple
edge defects and dangling bonds introduced by electroburning
and oxygen plasma etching. It is therefore nontrivial to predict
the value (or temperature dependence) of κ , however, changes
in the thermal conductivity by a factor of less than 1.5 over
our temperature range as well as a decreasing thermal con-
ductivity have been predicted for graphene nanoribbons [40].
Therefore, given the experimentally observed behavior, we
conclude that the overall temperature dependence of rκ is most
likely dominated by the Si/SiO2 substrate effects (Sec. VII in
the Supplemental Material [19]). Independent of the effects
discussed above, the thermovoltage line shape can be also
influenced by the degeneracy of the relevant charge ground
states as reported recently [41]. Electronic degeneracy can
cause a slight asymmetry between the positive and negative
peaks of Vth.

V. POWER FACTOR

We finally turn to consider the power factor, which can be
obtained from the electrical conductance and thermovoltage
measurements: P = S2G = G[Vth/(TH − TC)]2. Figure 3(a)
shows the experimental power factor obtained using G and Vth

measured at T = 3.1 K. First, we note that it exhibits a clear
asymmetry with respect to the charge degeneracy point. This
asymmetry stems from the discussed shift of the conductance
peak (since Vth is always zero on resonance, irrespective of
temperature). Second, we observe a strong reduction of the
power factor around the charge degeneracy point. This can be
attributed to the effects of nonideal contacts discussed above
[inducing a corresponding suppression in Vth; see Eq. (8)].
Figure 3(b) shows the calculated power factor for the degener-
ate (nN = 2 and nN+1 = 1) and nondegenerate (nN = nN+1 =
1) QD level, keeping all other parameters constant. A good
qualitative agreement between experiment and theory can be
observed in the case of a degenerate electronic level.

Previously, it has been predicted that (for a noninteracting
single-level model) the maximum power factor Pmax should
exhibit a maximum as a function of temperature at kBT ≈
1.1� [13]. This is a result of an interplay between S and G
which are expected to increase and decrease with increasing
kBT/�, respectively. For the doubly degenerate level consid-
ered here, the maximum of the power factor should instead
be expected to occur at kBT ≈ 1.05� [19]. As we show in
Fig. 3(d), however, we find that this trend is not observed ex-
perimentally (blue dots) since, in our experiments, the thermo-
voltage decreases with increasing T [see the inset in Fig. 3(c)].
A decreasing power factor with increasing temperature was
measured in all devices included in this study, even for a
less pronounced suppression of the thermovoltage signal [19].
This suggests that this is a persistent effect which needs
to be taken into account when designing a high-efficiency
thermoelectric QD generator.

However, when replacing the applied temperature differ-
ence (TH − TC) with the effective one, so that the effective
power factor is Peff = G[Vth/(TL − TR)]2, we recover the
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expected behavior of the power factor. This is shown in
Fig. 3(d) (orange triangles) where Pmax

eff reaches a maximum
for kBT ≈ 1.3�, in a relatively good agreement with the
theoretical predictions.

VI. CONCLUSIONS

We investigated the influence of nonideal contacts and
electronic degeneracy on the thermoelectric properties of
graphene quantum dots by simultaneously measuring their
thermovoltage and conductance. We have shown that the
spin degeneracy of the QD level leads to a (temperature-
dependent) shift in the electronic conductance peak (com-
pared to a nondegenerate or noninteracting electronic level).
As discussed, this gives rise to an asymmetric enhancement
of the thermoelectric power factor. Conversely, nonideal heat
exchange within the leads and heat transport through the QD
were found to have a deleterious impact on the observed
thermovoltage. In particular, due to an efficient electronic
heat transport across the quantum dot, this effect results in
a strong suppression of Vth in the vicinity of the charge-

degeneracy point. Our experimental results are supported by a
rate-equation model which successfully captures all the phe-
nomena described above. We believe that the effects discussed
here are ubiquitous to quantum-dot thermoelectric devices.
This work, therefore, opens the door to engineering zero-
dimensional devices with an increased thermoelectric power
factor and provides a further understanding of phenomena
governing heat-to-energy conversion in such systems.
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