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FEATURE ARTICLE: MISINFORMATION DETECTION

Misinformation Detection on Social Media:
Challenges and the Road Ahead
Milad Taleby Ahvanooey and Mark Xuefang Zhu , Nanjing University (NJU), Nanjing, Jiangsu, 210023, China

Wojciech Mazurczyk ,Warsaw University of Technology (WUT), Warszawa, 00-665 Nowowiejska, Warszawa,
Poland

Kim-Kwang Raymond Choo , University of Texas at San Antonio (UTSA), San Antonio, TX, 78249-1644, USA

Mauro Conti , University of Padua (UNIPD), 63 - 35121, Padua, Italy, and also TU Delft (TUD), 2600 AA, Delft,
The Netherlands

Jing Zhang , Nanjing University of Science and Technology (NJUST), Nanjing, Jiangsu, 210094, China

It is increasingly challenging to deal with the volume,variety, velocity, and veracity
of misinformation (e.g., dissemination of fake news contents, spurious posts, and
fabricated images/videos) from different online platforms. In this article, we
present an overview of existing machine learning and information hiding-based
misinformation detection techniques and discuss the current threats and
limitations of these approaches. Based on the discussion, we identify a number
of potential countermeasures.

As our society becomes increasingly Internet-
savvy, the importance of online news platforms
(ONPs) and social media applications (SMAs) in

our daily communication (e.g., information retrieval and
dissemination) is becomingmore pronounced. For exam-
ple, end-users of these platforms share information (e.g.,
news articles or product reviews) and stay informed con-
cerning various events, such as political campaigns and
global pandemics. Unlike traditional news outlets, infor-
mation such as user-generated content posted on SMAs
is generally unvetted and subject to potential manipula-
tion to mislead readers. As a result of such forged con-
tents, misinformation, i.e., the dissemination of fake
news, can have political and real-world social impacts, as
partly evidenced during the 2016 U.S. presidential elec-
tion campaign. Thus, it is not surprising that the term
“fake news” has become a popular idiom and was
recently featured as “Word of the Year” in a recent post
by Collins Language Publications (note that the usage of
this term increased by 365% since 2016). It has also
attracted the attention of researchers and other stake-
holders in investigating fake news source identification,

analyzing the impacts of spurious information, and their
potential distribution.1,2

When a news content is spread onONPs, whichmay
contain attachments (e.g., images, video, and audio), it
canbe easilymanipulated and rapidly replicatedbymali-
cious users. Such activities can potentially generate a
massive volume of untrustworthy contents.3 In practice,
state-of-the-art machine learning (ML)-based fake news
detection algorithms involve calculating the similarity
rate between the fake/spurious content and the original
one from a reliable corpus, i.e., available datasets gener-
ated from the legitimate resources.4–6 For example, user
A creates a news content and shares it via LinkedIn. On
the other hand, user B copies and manipulates the user
A’s content aswell asbroadcasts the forgednewsarticle
via Facebook. If user C intends to check the content
integrity of this article on Facebook, and if this platform
utilizes theML-basedmethods, it needs to compute the
similarity rate of the current article with all the collected
data from the legitimate resources (e.g., websites or
other SMAs). Essentially, these approaches have very
high computational complexity and cannot provide suf-
ficient results for real-time applications, i.e., where users
create new articles that are not available on any other
ONPs. To address this problem, researchers have pro-
posed information hiding (IH)-based content authenti-
cation techniques that can embed a hidden watermark
or signature for verifying the integrity of news content
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while being copied/re-shared by malicious users on
SMAs.7–10 However, the content integrity and the goal of
fact statement cannot be often evaluated by either the
MLor the IH-based technologies. Hence,webelieve that
investigators should take the collaboration between the
aforementioned misinformation detection methods as
well as human cognitive knowledge-based approaches
into account while performing the integrity analysis. For
instance, there are only a limited number of valid resour-
ces that mostly share fact news contents and these
may unintentionally or intentionally mislead readers,
which degrades the performance of state-of-the-art
techniques.5

According to a statistical report presented by the
Modern Luxury team during an Internet minute in 2017–
2021,11 there has been a massive growth in the use of
SMAs and the number of shared contents on the most
popular ONPs (see Figure 1). In general, a news content

is composed of one ormore types of digital information,
such as text, image, video, and audio. Among these
types of data, textual information is the most sensitive
to tampering compared to others. This sensitivity is
related to the fact that a small semantic change in a
sentence or a word may modify the factual meaning of
the whole content; thus, it may result in the generation
of untrustworthy content. Therefore, cybersecurity
investigators and law enforcement agencies (LEAs)
must rethink and enhance their strategies concerning
online sharing platforms. For instance, the LEAs need
to make ONPs to be compliant with the General Data
Protection Regulation , which can reduce the number
of fake news contents, while security investigators
should focus on proposing new mechanisms to control
amultidisciplinary task that involves several disciplines,
including computer science, criminal justice, law, com-
merce, and economics.1,11–14

FIGURE 1. Statistical analysis of the shared messages, logins, and downloaded apps in an Internet minute.11
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In this article, we present a critical overview of the
most crucial challenges that need to be considered
when developing security tools for assessing the
integrity of news contents on ONPs. Hence, the main
contribution of this article is to bring a new perspec-
tive and the recognition of the most significant mid-
and long-term opportunities and problems to be con-
sidered by both LEAs and cybersecurity experts inves-
tigating the phenomenon of misinformation analysis
and its potential impacts on public opinion.

FAKE NEWS DETECTION CRITERIA
In this section, we discuss specific characteristics of fake
news on SMAs, such as profile authenticity, source credi-
bility, and content integrity, which are exposed to tam-
pering attacks bymalicious end-users on SMAs.

› Profile authenticity: It involves identifying the
reliability of an account that generates auto-
matic news contents on SMAs to advertise or
make propaganda by impersonating someone
else’s identity or signing up a fake profile.2 Note
that most users of SMAs are legitimate, but
some of them might act maliciously or not even
be actual persons. Since signing up/creating
accounts on SMAs is typically cost-free, mali-
cious users (e.g., cyborgs, trolls, and social bots)
are encouraged to create multiple fake profiles
for their purposes.6 Such profiles could act as
spyware, in particular, to misdirect readers, such
as creating, manipulating, and broadcasting fake
news contents or ads on ONPs.15 This criterion
must be certified by verifying the profile owner’s
identity via ID cards or by evaluating his/her his-
torical records or activities.

› Source credibility: In journalism, a source is a
place, publisher, person, etc., that has timely
information on a particular subject. Outside of

journalism, a “source” refers to a “news source”
or a platform, such as television, radio, newspa-
pers, and online social media.2,3 Although SMAs
are quickly substituting traditional news sources,
there is still a possibility that a malicious user
may share or manipulate news content, making
it a kind of unreliable source.14 In the case where
a person who has a legitimate track record or
profile on the ONPs (e.g., a certified reporter, a
judge, or a minister), the news content shared
via such profiles on SMAs can be considered a
reliable source by verifying their ID cards from
affiliated departments. If the content of a news
article includes a cited source, the credibility of
the source must be validated from the linked
resource using ML-based techniques.

› Content integrity: When a certified user shares a
news article on the SMAs, it is vulnerable to mali-
cious attacks, such as forgery and tampering
that violate the integrity and copyright of the
original news content. Technically, news article
integrity authentication is the process of verify-
ing whether a given content matches the original
one or not.5 Technically, the content integrity
rate of news articles can be authenticated using
the ML- or IH-based techniques.

As depicted in Figure 2, when developers design an
efficient misinformation detection system, these crite-
ria must be taken into account sequentially due to
their significance. However, these criteria are inconsis-
tent and influential on the system’s results separately;
thus, their relationships can be expressed using a
magic triangle model. Here, fa indicates that the
misinformation detection system has identified the
spreader’s account as a fake profile. Afterward, other
features are automatically considered as zero
because they depend on the profile authenticity. Next,
fb implies that the system has processed the source
of news content, and identified it as unreliable one.
Similarly, fc denotes that the system has authenti-
cated the content integrity of the news article and
detected it as a tampered version. In the best case, if
the system processes a specific news content consid-
ering the above three criteria and classifies the results
as authentic, reliable, and original, this article is classi-
fied as trustworthy to prove its reliability.

CHALLENGES OF THE STATE-
OF-THE-ART TECHNIQUES

In general, news contents have influential impacts on
social opinions and their editable structures on the

FIGURE 2.Magic triangle of the performance criteria.
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ONPS (or SMAs) make them potential targets for mali-
cious actions, such as fake profile generation, forgery,
and tampering attacks,5 which can cause the violation
of the content integrity and copyright of sensitive
news. In the case that a malicious user manipulates
the title and news caption by changing some words of
the content, the readers will receive falsified informa-
tion. Technically, content integrity authentication is
the practice of verifying whether a given content is
similar to its original version or not. Here, we catego-
rize the state-of-the-art authentication approaches
into two main groups: whole document-based (or IH-
based) and knowledge-based (or pattern-based) algo-
rithms.6 In the following, we briefly describe both of
these approaches.

Whole Document-Based or IH-Based
Approaches
This type of authentication methods involves embed-
ding a robust or fragile watermark (or invisible signa-
ture) into news content before broadcasting it and
extracting the signature when it is required to identify
its integrity rate. In general, they can be classified into
two different types based on their embedding charac-
teristics: structural and linguistic.

› Structural-based algorithms: It modify the lay-
out structures of news content, such as font
type/size, spaces between words/lines, and
homoglyphs for marking the signature. Techni-
cally, these characteristics depend on character
encoding (e.g., Unicode or ASCII), which do not
alter the original content. Such methods could
preserve the invisible signature from tampering
and forgery attacks to some extent through the
watermarked news content,6–9,16

› Linguistic-based algorithms: It involve replacing
linguistic features (semantic or syntactic), such
as acronyms, abbreviations, and synonyms, for
hiding a signature which may change the original
meaning of some words or terms in a news con-
tent. Therefore, such modifications could gener-
ate falsified information, making them inefficient
for authenticating sensitive text contents.7,17

Practically, most of the existing IH-based algorithms
can only provide proof of ownership (except a recent
technique introduced by Ahvanooey et al.5), which does
not protect the signed text content against tampering
and forgery attacks. In the case that an attackermanipu-
lates some portion of a signed news article, the corre-
sponding detection algorithm cannot discover the
invisible signature. However, the existence of a signature

can also be considered as evidence of authenticity.
Hence, such methods could be partially used for misin-
formation detection when verifying the integrity of
signed content for real-time online applications.

Knowledge-Based or Pattern-Based
Since the aim of fake news is to share false claims in the
form of an article, the most obvious means of detecting
uncertainty is to validate the veracity of the primary
claims to decide on their content integrity, which is
called fact-checking. These methods attempt to employ
external sources to detect the truthfulness of claims
mentioned in news content.2 Technically, these predic-
tive models involve computing a pattern of given article
and determining the similarity rate of words with the
available data in benchmark datasets, such as BuzzFeed-
News, LIAR, and BS Detector,3 which could be collected
from various available sources, such as search engines,
online news, and SMAwebsites. In practice, they process
the knowledge and linguistic structures using ML-based
methods, such as neural networks, vector-basedmodels,
knowledge graphs, and distance measures).17–20 Since
computer scientists have defined the fact-checking
problem as a classification task, it includes the following
phases for evaluating the factual claims of fake news
detection.2,18

› Data collection and labeling: This phase involves
processing the trustworthy ONPs for collecting
and labeling data. Most of the existing approaches
utilize feature selectionmethods to assign efficient
labels to relevant factual data based on limited lin-
guistic characteristics. In practice, the selection of
trustworthy sources is a very challenging task.
Moreover, most state-of-the-art approaches do
not include visual features during their data collec-
tion, which may lead to a false result. Even if the
textual content is identified as authentic, there is
still a possibility that it is associated with a tam-
pered image or video.4,10

› Classification and ranking: This phase involves
extracting some linguistic characteristics, such
as frequency of words, sentences, etc., and
visual (video or image) features, such as similar-
ity distribution histogram, coherence score, clar-
ity score, and diversity score from the claimed
news content using ML-based methods. Most of
the existing algorithms only utilize limited lin-
guistic features and eliminate the nonfactual
words based on their predefined strategies as
well as they do not evaluate the visual features
during their analysis. However, some recent
studies employ multimodal-based algorithms for

January/February 2022 IT Professional 37

MISINFORMATION DETECTION

Authorized licensed use limited to: TU Delft Library. Downloaded on March 17,2022 at 09:42:26 UTC from IEEE Xplore.  Restrictions apply. 



processing the text data and image data during
the fake news detection analysis, which suffer
from very high computational complexity for
training and data collection.15,19 Due to the sen-
sitivity of a news article, any kind of conceptual
elimination can result in a false detection rate.18

› Decision-making: This phase involves measuring
the three criteria (see Figure 2) by employing the
above two phases as preliminary inputs. Most of
the existing fake news detection techniques do
not consider these criteria and simply rely upon
the textual content analysis of news articles.
Essentially, these features need be considered in
the real-time analysis of news content on SMAs
for identifying its reliability.15,20

Most of the state-of-the-art ML-based methods
consider the detection of “fake news” as a classifica-
tion task. However, in practice, it can also be defined
as a clustering task, where malicious users create/
share new articles on the SMAs. Because of the vari-
ety of news content structures, a new article is not
annotated (or unlabeled) and the process of data col-
lection and labeling is a very time-consuming task for
all available data from the trustworthy ONPs. For real-
time applications, since there is no accessible anno-
tated dataset for instant news contents, the super-
vised learning approaches do not provide efficient
results as they depend on the quality of the collected

data. Table 1 summarizes the performance features of
the state-of-the-art solutions considering their merits
and limitations.

ROAD AHEAD
In themodern digital age, SMAshave becomea common
means of sharing or reading news articles by their end-
users. Simultaneously, they have also provided the broad
dissemination of fake news challenges to the interna-
tional society, i.e., fake news content can spread falsified
or spurious information, resulting in critical negative
impacts on public opinions. However, there are several
solutions for fake news detection based on ML and IH
methods from offline datasets. But, the lack of efficient
techniques for real-time application is one of the primary
drawbacks in this area. We have to remark that there are
still some open research issues that require to be solved
to achieve the desired efficiency in future works. In the
following, we suggest some guidelines aimed at leading
developers and researchers on how to apply proper
state-of-the-art algorithms considering real-world appli-
cation requirements.

› An efficient technique must be able to process
three fundamental criteria, namely, profile authen-
ticity, source credibility, and content integrity, by
considering the multimodal (textual and visual)
features during the detection analysis.

TABLE 1. Performance analysis of the state-of-the-Art fake news detection algorithms.

References Type of
method

Performance criteria: Yes:(@) No: (�) Applications Type of considered
features

IH ML Profile
authenticity

Source
credibility

Content
integrity

Offline Real-
time

Por et al.9 @ � � @ � @ @ Textual

Zheng et al.10 � @ � � � @ � Textual+Visual

Rizzo et al.,8,16 @ � � @ � @ @ Textual

Ahvanooey et al.5 @ @ � @ @ @ @ Textual

Shu et al.3 � @ � @ @ @ � Textual

Gravanis et al.13 � @ � @ @ @ � Textual

Ozbay and
Alatas14

� @ � @ @ @ � Textual

Khattar et al.15 � @ � @ @ @ � Textual + Visual

Meral et al.17 @ � � � � @ @ Textual

Hassan et al.18 � @ � � @ @ � Textual

Singh et al.19 � @ � � @ @ � Textual+Visual

Nguyen et al.20 � @ � � @ @ � Textual
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› Because the authentication of a profile is a very
complicated task, developers can certify it by
employing a combination of scanned images of
the ID card or the driving license, and one-time
phone number or email verification using deep
learning algorithms. This idea can limit the num-
ber of fake account generation with the same e-
mail or phone number.

› SMAs can utilize a combination of ML- and IH-
based methods for providing a predictive tool
that generates an integrity rate for each news
content. This tool can provide more insights on
the trustworthiness of a news article when end-
users read it and realize its reliability. In addition,
such predictive models can block or warn mali-
cious users about their violent actions and set
an untrustworthy label on their profiles.

› Since malicious spreaders create/share fake adver-
tisements to sell their illicit goods/services, or attract
investments in cryptocurrencies, they need to be
authenticated using ML-based predictive models
considering the past activities of the spreaders’
posts to label them as untrustworthy profiles.

› Essentially, the ML-based predictive models that are
based on multimodal features suffer from high
computational complexity, and their results depend
on the quality of data collection and labeling phases.
To address this issue, future research efforts should
focus on the development of new solutions to
reduce the computational cost by considering hid-
den signatures through text contents, attachments,
and profile authenticity analysis as preliminary steps
before processing themultimodal features.

To summarize, if an expert wishes to address the
uncertainty of real-time fake news detection on SMAs
with higher efficiency, then he/she must take into
account multimodal (textual and visual) features as
well as three performance criteria together consider-
ing the suggestions, which we have outlined above.

CONCLUSION
Billions of users interact with each other on SMAs
every day, and they use popular ONPs for sharing news
contents. Through broadcasting such news articles,
malicious users try to misdirect the trust of readers by
manipulating news contents toward their intentional
purposes (e.g., global panic, elections, intrusions, etc.).

Therefore, real-time fake news detection in SMAs
has become the primary concern of users as well as
the research community. SMA platforms require to
provide real-time fake news detection tools for

ensuring the necessary level of trustworthy news con-
tents. Cybersecurity investigators, LEAs, and govern-
ments must step forward and attempt to develop new
paradigms and technologies for sharing and manipu-
lating the quality of news articles on SMAs.

Moreover, misinformation detection should not be
considered as an optional tool, but must be the main
phase of the design procedure in SMAs. Hence, it can
play a crucial role in facilitating our future, essentially in
ONPs, by teaching to raise awareness of a balance
between trust and action, and to consider a new proac-
tive adoption in our policy.
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