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Chapter 1

Introduction

1.1 Nanocrystals as building blocks in nanotech-
nology

The engineering of materials on the nanometer (10−9 m) scale is generating much
excitement in modern electronics, optics, catalysis, ceramics, magnetic storage,
and biophysics.1–5 There are several reasons for this development. Modern imag-
ing techniques allow to visualize objects that are too small to be recognized by
conventional light microscopy (whose resolution is limited the wavelength of vis-
ible light: 380–750 nm).6 Having the possibility to visualize these entities, syn-
thetic chemistry has made large advances toward manufacturing of nanomaterials
with desired size and shape.7–19 Availability of a large new class of materials
naturally stimulates scientific curiosity. On the other hand, the ongoing minia-
turization of electronic and mechanical devices (Moore’s law) creates demand for
low-cost high-quality nanosized functional elements.20

Important classes of nanomaterials with special size- and shape dependent op-
tical and electrical functionality include metal- and semiconductor crystallites of
2 − 10 nm size (see Fig. 1.1). These crystallites are called nanocrystals (NCs);
semiconductor NCs are also called quantum dots (QDs). NCs and QDs have excit-
ing quantum mechanical properties that are absent in bulk materials.21 Electrons
and electron-hole pairs may “jump” between a QD and an adjacent object.22,23

This makes them promising materials for improving efficiency of solar cells and for
creating novel electronic devices.24,25 In metallic NCs, the oscillation of electrons
with respect to the atomic lattice generates unusual optical properties.26 For ex-
ample, the colour of gold particles changes with decreasing size from metallic over
green to red. This effect has been known since ancient times, when it was ap-
plied to stain glass.27 Another important finite-size phenomenon is the so called
Surface-Enhanced Raman Scattering (SERS): gigantic increase of Raman scat-
tering upon adsorption of certain molecules to the surface of a metallic NC. This

1
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(a) (b)

(c) (d)

Figure 1.1: High-resolution (HR) transmission electron microscop (TEM) images
of gold and CdSe nanocrystals. Organic molecules on the NC surface are not
visible because they are transparent to the electron beam. (a) Gold NC (6 nm
diameter). (b) Gold NC (5.5 nm diameter). The alternating light and dark lines
are atomic planes. (c) CdSe NC (8 nm diameter). Bright dots and darker dots
between them are columns of cadmium and selenium atoms, respectively. (d)
TEM image of an array of as-synthesized CdSe NCs. Figures (a,c,d) are courtesy
of Dr. M. van Huis (Delft University of Technology); Figure (b) is courtesy of
Prof. H. M. Jaeger (University of Chicago).
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effect makes gold NCs promising for highly sensitive molecular recognition.26,28

Due to the very high surface-to-volume ratio, noble metal NCs are promising for
catalysis. For example, one of the main factors determining costs and efficiency of
fuel cells is nowadays the platinum catalyst, which is needed for the dissociation
of hydrogen into protons and electrons.29–31 It is not surprising that one aims to
replace the traditional solid catalyst by platinum NCs to obtain the same effective
surface using less of this expensive material.31 Another, very recent development
is the fabrication of free-standing ultrathin elastic sheets and membranes from
NCs.32–34 Practical applications of these new objects have yet to be explored.

1.1.1 The role of organic ligands during synthesis

Due to advances in colloidal synthesis, it is possible to fabricate NCs in a large
range of sizes and shapes with a high yield and selectivity.35–37 This approach is
both elegant and relatively inexpensive as it requires the conventional chemical
equipment only. Alternatively, nanosized objects can be produced from bulk
materials through a variety of “top-down” techniques,16–19 which will not be
discussed in this work.

Gold NCs are typically produced by the colloidal two-phase synthesis from
Ref.38 or a modification thereof.39–45 First, a gold salt is dissolved in the water
phase and an alkylthiol surfactant is dissolved in the oil phase. A phase transfer
agent is present: a compound that is soluble in both solvents, and that coordi-
nates weakly to atomic gold (e.g., an alkylammonium salt such as CTAB). Second,
the two-phase system is stirred to create an emulsion and thus a large oil-water
interface. Third, a water-soluble reducing agent is added. The reduction reaction
changes gold ions into elemental gold atoms, and the phase transfer agent acts as
a shuttle bringing them into the oil phase. In the oil phase, gold atoms aggregate
very quickly into small crystalline nuclei, and simultaneously alkylthiols attach
to these nuclei via the strong gold-sulfur bond.46 When eventually the entire
surface of the nuclei is covered by surfactant molecules, they cannot grow further;
for this reason, the method is also called arrested precipitation. In this way, one
obtains alkylthiol capped gold NCs dispersed in the oil phase. The desired (av-
erage) NC size can be obtained by tuning the concentration and the tail length
of the alkylthiol. The original synthesis procedure yields a relatively high poly-
dispersity in size (40%), but it can be improved significantly using size-specific
centrifugation.47–49 Nowadays, due to advances in the synthesis procedure the
polydispersity is typically below 5%.15,37

The synthesis of semiconductor QDs is usually performed in the oil phase
using a combination of different ligands.35,50–52 This is necessary to (1) dissolve
the (charged) anions and cations in the oil phase and (2) control the growth of
the nuclei. The chemistry of this process is very complicated as many elementary
reactions happen at the same time. The full mechanism of QD formation is
far from being understood, and only few recent reports shed some light on this
complex process.53,54 Moreover, the synthesis of QDs is extremely sensitive to
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impurities in the reaction mixture.55–57

There is a fundamental novelty in these recent methods compared to earlier
synthesis protocols (starting with the work of M. Faraday58). Gold particles
synthesized without strongly bound capping molecules are not thermodynamically
stable: they have a tendency to slowly but irreversibly agglomerate and flocculate,
and once the solvent is removed, the gold particles cannot be redispersed.59,60 By
contrast, alkylthiol capped NCs are stable for months and years in an organic
solvent; and they can be redispersed after drying.38,48,49 Therefore, capped NCs
behave in a certain sense like large molecules. The capping layer has a large
impact on surface properties of NCs and their interactions with the surrounding.
Understanding of these interactions is necessary for an efficient integration of NCs
into novel materials and devices.

1.1.2 Nanocrystal self-assembly

Nanocrystals can form stable two- and three dimensional superlattices (also called
NC films/solids or supra-crystals) with sizes typically in the order of 1 µm–
1 mm,32,49,61–72 see Fig. 1.2. The 3D supra-crystals form readily upon solvent
evaporation by self-assembly. The Langmuir-Blodgett technique is an excellent
tool to fabricate high-quality monolayers of NCs at the air-water interface.62,63,73

The optical, electronic and mechanical properties of the NC supra-crystals are
different from both individual NCs and the bulk material due to the close vicinity
of NCs combined with a high periodicity.26,28,69,72 Thus, NC self-assembly is a
promissing way of creating solids with tailored mechanical and electronic proper-
ties. For example, gold and silver NCs films behave either like electric insulators
or like metals depending of the interparticle spacing,74,75 while the corresponding
3D-structures behave like metals.23,66 Periodic arrays made from magnetic NC
are promising for data storage application.76–78 A large variety of structures is
found in binary systems, i.e. systems with NCs of two different sizes and/or mate-
rials,49,68–71 see Fig. 1.2(c). These binary superstructures are promising because
their electronic properties are often superior compared to those of single compo-
nent structures.69,79 It should be noted that fabrication of defect-free large-scale
(order of cm) NC supra-crystals remains an open challenge.72

Spontaneous formation of ordered structures is well-known for micron size col-
loidal particles. For example, it has been shown first in computer simulations80

and later in experiments81 that monodisperse hard spheres form a close-packed
crystal at a certain density. As there is no interaction energy in a hard sphere sys-
tem, the entropy is higher in the ordered crystal than in a disordered fluid above
the freezing density. This crucial discovery demonstrates that entropy maximiza-
tion may lead to self-organization. A large variety of crystal structures can be
formed in a binary colloidal system.82–84 If the size ratio and interactions are
known exactly, the free energies of the possible colloidal crystal structures can
be calculated using computer simulations;85 and the structure with the lowest
free energy is then expected to form. Such calculations are particularly useful
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(a)

(b) (c)

Figure 1.2: TEM images of self-assembled nanocrystal superlattices. The cap-
ping layers are not visible. (a) A close-packed monolayer of capped gold NCs
(≈ 5 nm diameter). The different shades of the particles originate from different
orientations of their atomic planes with respect to the incident electron beam.
The inset shows the Fourier transform of the image; the large number of sharp
bright dots indicates very high periodicity. Courtesy of H. M. Jaeger (University
of Chicago). (b) A close-packed layer of PbSe NCs (≈8 nm diameter). Courtesy
of Dr. R. Koole (Utrecht University, Philips). (c) Binary superlattice from 8 nm
PbSe NCs and 3 nm CdSe NCs. Projection of different stacks of smaller NCs
results in a honeycomb around the isolated stacks of larger NCs. The crystal
structure is, coincidentally, identical to the one of the alloy CaCu5. Courtesy of
W. Evers (Utrecht University).



6 INTRODUCTION

when the interactions can be manipulated in the experiment, as the free energy
of these systems is sensitive to the size ratio and interactions. It is then possible
to find computationally the necessary conditions for the formation of a desired
crystal structure. This approach was demonstrated in Refs.86,87 Different crystal
structures were predicted first by computer simulation for various values of size
and charge in the binary colloidal system. Based on these simulations, electro-
static interactions and size ratio were tuned in experiment and a large number of
predicted structures could be obtained.

The work in Refs.86,87 is an important step towards rationally guided col-
loidal self-assembly. In the same way, the knowledge of interactions between NCs
would allow a rational, computer-aided design of NC superstructures with desired
properties. Unfortunately, most interaction models available for colloids of µm
size are not sufficient for 10–100 times smaller NCs, so that the understanding of
interactions between NCs is still limited. Due to the “large” size, both the interior
of a colloidal particle and the solvent are treated as a bulk continuum during the
derivation of theoretical interaction models.88,89 However, these approximations
have limitted validity for NCs, as atomistic and molecular details become impor-
tant in this case. A large fraction of NC atoms lies at the surface or directly
underneath it, which makes the concept of a “bulk NC interior” questionable.
Moreover, organic solvent and ligand molecules are typically not much smaller
than NCs. For example, if a 1 µm colloidal particle has a 2 nm thick capping
layer which does not exhibit significant interactions, then this layer can often be
neglected due to its very small size. By contrast, neglecting a 2 nm thick capping
layer on a 5 nm small NC would yield a rather incomplete description.

There is another subtle difference between large colloidal particles and NCs,
which is often overlooked. The thermal motion of colloids is mainly due to ran-
dom collisions with solvent molecules (“Brownian motion”),59,90 while NCs are
small enough to experience some thermal motion by themselves. We illustrate the
difference by comparing the effects of thermal motion and Earth gravity on “free”
particles. Consider for example a 3.7 nm gold NC Au1415. Its mean thermal veloc-
ity is 0.023 m/s at room temperature (calculated from the Maxwell-Boltzmann
distribution90). This is huge compared to the small size of the NC. With this
speed, it would travel the distance equal to its diameter within 164.2 ns. For
comparison: during the same time, this NC would fall by 1.3 × 10−13 m due to
gravity, which is 0.000035 times its size. Consider now a 100 times larger colloidal
gold particle. Its thermal velocity is then 2.3× 10−5 m/s, which is 1003/2 = 1000
times smaller that that of a NC. At this speed, it would need 16.4 ms to travel
the distance equal to its diameter. Within this time, the colloidal particle would
fall by 1.3 mm, which is 3500 times its size. As we can see, the factor 100 in size
between nanoparticles and typical colloidal particles can drastically alter their
behaviour.

This example shows that once the solvent is evaporated, a colloidal crystal (or
a disordered precipitate) behaves physically like a stack of balls. Depending on the
colloidal interactions, these “balls” may be hard, soft, charged, “sticky” etc. Since
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the thermal motion of a large particle inside a dry colloidal crystal is negligible,
the physical description of a dry colloidal crystal falls entirely into the field of
classical mechanics. On the other hand, a NC inside a dry NC supra-crystal still
experiences relevant thermal motion, and its behaviour is similar to the one of
an atomic crystal. In this case, one has to consider both the thermodynamic
properties of a NC superlattice with and without solvent. To produce large-scale
high-quality NC superlattices, it is therefore crucial to achieve thermodynamic
stability of these superstructures both in the “wet” and in the “dry” state.

1.2 Modeling and scales

Modeling is a substantial part of the scientific approach to study real-life phe-
nomena. In order to systematize observations and make predictions, one needs to
recognize a pattern in a given set of data. Next, one tries to “understand” or “ex-
plain” this pattern. This is done by formulating an abstract mathematical and/or
symbolic model, which can be embedded in an established theory. Once this has
been achieved, the underlying theory provides formalisms for extrapolating the
observed pattern to arbitrary situations. In many cases, these formalisms are ex-
tremely complex. At this point, computer simulations come into play. Computer
simulations can be used to both demonstrate that the proposed model actually
puts the pattern into the framework of a theory (“understand”) and to make
predictions based on the model and the theory (“extrapolate”).

One of the central goals of material science is to describe macroscopic proper-
ties as a result of microscopic phenomena, and therefore bridge the gap between
atomic or molecular properties and bulk materials. The size of this gap is given
by the Avogadro Number NAV ≈ 6.02×1023 molecules/mol, which is the number
of atoms in 12.00 g of carbon (which corresponds to the number of molecules
in 22.4 l of air at ambient conditions). In very few cases, such a huge gap can
be bridged in one single step. Most if not all models are unable to describe
properties of a system with NAV particles explicitly due to limited computing
power. Therefore, one has to introduce model systems on different intermediate
size scales. These model systems represent the inevitable compromise between
system size and the level of detail, as the length and time scales are limited by
the available computing power. Although large objects in the real world are usu-
ally modelled using macroscopic models based on continuous representation of
matter, the microscopic details are always manifested in the material properties.
For example, the behaviour of fluids is often studied using computational fluid
dynamics (CFD).91 The microscopic properties of the fluid are then manifested
in the CFD input parameters such as density, compressibility or viscosity, which
can all be obtained from microscopic simulations. Fig. 1.3 shows the hierarchy of
various models and methods in computational materials science. In the following,
common microscopic models are briefly described.

The highest level of detail is achieved in quantum chemical calculations, such
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Figure 1.3: Schematic representation of the computation bottom-up approach
in materials science. Rectangular boxes represent techniques; hexagonal boxes
models or parameters. Some methods are not discussed in the main text:
CC (coupled-cluster), QM-MM (Quantum mechanics/Molecular Mechanics), LB
(Lattice-Boltzmann) and FE (finite elements). In the present thesis, effective
interactions are studied using molecular simulations (bold font in the figure).
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as the Density Functional Theory (DFT).92 In these calculations, the Schrödinger
Equation is solved for systems of up to hundred atoms including their electronic
structure. These methods are very accurate in computing geometries and energies
of systems consisting of a relatively small number of molecules.93 The indisputable
advantages of quantum chemical computations are: (i) no a priori unknown input
parameters are needed (in principle), and (ii) the possibility to study electronic
properties and chemical transformations of the matter. One of the limitations of
the quantum chemical methods is that dispersion interactions can only be com-
puted accurately when using special techniques like coupled-cluster (CC). These
techniques have generally a very unfavourable scaling with the system size.93

The next level are atomistic simulations with a certain interaction model (force
field).94 This approach will be applied in this thesis. In these simulations, either
single atoms (all-atom) or very small groups of atoms (united atoms) are modeled
as single sites that interact with each other and experience thermal motion. In-
teractions between particles in this classical approach are described using analytic
functions.95 These functions can be completely empirical; but often they have a
theoretical background. The parameters for these functions can be obtained from
experiment or from quantum chemical calculations. Geometries, bonded interac-
tions and partial charges are usually modeled on the basis of DFT calculations
and/or spectroscopic data.96–98 The remaining vdW interactions and short-range
repulsion are in most cases fitted to reproduce experimental results.99 More in-
formation on these force-fields can be found e.g. in the recent reviews.100–102 It
is important to note that classical force fields always have a certain range of ap-
plicability. For example, united atom models for alkanes based on their liquid
and vapour properties reproduce well their diffusion coefficients and viscosity,85

but fail badly to reproduce their solid state properties.103,104 Conversely, models
based on properties of metals and semiconductors at ambient conditions are not
expected to correctly reproduce their boiling temperature. Typical system sizes
in atomistic simulations are currently 500-10000 atoms (or 5-50 nm); the recently
reported large-scale simulations of biosystems consisting of up to 1000000 atoms
are rather exceptional.105 Once an interaction model is formulated, Monte Carlo
(MC) or Molecular Dynamics (MD) simulations can be used to obtain thermody-
namic properties of the system using the framework of statistical mechanics.85,106

Dynamic properties such as transport coefficients can be obtained from MD sim-
ulations.

The size limitation of atomistic simulations can be partly overcome by coarse-
graining (CG). Large groups of atoms are combined into single particles that
interact with each other via effective potentials. The system size in terms of the
number of particles is then similar to the one in atomistic simulations; but the as-
sociated “real” system size strongly depends on the level of coarse-graining.107–111

For example, in the MARTINI force field for biomolecular simulations, groups of
5–12 atoms are combined into CG spheres of ∼0.5 nm diameter.110,111 On a
much larger scale, 1 µm large colloidal particles can also be represented by single
spherical particles. The solvent is then modeled as an implicit continuous medium
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whose properties are manifested in the effective interactions (e.g., as the dielec-
tric constant) between the CG colloidal particles. Typical interaction potentials
for colloidal particles include: hard-sphere repulsion, effective vdW interaction,88

Yukawa-type screened charged interaction;89 the sum of these three terms yields
the popular DLVO potential for charged colloids surrounded by an electrolyte
double layer.89,112 Thermodynamic properties of the coarse-grained systems can
be determined from classical MC or MD simulations. Since classical MD does
not account for transient interactions with the implicit medium such as friction,
the dynamic properties of such systems are studied using special techniques like
Langevin,113 Brownian114 or Dissipative Particle Dynamics.115,116 The latter
method has the advantage that the total momentum of the system is conserved,
which is essential for fluid dynamics of a colloidal suspension.85

Kinetic Monte Carlo (KMC) is a useful tool to study the evolution of a sys-
tem whose microscopic dynamics is governed by rare spontaneous transformations
(activated processes) and diffusion. Examples of activated processes are chemi-
cal or biochemical reactions, structural transitions or diffusion through narrow
pores. In these simulation, the space is coarse-grained into a lattice, and time
into (relatively large) time steps. The quality of the predictions strongly depends
on the accuracy of the model parameters such as activation energies and diffusion
coefficients. Traditional application fields of KMC are nucleation and crystal-
lization, evaporation patterns, diffusion in solids and percolation;117 but it can
also be used to model, for example, controlled release of pharmaceutically active
compounds.118

Microscopic (interaction) models can be split conceptually into “toy”, “top-
down” and “bottom-up” models. A toy model is a hypothetic physical system
which has features similar to a real one, but no direct correspondence between
the parameters in the model and those in the real world can be given. Thus,
toy models are only useful for qualitative predictions or explanations. A common
toy model in molecular simulations are “Lennard-Jones particles”: a system of
interaction sites with the Lennard-Jones (LJ) pair potential. These systems have
thermodynamic features similar to those of simple compounds: solid, liquid and
gas phases separated by first-order phase transitions; gas-liquid coexistence below
the critical point; etc.85,119 In the top-down approach, one imposes an interaction
model which is either empirical or based on theory. The model parameters that
cannot be measured directly are then chosen to reproduce experimental observa-
tions. In the above example, a top-down approach would be to model relatively
large molecules (such as benzene) as (coarse-grained) single LJ interaction sites,
with interaction parameters fitted to reproduce, e.g., the critical temperature and
density. The bottom-up approach requires simulations at different levels of de-
tail, see Fig. 1.3. At each level, the interaction parameters for the next level are
computed, unless the interaction form is known from theory and the interaction
parameters are measurable directly. In this manner, the final results are derived
from first principles. In the above example with benzene molecules modelled as
single interaction sites, one would typically first perform an atomistic simulation
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of benzene, and then fit the CG interaction to reproduce results of the atomistic
simulation. Both the bottom-up and the top-down approach have the potential
to make accurate quantitative predictions. The main drawback of the bottom-
up approach are the high computational costs required for each level. The gain
is then a justified model. The top-down approach requires, typically, much less
effort. However, there is a risk that no direct relation between the simulation pa-
rameters and the experimental variables can be given, so that the system becomes
actually a toy model.

1.2.1 Simulation studies of nanocrystals

We discuss here the two approaches (bottom-up and top-down) with their advan-
tages and drawbacks in view of the existing simulation studies of NCs.

In Ref.,120 the bottom-up approach for the computation of thermodynamic
properties of cobalt NCs is demonstrated. The study is performed in three steps,
each representing a different level of detail. The results of each step were used in
the next one. First, an interaction model for Co atoms, surfactant and solvent
molecules is developed on the basis of quantum chemical calculations. In such a
calculation, all atoms and electrons are considered for systems consisting of 5–30
atoms. Second, this interaction model is used in Monte Carlo (MC) simulations of
Co atoms dispersed in a surfactant solution. At this level, a typical system consists
of a few hundred Co atoms, and a few thousand solvent molecules, each modeled
as a single interaction site, and a few thousand capping molecules each modeled
as a chain with 9 beads. It is found that Co atoms aggregate into ≈ 5 nm large
clusters (NCs). The size distribution of these clusters depends on the surfactant
concentration. An effective interaction u(r) between capped Co NCs can then be
computed. Finally, this effective interaction serves as input for a coarse-grained
MC simulation. In such a simulation, the capped NCs are modeled as point
particles interacting via the effective potential u(r). Aggregation behaviour of
hundreds to thousands of Co NCs at varying density can then be studied in the
coarse-grained simulations. It is concluded that Co NCs form a hexatic phase
which is locally ordered, but shows no long-range order. Note the large increase
in system size from the second to the third level. In the MC simulations of the
second step, a few hundred Co atoms were present, while in the third step the
behaviour of a few hundred Co nanocrystals could be modeled.

This study is conceptually brilliant, demonstrating the computational bottom-
up approach in all its beauty. However, a close inspection reveals several problems
associated with this concrete example. First, the authors perform their CG MC
calculations not in the continuous space, but on a cubic lattice with a side length
comparable to the size of Co atoms. Thus, a lot of detail on the atomistic length
scale gets lost. In particular, the entropy is underestimated in such systems.
On the other hand, off-lattice simulations would be computationally not afford-
able.120 This is a general problem: atomistic simulations with explicit surfactant
and solvent molecules are computationally very expensive. Second, much more
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important, the interaction between solvent and surfactant molecules is modeled
by a hard sphere repulsion. The reason for this is that the authors were not able to
compute the effective interaction with sufficient accuracy using DFT. This means
that u(r) is mainly a depletion attraction: when two NCs come close, some addi-
tional space becomes available to the solvent molecules, which increases the total
entropy; and this induces an effective short-range attraction.121 We feel, however,
that this does not capture the true physical picture of these systems. Depletion
effects only become relevant for very large molecules (polymers), but not for the
relatively small toluene molecules, as modeled in Ref.120 The authors could not
obtain more realistic effective interaction u(r) because they originate primarily
from solvent–solvent and solvent–surfactant interactions (see also Chapter 4 of
the present thesis or Ref.122). These are mainly dispersive interactions in the
order of thermal fluctuations, which cannot be resolved accurately using DFT
calculations.93

To circumvent the problems of Ref.,120 one could use atomistic simulations
based on classical force fields. As we have seen, it is rather difficult to obtain all
input parameters for molecular simulations of capped NCs accurately from quan-
tum chemical calculations alone. The advantage of classical force fields is that all
“strong” interactions (bonded interactions, electrostatics) are derived from quan-
tum chemistry, while the “weak” interactions (mainly vdW interaction) are fitted
to experimental data. The objectives of most classical simulation studies of NCs
are: (1) determining the equilibrium shape of nanocrystals as a function of size
and temperature; (2) structural transitions inside NCs such as melting or change
of crystal structure. For example, the energetically preferred morphology of gold
NCs has been discussed extensively in atomistic simulation studies; the consen-
sus has not been found yet.123–126 In Refs.,127,128 the pressure-induced change of
crystal structure in CdSe NCs has been studied, and both the mechanism and the
transition state could identified by Grünwald et al. 127,129 The pioneering and very
extensive work on gold NCs capped with alkylthiols was performed by Luedtke
and Landman.130–132 These authors have made several important observations,
many of which were new and could later be confirmed experimentally:

1. VdW attractions between alkyl chains yield the largest contribution to the
total energy of a NC superlattice.32,122,133

2. Capping layers of different NCs strongly overlap in a superlattice.66

3. The ratio λ of the ligand length and the NC core radius determines the
crystal structure of the Au NC superlattice. For λ < 0.7, close-packed
fcc or hcp structures are formed, while for λ > 0.7, the bcc structure is
preferred.65

4. At the boundary λ ≈ 0.7, a temperature-induced transition of the crystal
structure of a NC superlattice is possible. Although such a transition has
not been observed experimentally so far, it has recently been shown that at
different temperatures different crystal structures may form.134
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5. At low temperatures, tails of the capping molecules bundle, while at higher
temperatures a transition to a disordered state occurs. This transition has
been observed later in experiments, and the measured transition tempera-
ture is in very good agreement with the one predicted by simulations.135,136

These studies provide great insights into the physical properties of capped NCs
and their aggregates. However, some questions are still open. It is not clear
how mechanical and thermodynamic stability of NC superstructures depends on
different parameters such as NC size, ligand length or temperature. The effect of
the solvent on the properties of the capping layer remains unclear.

In further classical simulation work, solvation properties of Au NCs were stud-
ied in Ref.137 It was found that subcritical and supercritical ethane is a good
solvent for bare Au NCs, and a poor solvent for capped Au NCs. This study
emphasizes the role of the capping layer in the interaction of NCs with the sur-
rounding. In Ref.,138 surface properties of capped Au NCs capped by alkylthiols
were studied. It was found that thiol headgroups tend to “dive” into the NC, and
that the state in which the thiol ligands are adsorbed to the NC surface is ther-
modynamically metastable with respect to the state where the headgroups are
inside the NC. Recently, the first attempts to quantify the effective NC–NC inter-
action were undertaken.133,139 Due to the very small number of systems in these
studies, no quantitative model for effective NC–NC interaction can be derived on
their basis. The state of the art of the bottom-up approach to NC self-assembly
is that no reliable first-principles interaction models for capped NCs are available.

Therefore, several attempts to model NC empirically were undertaken. One of
the oldest studies of this kind was the work by Sear et al. ,140 and we will discuss
it in detail to show the advantages and drawbacks of the top-down approach. In
this paper, gold NCs at the air-water interface were studied using experiments
and molecular simulations. In experiments, spontaneous density-dependent pat-
terning was observed: at low density, NCs formed islands, while at high den-
sities they formed stripes. The authors postulated an effective pair-interaction
between capped Au NCs consisting of three terms: hard-core repulsion, strong
short-ranged attraction and weak long-ranged repulsion. Particles interacting via
this potential form in a simulation density-dependent patterns similar to the ones
observed for Au NCs at the air-water interface. Despite the success in reproducing
experimental observation, the model of Ref.140 does not have a solid theoretical or
experimental background, and has therefore no predictive power. The long-range
repulsion is a particularly dubious part of this model, as it does not have an exper-
imentally confirmed physical origin. Strictly speaking, only one conclusion can be
drawn from the modeling results of Ref.:140 the experimentally observed patterns
can be explained by a physical model. Similar interaction potentials were used in
Ref.141 to explain formation of NC chains from purely isotropic interactions. We
are not aware of any direct indication that these empirical potentials describe the
real system.

An attempt to derive the interaction potential purely from theory was under-
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taken recently.142 Different contributions to the total pair potential were adapted
from a theory for large colloidal particles with polymers grafted to their surface.
However, the latter systems are very different from ligand capped NCs. For in-
stance, polymers in a solvent form random, spherical coils. Any deformation of
such a coil reduces its entropy and is therefore unfavourable; the elastic response
of a polymer is primarily entropic.143 By contrast, surfactant molecules used in
NC synthesis have typically alkyltails with less than 20 carbon atoms.37 At room
temperature, such molecules are straight zigzag-shaped chains with few so-called
gauche defects. A deformation of such a chain leads to unfavourable deformations
of bonds and bond angles, and entropy plays only a minor role in the resulting
elastic response. Thus, the “phenomenological” interaction from Ref.142 does
not have an adequate physical foundation. The situation is completely different
if the underlying interactions originate from the NC cores mainly. In Ref.,144

the self-assembly of dipolar NCs was studied using experiment and simulations.
It was found that the dipole-dipole interactions have the largest contribution to
the total energy in this system, so that a model based on these interactions was
applied successfully to explain the crystal structures of the NC supra-crystals at
different conditions.

The work of Rabani and co-workers145,146 on the drying-mediated self-assembly
of NCs should also be mentioned in the present context. The goal of these studies
was to understand macroscopic observations on self-assembly of NCs as drying
patterns at varying solvent evaporation conditions. Three processes are consid-
ered simultaneously: solvent evaporation/condensation, solvent diffusion and NC
diffusion. The control parameters are temperature, evaporation rate and NC con-
centration. Several drying patterns could be identified such as formation of NC
domains with varying size, fractal aggregates, networks. All these motifs are in
good qualitative agreement with experiment, providing a unified picture for a
number of different observations. To obtain quantitative agreement with experi-
ment, the effective NC–NC and NC–solvent interactions must be determined for
a range of different realistic conditions.

1.3 Molecular simulation techniques

This section contains a brief overview of the methods used in this thesis with
some theoretical background. The reader is referred to textbooks85,99,106,147,148

for rigorous derivation and details.

1.3.1 The coupling principle

Atomistic models typically represent systems of submicron size. Such tiny enti-
ties rarely occur isolated in the real world; the behaviour of these microscopic
systems is coupled to their macroscopic environment in some way or another, see
Fig. 1.4. For example, the microscopic system and the (implicit) surrounding have
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(a) (b)

Figure 1.4: (a) Sketch of the microscopic-macroscopic coupling principle. The
simulated microscopic system (shown as the dashed box) is considered to be a part
of a macroscopic system at given conditions. (b) Periodic boundary conditions:
the simulated system (in the center) is surrounded by its copies to mimic the
embedding into a bulk phase.

in equilibrium equal temperatures due to heat exchange. One of the central aims
of molecular simulations is to mimic this coupling consistently. So, the afore-
mentioned temperature coupling is always present in MC due to its statistical
mechanical foundation; in MD simulations it can be realized by a thermostat.

Unless a bulk interface is simulated, the physical environment of a microscopic
system is in most cases similar to the system itself. For example, in a glass of water
a cubic micron of water (which is a gigantic system for a molecular simulation) is
most likely surrounded only by other cubic microns of water; the fraction of such
cubelets close to a glass wall is tiny. Therefore, it is natural to implicitly surround
a simulated system by its copies using the so called periodic boundary conditions,
see Fig. 1.4(b). The danger of introducing artificial periodicity can be ruled out
by performing control simulations with a larger/smaller size.

1.3.2 Monte Carlo

The objective of the present work is to compute properties of the systems of
interest at certain thermodynamic conditions (e.g., fixed temperature). One
of the ways to do this is by a MC simulation, which has the following form:

{Initialization}
Generate or read in an initial configuration;
Read in simulation and interaction parameters.
{Simulation}
for the given number of cycles do
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Generate a new configuration according to the imposed thermodynamic con-
ditions;
Accept or reject this new configuration;
Compute the desired properties of the current configuration (“sampling”).

end for
{Termination}
Compute and return averages;
Return the final configuration of the system.

Statistical mechanical basis

Statistical mechanics studies systems whose state can be characterized by a large
but finite number of parameters. In this thesis, the state of a system is often given
by the coordinates and momenta of all particles; but there will also be simulations
in which the number and/or the identity of particles are necessary to identify a
state. A crucial notion is an ensemble, which is a set of states satisfying certain
criteria (also called phase space) and a statistical weight assigned to each state
(in other terms, the probability for this state to occur). For example, the state
of a set of traffic lights on the crossing of Boltzmannstrasse with Maxwell Drive
is at each time point characterized by the signal of each individual stoplight, see
Fig. 1.5. A traffic light ensemble would then consist of (1) the phase space of
all possible signal combinations (states), and (2) the likelihood for each of these
combinations (which is in this case the relative frequency). In a “safe ensemble”,
for instance, the statistical weight of all combinations where two cars passing on
green can crash should be 0. In a “pedestrian ensemble”, the statistical weight of
all states where at least one car signal is green is 0.

The next important concept in statistical mechanicals is an ensemble average.
Consider a property A, which is a function of the state of the system. Then the
expected value 〈A〉Υ of A in an ensemble Υ is the weighted sum

〈A〉Υ =
∑

s∈Υ π(s)A(s)∑
s∈Υ π(s)

, (1.1)

where the index s runs over the states of the ensemble; π(s) is the likelihood of
the state s. If the number of states is small, all states can be considered in the
sum of Eq. (1.1). For most molecular systems, the number of states is extremely
large and the statistical weight π of the vast majority of states is 0. In this case,
special techniques are needed.

Consider our example with the traffic lights. The probability that a pedestrian
crossing the Boltzmannstrasse has green light can be expressed as an simple en-
semble average of the property A which is 1 if this pedestrian has green light and
0 otherwise. Another variable that can be expressed as an ensemble average is the
“crossing capacity”, i.e. the number of lanes L available to the traffic that goes
straight. Imagine that Boltzmannstrasse has one lane in each side and Maxwell
Drive has two. In this case, L0 = 0 if cars on both streets have red; LB = 2 if cars
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Figure 1.5: Intersection of the Boltzmannstrasse with Maxwell Drive, seen along
the Maxwell Drive. The state of the crossing in the traffic light ensemble is defined
by the combination of the stoplight signals. Other parameters like the number of
cars or the time of the day are not relevant for the definition of a state in this
ensemble. The image is taken from http://commons.wikimedia.org.

on Boltzmannstrasse have green in both directions; LM = 4 if cars on Maxwell
Drive have green in both directions; and LM,B = 6 if cars have green on both
streets in both directions. The associated weights are then π0, πB , πM and πM,B ,
respectively. The last state has πM,B = 0 probability in the safe ensemble, so
that the average number of available lanes is given by

〈L〉 = π0L0+πBLB+πMLM +πM,BLM,B = π0·0+πB ·2+πM ·4+0·6 = 2πB+4πM .

We assume here that the probabilities are normalized, i.e,
∑

s∈Υ π(s) = 1.
It is important to note that statistical mechanicals does not make any state-

ments about the dynamic behaviour of the system. In the example of the traffic
lights, no statements can be made about average waiting times since no informa-
tion about the precise timing of the stoplights is stored in the ensemble formula-
tion.

In thermodynamics, one is intertested in a set of N atoms or molecules, whose
instantaneous state s can be characterized by the position ~ri and momentum ~pi

of each particle i, and the total energy E of this state is given by:

E(~r1, ~r2, . . . , ~rN ; ~p1, ~p2, . . . , ~pN ) = K(~p1, . . . , ~pN ) + U(~r1, . . . , ~rN ; ~p1, . . . , ~pN ).
(1.2)

where K and U are the kinetic and the potential energy, respectively. Usually, the
potential energy is a function of particle positions only, and the dependence on
the momenta can be expressed analytically as an “ideal gas contribution”.85,106

Consider first the case that the number of particles N and the volume V are
fixed, so that the state s of the system is well-defined by the coordinates and the
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momenta of the particles. The Hamiltonian H can then be identified with the
energy: H(s) = E(s). It is crucial that the Hamiltonian is bounded below, i.e.
that there exists an h0 such that H(s) ≥ h0 for each state s.

In order to define an ensemble, one has to assign a probability to each state.
The central assumption of statistical thermodynamics is that the likelihood π(s)
of each state s is a function of the Hamiltonian H(s) of this state.85,149 In other
terms, all states in the ensemble with constant number of particles, volume and
total energy (NVE) are equally likely. Recall the microscopic-macroscopic cou-
pling principle introduced at the beginning of Section 1.3. Consider a microscopic
system (simulation box) with constant volume and number of particles, which
exchanges heat with a very large reservoir. Imposing energy conservation for the
total system (simulation box plus reservoir), the central assumption yields that
the probabilities of two states s1 and s2 of the microscopic system satisfy85,150

π(s1)
π(s2)

= exp (−β [H(s1)−H(s2)]) (1.3)

with a non-negative constant β with units of inverse energy. The underlying
probability distribution π(s) ∝ exp(−βH(s)) is called the Boltzmann distribution,
and the associated probabilities – Boltzmann weights. In the limiting cases β →
∞, only the states with the smallest Hamiltonian have a nonzero Boltzmann
weight, and therefore the system is in the ground sate. On the other hand, if
β = 0, all states become equally likely. This observation rationalizes that the
temperature T (in units of K) must be inversely proportional to β. For historical
reasons, the thermodynamic temperature is defined as T = 1/(β kB), where kB ≈
1.38×10−23 J/K is the Boltzmann constant. This constant is related to the molar
gas constant R ≈ 8.31 J/(K×mol) via kB = R/NAV, with the Avogadro number
NAV defined earlier in the text. The resulting ensemble with constant number of
particles, volume and temperature is called the canonical ensemble (NVT).

If the number of states is finite (but very large), the probability of each state
is

π(s) =
exp(−βH(s))∑
i exp(−βH(si))

. (1.4)

For infinite sets, integration naturally replaces summation. Thus, for any observ-
able property A, the ensemble average is given by

〈A〉 =
∫

A(s) exp(−βH(s))ds∫
exp(−βH(s))ds

. (1.5)

For example, the average energy of the system is given by

〈E〉 =
∫

E(s) exp(−βH(s))ds∫
exp(−βH(s))ds

. (1.6)

The denominator Z on the right side of this equation is called the partition func-
tion (or partition sum). It is related to the Helmholtz free energy F of the system
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via
F = −kBT lnZ. (1.7)

For most systems, F cannot be computed directly in a single simulation; but free
energy difference between different systems can be computed.85,147

Many macroscopic properties can be formulated as observables, and thus they
can expressed directly as ensemble averages: pressure; heat capacity; structural
(order) parameters; dielectric constant in polar systems; elastic constants. Natu-
rally, dynamic properties such as diffusion coefficients, viscosity or heat conduc-
tivity cannot be expressed as ensemble averages. Some physical variables that are
related to Z, such as free energy and entropy, cannot be expressed as ensemble
averages. However, the derivatives of the free energy can be expressed as ensemble
averages, and thus the free energy can be determined using advanced techniques.

A random walk in the phase space

The canonical ensemble is defined by (1) the phase space, where states are char-
acterized by the positions and momenta of all particles; (2) a Hamiltonian H;
and (3) the value of β, or equivalently T . Together, the latter two determine the
statistical weight of state. The only objective of MC simulations is to compute
ensemble averages as in Eq. 1.5. This task is slightly simplified if the potential
energy does not depend on momenta, which is the case in classical force fields.
Then the integration with respect to the momenta can be carried out analyti-
cally, and also the momentum-dependent terms of the observables can be treated
separately. Eq. 1.5 becomes

〈A〉 =
∫

A(s) exp [−βUpot(s)] ds∫
exp [−βUpot(s)] ds

. (1.8)

where the “reduced” states s depend on positions only. Accordingly, the statistical
weight of each state s is proportional to exp [−βUpot(s)] because the dependence
on momenta in Eq. (1.4) cancels.

A naive approach would be to compute the integrals in the enumerator and
denominator of the right hand side of Eq. (1.8) using a deterministic method
(quadrature). Such methods converge with a power of the distance between grid
points in the discretized space. Therefore, the number of gridpoints required for a
fixed precision grows exponentially with the number of coordinates. For a system
consisting of 100 particles in three dimensions, one would need 10300 evaluations
of the potential when discretizing each degree of freedom by 10 points. This is not
feasible. Furthermore, for most grid points in a practical simulation would have
a 0 statistical weight. Thus, unless the grid is very fine, the computed integrals
in Eq. (1.8) would vanish, and one ends up with a useless “0/0” result.

Stochastic methods are much more efficient for computing high-dimensional
integrals. The reason is that the convergence of stochastic methods depends on
the number of random grid points, and not on the distance between them. One
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therefore performs a discrete random walk (RW) in the (reduced) phase space,
such that each state during this walk is visited with a frequency proportional
to its Boltzmann weight. In this way, the relevant regions of the phase space
are sampled. This is done by defining for each pair of states s, s′ the transition
probabilities t(s → s′) and t(s′ → s) of going in one step from s to s′ or vice
versa. It is important to impose the ergodicity condition on the RW: for each pair
of states s, s′ with nonzero statistical weights, there is a finite sequence of states
(path) between them with a nonzero probability. This condition guarantees that
any relevant state can be reached. Note that there is often a nonzero probability
t(s → s) of staying in the same state. Each state s has a “population” N(s) ∝
exp(−βUpot(s)). Consider a pair of states s, s′ with non-zero populations, and
a (hypothetical) binary RW that goes back and forth between s and s′ for a
very large number of times M , so that each state is visited Ms and Ms′ times,
respectively. The number Ms can be counted as the number of times that the
RW enters the state s from s′, which is Ms′ t(s′ → s), plus the number of times
that the RW stays in s, which is Ms(1− t(s → s′)). This double-counting of Ms

yields the following equation:

Ms = Ms′ t(s′ → s) + Ms(1− t(s → s′)). (1.9)

It is natural to impose that the number of times each of the states is visited on
the binary random walk is proportional to the actual population N of these two
states:

Ms/Ms′ = N(s)/N(s′) = exp(−β(Upot(s)− Upot(s′))). (1.10)

Combining Eqs. (1.9) and (1.10), one obtains the so-called detailed balance equa-
tion:

N(s′)t(s′ → s) = N(s)t(s → s′). (1.11)

Note that this equation also holds in the trivial case when one or more terms
become 0.

For the general case of a RW, it can be shown that in order to visit each state
with a probability proportional to its Boltzmann factor, it is necessary that the
balance condition holds:147∑

s′ 6=s

N(s′)t(s′ → s) =
∑
s′ 6=s

N(s)t(s → s′) (1.12)

meaning that the total incoming flux to s equals the total outgoing flux from s. If
the system is ergodic, then Eq. 1.12 is sufficient to ensure that states are visited
with a probability proportional to their Boltzmann weights. Clearly, detailed
balance (Eq. (1.11)) is a much stronger condition. Essentially, detailed balance
means that all terms in Eq. (1.12) are equal and therefore Eq. (1.12) will hold
automatically. Note that, in principle, detailed balance is not necessary.151

In a practical simulation, the term t(s → s′) is the product of the attempt
probability α(s → s′) for trying to move from s to s′ and the acceptance probability
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acc(s → s′) that this move is actually performed. Consider the simple case that
α(s → s′) = α(s′ → s). Then the detailed balance Eq. (1.11) can be rearranged
into

acc(s → s′)
acc(s′ → s)

=
N(s′)
N(s)

exp (−β(Upot(s′)− Upot(s))) . (1.13)

There are infinitely many possible choices for the acceptance probability; however,
the original Metropolis criterion152 has manifested as standard:

acc(s → s′) = min (1, exp(−β4U)) , (1.14)

where 4U = Upot(s′)−Upot(s) is the potential energy difference between the new
and the old configuration; the minimum function min(a, b) is a if a < b and b oth-
erwise. A standard MC step has the following form:
{Trial move}
Given an old configuration o of the system, generate randomly a new configu-
ration n;
{Accept or reject the trial move}
Compute the energy difference of the two configurations;
if the new configuration has a lower energy that the old one then

go from o to n;
else

go from o to n with the probability exp(−β4U);
end if
{Terminate}
if the trial move is accepted then

update positions and energies.
end if

Note that the acceptance rule based on exp(−β4U) is only correct in the case
of equal attempt propabilities: α(o → n) = α(n → o)), see the above derivation.
If the two attempt probabilities are not equal due to, e.g., a biased trial move
generation, such difference must be corrected for in the acceptance rule.

The next question is how to create a new configuration from the old one. The
established strategy is to attempt a change of a small, randomly chosen part of
the system (e.g., one single particle or molecule). A long sequence of such small
changes leads eventually to major changes in the system.

Trial moves

Canonical ensemble In the canonical (NVT) ensemble, the number of parti-
cles, volume and temperature are fixed. Our systems of interest consist of atomic
clusters (NCs or gold slabs in Chapter 2) and linear chain molecules (capping
molecules, n-hexane solvent). To sample the degrees of freedom of such systems,
we employ the following “standard” trial moves:
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1. Translation of a molecule: all atoms of a single randomly chosen molecule
are shifted simultaneously by a vector ~d (generated randomly).

2. Rotation of a molecule: the entire randomly chosen molecule is rotated by
a randomly chosen angle around a randomly chosen axis; the center of mass
of the molecule remains unchanged.

3. Displacement of a NC atom (Chapter 3): a randomly chosen NC atom is
shifted by a randomly chosen vector.

4. Rotation of a NC (Chapter 4): the entire NC is rotated by a randomly
chosen angle around a randomly chosen axis; the center of mass of the NC
remains unchanged.

5. Cluster rotation (Chapter 4): a NC with all ligands adsorbed to its surface
is rotated by a randomly chosen angle around a randomly chosen axis; the
center of mass of the NC remains unchanged.

For all these moves, the Metropolis acceptance rule Eq. (1.14) is applied. For a
cluster rotation, one has to pay attention that the definition of the “cluster” does
not change after the move. If this happens, the move is automatically rejected.
Without this additional condition, detailed balance will be violated.

In addition to the “standard” trial moves, we apply the Configurational-bias
MC (CBMC) to explore the internal degrees of freedom of the flexible linear chain
molecules.153–156 This algorithm involves a “smart” generation of a trial move,
so that the attempt probability α is not symmetric anymore, which results in
a different acceptance rule. The interactions are separated into “bonded” and
non-bonded terms; bonded interactions include stretching, bending and torsion
of (chemical) bonds; all other interactions, including intramolecular interactions
between beads separated by more than three bonds, are considered as non-bonded.
A CBMC trial move is performed according to the following protocol:

1. Grow a new configuration and calculate its Rosenbluth factor W ext
new.

2. Grow the old configuration and calculate its Rosenbluth factor W ext
old .

3. Accept the trial move with the probability acc(o → n) = min(1,W ext
new/W ext

old ).

A new configuration of a linear chain with n beads is “grown” by the following
recursive procedure. The bias introduced during such trial move generation is
removed exactly in the acceptance rule.85,153 Assume that i−1 beads are already
grown. For the ith bead

1. Generate Ki trial positions for the i bead with probability proportional to
the Boltzmann factor of the bonded interaction energy with the previous
beads;
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2. Calculate the non-bonded interactions uext
j for each of the trial positions

j = 1, . . . ,Ki and the weight wext
i =

∑Ki

j=1 exp
[
−βuext

j

]
;

3. Select one of the trial positions according to probability

pj =
exp

[
−βuext

j

]
wext

i

.

The old configuration of a chain is grown in a similar fashion, but the first trial
position is always the old position of the corresponding bead, and it is also the
one which always becomes selected. The Rosenbluth factor is defined as

W ext =
n∏

i=1

wext
i

Ki
. (1.15)

In a partial regrow move, the headgroup remains fixed while the rest of the chain
is regrown.

The computational performance of CBMC can be improved using advanced
schemes, e.g. the dual-cutoff CBMC149 or a biased insertion technique.157–159 The
CBMC technique can be extended to branched molecules.160,161 Further strategies
for exploring the phase space of chain molecules include the recoil growth,162,163

dynamic pruned-enriched Rosenbluth method,164 or rebridging MC.165 The reader
is referred to Ref.85 for a detailed discussion and comparison of these methods.

Grand-canonical and semigrand ensemble In the grand-canonical (µVT)
ensemble, the volume and temperature are fixed while the number of molecules
Nj of species j fluctuates according to its chemical potential µj , or equivalently
fugacity fj . This means that the microscopic simulation box and the macroscopic
surrounding in Fig. 1.4 not only exchange heat, but also particles. This fluctuating
number of molecules represents a dynamic equilibrium between the simulated
system and the surrounding bulk phase, in which the species j is at the same
temperature and chemical potential. The latter phase is not simulated explicitly.
Two examples of such bulk phase are relevant for this work:

1. Unsaturated vapour with a pressure pj . Away from the boiling temperature,
the unsaturated vapour behaves like ideal gas for many compounds. In this
case, the ideal gas approximation f ≈ p is valid; for a real gas, f and p are
related via the equation of state.90

2. A dilute solution with concentration cj . In this regime, Henry’s Law is
applicable: c = KHf with a Henry constant KH , which can be determined
from a separate simulation.85,94,147

The sampling of the number of particles Nj is realized using molecule insertion
and deletion trial moves, which are attempted with equal probability. An insertion
attempt takes the following form:85
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1. Grow a new molecule of the randomly chosen component j using CBMC
and compute the associated Rosenbluth factor W ext

new of this configuration.

2. Accept or reject with probability

acc(Nj → Nj + 1) = min
(

1,
βfjV

Nj + 1
W ext

new

W0

)
(1.16)

where W0 is the average Rosenbluth factor of a single isolated chain

A deletion is attempted as follows.:85

1. Select at random a molecule of the randomly chosen component j;

2. Grow the old configuration of this molecule using CBMC and compute the
associated Rosenbluth factor W ext

old of the old configuration.

3. Accept or reject with probability

acc(Nj → Nj − 1) = min
(

1,
Nj

βfjV

W0

W ext
old

)
. (1.17)

In the semigrand ensemble, the total number of molecules is fixed, but molecules
are allowed to switch their identity according to the chemical potential difference
of the two species (or, equivalently, their fugacity ratio).166 This technique is very
efficient when simulating multi-component systems, as mixing or segregation is
not limited by diffusion. The associated trial move consists of the following parts:

1. Select the component i at random

2. Select the component j 6= i at random.

3. Remove a randomly selected molecule of component i.

4. Insert a molecule with identity j with identical coordinates of the first bead.

The associated acceptance rule is then85

acc(Ni, Nj → Ni − 1, Nj + 1) = min
(

1,
fi

fj

Ni

Nj + 1
W ext

new

W ext
old

)
. (1.18)

1.3.3 Molecular Dynamics

The objective of a MD simulations is to construct a representative trajectory in
the phase space. It can be used to study the dynamical properties of the system,
such as viscosity, diffusivity or heat conductivity. Note that such a trajectory will
never be exact: the deviation of a numerical solution of the equations of motion
from the exact one always becomes very large very fast.85 However, this issue is
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not important. The exact dynamics of an experimental system is not reproducible
anyway, even if one could track all the particles in the system (which is not possible
due to Heisenberg’s uncertainty relation). Nevertheless, the dynamical properties
of a system can be measured reproducibly, meaning that they do not depend on
a particular trajectory. The same holds for MD simulations.

The trajectory is obtained by solving Newton’s equations of motion: at each
time point t, the total force ~fi on each particle i equals its mass mi times accel-
eration ~ai:

~fi = mi~ai. (1.19)

This differential equation can be written in terms of the position ~ri(t) of the
particle:

~fi = mi
∂2

∂t2
~ri(t), (1.20)

where the force is a function of the positions of all particles. This equation can
only be solved approximately by discretizing the time. For a very small time step
4t, the second derivative (acceleration) may be replaced by the central difference:

ai(t) =
∂2

∂t2
~ri(t) ≈

~ri(t +4t) + ~ri(t−4t)− 2~ri(t)
4t2

. (1.21)

Assume that the trajectory is known for the time points t−4t and t. Combining
Eqs. (1.20) and (1.21), the trajectory can be propagated to the point t +4t:

~ri(t +4t) ≈ 2~ri(t)− ~ri(t−4t) +
~fi

mi
4t2. (1.22)

This is the basis of the Verlet Algorithm. Other integrators like Velocity-Verlet167

or Leap Frog algorithms have the same basis and yield rigorously identical tra-
jectories as the Verlet algorithm; but the computed velocities are more accu-
rate.85,147,148 On the same basis, special techniques were developed for the sys-
tems with constraints (such as fixed bond lengths) or rigid bodies (such as fixed
molecular fragments).168–170 All these algorithms have the following important
properties:

1. They are time-reversible.

2. The total energy and the total momentum of the system are conserved.

3. They are simplectic, i.e. the volume in the phase space is conserved.

In practice, these properties were found to be crucial to obtain a representative
trajectory.85

Most thermodynamic properties are defined for a fixed temperature rather
than fixed energy which is conserved by the above integrators. In an MD simula-
tion, the instantaneous temperature TK(t) is related to the kinetic energy:

kBTK(t) =
1

Nf

N∑
i=1

mivi(t) (1.23)
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where vi is the velocity of the particle i; N is the total number of particles in the
system, and Nf the number of degrees of freedom (typically, Nf = 3N − 3 for a
three-dimensional system with a conserved linear momentum).90 Since TK is a
function of system state, its average value 〈TK〉 can be expressed as an ensemble
average at a given (thermodynamic) temperature T . It is, of course, desirable
to have 〈TK〉 = T . The fluctuation of the kinetic temperature (TK − T )2 is
another function of state, and its ensemble average vanishes only for very large
(macroscopic) systems.85,106 Note that in this limit, the NVE and NVT ensembles
are identical.

As mentioned at the beginning of Section 1.3, the goal of molecular simula-
tions is to study microscopic systems that are embedded in a bulk macroscopic
environment. In MD simulations, the coupling of temperature is realized via a
thermostat, which has to fulfill the following requirements:

� The average kinetic energy 〈TK〉 = T equals the imposed temperature T .

� The trajectory samples the desired ensemble.

� The thermostat is a small perturbation of the original integrator.

The last condition is necessary to retain the dynamic properties of the system.
Several thermostats have been developed; the ones commonly used in atomistic
simulations are based on the Andersen or on the Nosé-Hover thermostats.85

1.4 Scope and outline

Self-assembly of capped nanocrystals (NC) has attracted a lot of attention over
the past decade. Despite progresses in manufacturing of these superstructures, the
current understanding of their mechanical and thermodynamic stability is limited.
For further applications, it is crucial to find the origin and the magnitude of the
interactions that keep self-assembled NCs together, and it is desirable to find a
way to rationally manipulate these interactions. NCs are usually protected by an
organic capping layer that prevents aggregation, e.g. gold NCs are often capped
with alkyl thiol molecules.38 These ligands play an important role in the NC self-
assembly; however, it is very difficult to assess the properties of the capping layer
experimentally. For such systems, molecular simulations are the method choice.

In Chapter 2, we study the formation and structure of an alkylthiol capping
layer on Au NCs . To assess the role of the NC surface curvature, a complementary
study is carried out for the formation of self-assembled monolayers of alkylthiols
on a flat gold surface. The geometry plays a very important role in this formation
process, and we find an complex phase behaviour on the planar surface that
is absent for the curved NC. We also consider capping exchange, which is an
important step in functionalisation of NCs and planar surfaces. We find that the
solvent strongly influences the adsorption selectivity, and cannot be ignored in
simulations as it was done previously.
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In Chapter 3, the attention is turned to semiconductor NCs. The interac-
tions between these NCs and capping molecules are currently poorly understood,
although these interactions are the key to their colloidal stability and surface
functionalization. Thus, insights from molecular simulations are urgently needed.
We study adsorption of capping molecules to CdSe NCs using a pragmatic model
based on state-of-the-art force fields without any parameter adjustment. This is
the first study of this kind. The computed binding energies are in surprisingly
good agreement with earlier quantum chemical calculations and experiment. This
provides a crucial proof of principle that it is possible to describe the NC–ligand
interactions using classical models. In analogy with Chapter 2, a case study of
the formation of a capping layer is carried out. As a result of this case study we
are able to formulate some nontrivial and counterintuitive hypotheses that need
to be tested further.
We return to gold nanocrystals protected by alkylthiols in Chapter 4. Knowledge
on the details of the nanocrystal–nanocrystal interaction is of vital importance
to derive a coarse-grained nanocrystal potential. We develop such a potential
from atomistic simulations, enabling its use in simulation studies of nanocrys-
tal self-assembly and thus predict nanocrystal superstructure characteristics. We
compute the free energy or equivalently the potential of mean force (PMF) as a
function of the distance between pairs and triples of interacting capped gold NCs.
The influence of several crucial parameters on the PMF is investigated systemati-
cally, such as NC size, ligand length, temperature. On the basis of our simulation
and modeling results, recommendations are made for the choice of ligand for a
desired NC superstructure. This is a small but important step towards rational
design of self-assembled structures.
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Chapter 2

Monolayers of Alkylthiols on
Gold Surfaces

This chapter reports results of Monte Carlo simulations of single gold nanocrys-
tals (NCs) and gold (111) slabs covered with alkylthiols, with and without explicit
solvent (n-hexane) at T = 300 K. We develop a coarse-grained model for NC–
ligand interactions. Adsorption isotherms for propane- and octanethiol show a
phase behaviour measured previously in experiments. Comparison of the adsorp-
tion isotherm of octanethiol in hexane on a (111) slab with experimental data
suggests that in this system no thiolate bond was formed. The geometry of a
gold surface strongly influences the formation and structure of the capping mono-
layer. On a gold (111) surface, attractive interactions between carbon chains are
more pronounced than on a NC. This leads to a stronger penetration of the cap-
ping layer by the solvent. Adsorption selectivity for binary alkylthiol mixtures is
stronger in vacuum than in solution. The convex shape of NCs also reduces the
adsorption selectivity of binary thiol mixtures. This result shows that the solvent
cannot be ignored in simulations.

2.1 Introduction

Besides the alkylthiol capped gold nanocrystals introduced in Section 1.1, we also
consider their bulk analoga in this chapter. On planar gold surfaces, alkylthi-
ols are known to form well organized structures called self-assembled monolayers
(SAMs). The gold-thiol interaction is very strong, preventing the surfactants
from evaporating or dissolving.46 As a result, these SAMs are stable at ambient
conditions. Gold SAM structures are promising materials for various applications
such as controlled wetting, catalysis, sensoring and in biotechnology.171,172 A
large amount of research has been carried out on the preparation, structure and
application of SAMs of alkyl thiols on gold. For two reasons gold (111) surfaces

29



30 MONOLAYERS OF ALKYLTHIOLS ON GOLD SURFACES

are often studied: they are easy to prepare experimentally172 and thiols adsorb
readily on such surfaces.173 In saturated systems, the aliphatic tails align parallel
to each other making an angle of 25 − 30◦ with the surface normal.171 In such
systems, thiol heads form a 2D hexagonal overlattice on the flat (111) surface with
S–S spacing of ≈ 5 Å. In the conventional description of SAMs, a thiol head-
group adsorbs to a hollow site between three Au atoms, so that the S–S spacing
is ascribed to the spacing between such hollow sites. A major open question was
whether a thiol headgroup dissociates on the gold surface to form a thiolate, or
not.171,172,174 It is known since early measurements174 that a thiolate binds much
stronger than an intact thiol (45 vs 12.5 kJ/mol); however, it is not clear whether
this energy difference is sufficient to break the S–H bond. Early Density Func-
tional Theory (DFT) computations suggested formation of a thiolate,175 while a
later ab initio study has shown that the S–H bond only breaks on a Au surface
defect.176 Very recent experimental and computational studies provide evidence
for a much more complex gold–thiol(ate) surface structure.177–180 The surface
gold layer is shown to reconstruct such that some Au atoms are in the same plane
as adsorbed thiolate headgroups and bind to two S atoms each (this process was
dubbed surface polymerisation179). On the other hand, very small gold clusters
such as Au25 or Au38 coated by thiols behave like giant molecules rather than sur-
factant capped colloids:181–186 they feature well-defined stoichiometry and surface
bonds.

Little is known about the formation of SAMs and structure of unsaturated
systems. Poirier et al. described using scanning tunneling microscopy a coverage-
dependent transition from a 2D-liquid to a 2D-crystal during the formation of
butanethiol-SAM187 without the presence of a solvent. For decanethiol, even more
coverage-dependent 2D-phases are possible.188 This complex phase behaviour is
in contrast with the simple Langmuir adsorption for octane-thiol in n-hexane
solution, observed by Karpovich and Blanchard.189

While self-assembled monolayers of alkylthiols have been studied extensively,
less is known about the structure of these molecules adsorbed on gold NCs. At
room temperature, octanethiol and shorter thiols are completely conformationally
disordered.135 Experiments show that temperature-induced phase transitions of
the capping layer of CdSe NCs dramatically alter optical properties of NCs in
solution.190 This is due to the reconstruction of the NC surface, induced by
phase transitions in the capping layer. Therefore, it is of considerable importance
to study how the internal structure of molecules in the capping layer depends on
the geometry (size, shape and curvature) of NCs. It was also observed that the
structure of 2D and 3D assemblies of NCs strongly depends on the nature of the
surfactant molecules and the solvent, and also on the NC size.48,49,191

As it is difficult to obtain such structural data or information on the adsorption
behaviour on NCs from experiments, molecular simulations may provide more
insight on this topic. Several molecular simulation studies on gold-thiolate systems
have been undertaken. Hautman and Klein developed the first effective potential
for the gold (111)-sulfur and gold (111)-carbon interactions.192 They mimicked
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gold as a plane without structure interacting with united atoms. This model
was quickly adopted because it correctly describes the structure of SAMs.192,193

Furthermore, using the effective potential is computationally relatively cheap,
compared to full Au atom models. In Refs.158,194,195 the Hautman-Klein (HK)
model was used to describe phase behaviour of mixed SAMs using MC, while
Refs.196–198 used lattice models. In two independent studies,131,199 atomistic
force-fields for the Au–thiolate interactions were developed. These were based on
ab initio46 calculations and experimental data174 on Au–thiolate systems. Several
experimentally observed phenomena could be reproduced in Molecular Dynamics
simulations, such as the chain-melting temperature of a capping layer and the
dependence of the structure of a NC superlattice on the chain length of the capping
molecules.131,132

In this chapter we study both flat Au (111) surfaces and NCs as sorbates for
alkylthiols. We compute adsorption isotherms to understand the thermodynamics
and structural properties involved in the formation of self-assembled monolayers
and capping layers. We also study the adsorption selectivities of binary mixtures
of alkylthiols that differ in tail length to larger NCs. An important aspect in these
simulations is the influence of the solvent which we simulate explicitly. Our aim
is to determine the difference between (1) systems in solution and in vacuum, and
(2) elaborate the formation and structure of capping layers on planar Au (111)
surfaces and on gold NCs. We adhere to the conventional description of thiols on
gold surfaces, since it very well explains experimentally observed packing, order
and thermodynamic properties of SAMs. These properties are not affected by the
precise Au–S binding details, and this is why they can be reproduced in molecular
simulations using, e.g, the Hautman-Klein potential. We also develop a coarse-
grained interaction potential between icosahedral NCs and united atoms that can
be used to efficiently compute thermodynamic and structural properties of alkyl-
thiol capping layers adsorbed on gold NCs. This potential can be considered as
3D-analogon of the popular Hautman-Klein potential.192

In previous simulation studies, saturated alkylthiol SAMs and capping layers
on gold NCs were studied.131,137,158,192–195,199 In this case, the Au–S interaction
strength is of minor importance as long as it is very strong. In this work, however,
we focus on the actual formation of SAMs and NC capping layers using equilib-
rium Monte Carlo simulations. Here, the Au–S interaction plays a crucial role.
The Morse potential used Refs.131,137,199 yields almost twice as strong effective
interaction compared to the Hautman-Klein (HK) potential. We show in Sec-
tion 2.4.2 that, as long as the Au–S interaction is by orders of magnitude stronger
than thermal fluctuations and CHx–CHy and Au–CHx interactions, the results
from different adsorption simulations can be related by a simple mathematical
transformation (see also Ref.159).

The remainder of this chapter is structures as follows. We first introduce
our interaction model in Section 2.2. In Section 2.3, we develop a novel coarse-
grained potential for icosahedral NCs. Our simulation methods are presented in
Section 2.4. Section 2.5 is devoted to the computed adsorption isotherms. In
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Section 2.6, we focus on the structural properties of adsorbed system at various
loadings such as orientation and density profiles. In section 2.7 we investigate
selective adsorption of binary mixtures of alkylthiols with different chain lengths.

2.2 Molecular model

We apply a united atom model where groups of atoms are represented by single
‘pseudo atoms’. We use this approach for SH, CH2 and CH3 groups in ligand
and solvent molecules. We denote the first by S and the last two by C (a C
segment at the end of a chain is a CH3 type and a CH2 type otherwise). The
surfactants (alkylthiols) are referred to as “SCx”, where x is the number of alkyl
chain segments in the linear tail. Solvent and surfactant molecules interact with
each other via truncated and shifted Lennard-Jones (LJ) pair interactions φTS

between united atoms

φTS(rij) =
{

φLJ(rij)− φLJ(rc) rij ≤ rc

0 rij > rc
, (2.1)

where φLJ is the LJ potential:

φLJ(rij) = 4 εij

[(
σij

rij

)12

−
(

σij

rij

)6
]

. (2.2)

In these equations, rij is the distance between two united atoms i and j, and rc

is the cutoff distance (here rc = 12.0 Å). The potential well depth is εij and σij is
the size parameter for particles i and j. The parameters for C–C interactions are
taken from Ref.;98 the ones for C–S and S–S from Ref.192 In surfactant and sol-
vent molecules, we account for intramolecular bond stretching, bond bending and
torsional forces with parameters from Ref.98 Additionally, we apply a LJ inter-
action between segments that are separated by more than three bonds. The gold
structures are made up from Au atoms that interact with other species via trun-
cated and shifted LJ pair interactions (using rc = 12.0 Å). To keep computational
efforts to acceptable levels, all gold structures are considered as rigid.

2.2.1 Au–S and Au–C interactions

To make a fair comparison between the adsorption of alkylthiols on NCs and on
flat Au (111) surfaces, interactions with all gold atoms are considered. To derive
the parameters for these pair-interactions, we start from the Hautman-Klein (HK)
potential

Veff(z) =
C12

(z − z0)12
− C3

(z − z0)3
, (2.3)

where z represents the distance of a united atom to the gold surface, and C12, C3,
z0 are parameters that determine the potential well-depth Um and its position zm.
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Figure 2.1: Fit of the Au–CH2 LJ parameters to the Hautman-Klein effective
potential Eq. (2.3) for T →∞.

We assume that Au atoms interact with other species via a truncated and shifted
LJ potential (Eq. 2.1). We find the corresponding LJ parameters ε and σ such
that it reproduces Veff(z) by calculating the average interaction energy 〈U〉 (z) as
a function of separation z of a single CHx or S segment from a sufficiently large
gold (111) slab with lattice spacing 4.08 Å. The average interaction at a given
separation z is determined by randomly generating a large number N of xi, yi

(i = 1, . . . , N) positions in a plane at distance z and calculating the Boltzmann
average energy

〈U〉 (z) =
∑N

i=1 V(z, xi, yi) exp [−βV(z, xi, yi)]∑N
i=1 exp [−βV(z, xi, yi)]

. (2.4)

with β = 1
kBT (kB is the Boltzmann constant). Here, V(z, xi, yi) is the effective

interaction with the gold slab, given by

V(z, xi, yi) =
NAu∑
j=1

φTS(rij), (2.5)

where NAu is the number of gold atoms in the slab. A fit of 〈U〉 (z) to V eff(z)
now determines the LJ parameters for the Au–S and Au–C interactions. We
consider two cases: one where we compute 〈U〉 (z) for the desired temperature
T = 300 K and another where the effective interaction is calculated for the limit
β → 0 (T →∞).

For both cases we found force field parameters that closely reproduce Veff(z);
an example is shown in Fig. 2.1. At T = 300 K, the Boltzmann weights of the x, y
positions on the plane that are just above a hollow site between three Au atoms
of the Au (111)-plane have a larger contribution to the average energy 〈U〉 (z).
At T →∞, all x, y positions have equal weights in Eq. 2.4. As a result, εT=300 K
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Table 2.1: Force field parameters for the LJ interactions in our system. The
CHx–CHy interaction parameters are taken from Ref.98 The S–CHx were taken
from Ref.192 Au–S and Au–CHx interactions were derived using Eqs. 2.4 and 2.5.
Note that the Au structures are rigid and therefore we do not include Au–Au
interactions.

εij/kB [K] CH3 CH2 SH AuT→∞ AuT=300 K

CH3 108 78 117 108 108
CH2 78 56 84 88 88
SH 117 84 126 4260 2795

AuT→∞ 108 88 4260 - -
AuT=300 K 108 88 2795 - -

σij [Å] CH3 CH2 SH AuT→∞ AuT=300 K

CH3 3.76 3.86 4.11 3.54 3.54
CH2 3.86 3.96 4.21 3.54 3.54
SH 4.11 4.21 4.45 2.40 2.65

AuT→∞ 3.54 3.54 2.40 - -
AuT=300 K 3.54 3.54 2.65 - -

is lower than εT→∞, see Table 2.1. Lowering ε leads to a decrease in effective
interaction range as a function of z. Hence, a fit to the Hautman-Klein effective
potential for T = 300 K requires a larger σ parameter compared to T →∞. The
force field parameters for each interaction type within our system are summarized
in Table 2.1.

2.3 Coarse-grained model for gold nanocrystals
with an organic capping layer

The popular approach by Hautman and Klein192 of approximating the Au (111)
surface-system interaction by a unidirectional effective potential is unsuitable for
gold NCs as they typically have an icosahedral (Ih) shape as in Fig. 2.2(a).125,200,201

In this section we develop an analogue of the Hautman-Klein potential for NCs.
We consider a half-line starting from the NC-center. A certain part of this

line lies inside the Ih. We denote its length by rico that obviously depends on
the orientation of the half-line. The facet triangle pierced by this line is then
the closest facet. If α is the angle between the half-line and the line connecting
the center of the closest facet with the NC-center, then rico = Rin/ cos α, see
Fig. 2.2(b). We place a pseudo-atom at each point on this half-line and calculate
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(a) (b)

Figure 2.2: (a) Schematic representation of an icosahedral (Ih) nanocrystal: atoms
of the NC are represented by grey spheres, edges of the Ih by black lines. (b) A
sketch of the effective potential calculation. Gold atoms are represented by large
grey circles, a pseudo-atom (CHx) by the black dot and the closest facet of the Ih
by the bold vertical line. The half-line mentioned at the beginning of Section 2.3
connects the NC-center with CH3. The bold dashed lines represent other facets.
The distance between the pseudoatom (CH3) and NC-center is r. Dashed arrows
represent LJ interactions with the gold atoms, the sum of which is Ueff(r) as in
Eq. (2.6). The solid double-sided arrows indicate the in-radius Rin and the part
of the half-line inside the Ih rico; the angle between them is α.

its total interaction with the nanocrystal,

Ueff(r) =
Nnano∑
i=1

φLJ(ri) (2.6)

with r being the distance to the NC-center, ri the distance to the gold atom i
and Nnano the number of atoms in the NC. We find that for all orientations we
can fit Ueff(r) with the same type of function:

Ueff(r) =
5
3

(2.5)
4
6 Umin

[(
τ

r − rico

)10

−
(

τ

r − rico

)4
]

, (2.7)

where Umin and τ determine the potential well depth and width, respectively.
The potential of Eq. (2.7) has a minimum at r∗ = rico + τ 6

√
2.5 with the value

U(r∗) = −Umin. Just as for rico (Fig. 2.2(b)), the parameters τ and Umin (in
principle) depend on the orientation of the half-line. Remarkably, the value of
τ differs by only 0.2 Å for different orientations of the half-line and, therefore,
it will be set constant. Fig. 2.3(a) shows that the value of Umin is lowest in the
direction of a facet center and highest in the direction of a corner, the difference
is factor 3. This has also been observed for the effective interactions between an
argon atom and a fullerene molecule.202 The 10 − 4 potential of Eq. (2.7) has
the same asymptotic behaviour as the coarse-grained model of Ref.,133 where the
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Figure 2.3: Effective interactions of pseudo-atoms CH3 (a) and SH (b) with
nanocrystals. (a) Effective Au561—CH3 interaction along half-lines through the
midpoint, edge center and a corner of a facet (symbols); and fits to the 10 − 4
potential of Eq. (2.7) (lines). Parameters τ and Umin result from fitting to the
individual curves. (b) Effective Au561—SH and Au1415—SH interactions, respec-
tively, calculated in the direction of a facet midpoint and of a corner. Note that
on the horizontal axis rico is subtracted. The pairs of lines corresponding to same
directions coincide.

Au–CHx interaction is modeled via a 12 − 4 potential. However, it is important
to note that in that work the coarse-grained potential has a spherical symmetry
(i.e. rico, τ and Umin are constant), and hence the repulsive part of the potential
(which results from the shape of the NC) is expected to be different.

We have calculated the effective interactions also for Au1415 (diameter≈ 40 Å),
see Fig. 2.3(b). The size effect on the effective interaction is negligible, i.e. the
parameters τ and Umin are the same for both NCs. Therefore, our coarse-grained
model will also be applicable to all larger icosahedral NCs.

The icosahedral shape influences Umin significantly in the following way: at
the facet midpoint a particle has more gold atoms in its neighborhood than on the
edge, and hence more attractive contributions to the potential, see Fig. 2.2(a).
This geometrical difference is expressed primarily by the value of the angle α.
The well-depth Umin depends also on the atomistic structure of the surface. In
the conventional description,171,176 a thiol head prefers a hollow site between
three gold atoms over a position on top of a gold atom. This makes a convenient
analytical expression for Umin impossible. This phenomenon can only be taken
into account by tabulating Umin. We have chosen, instead, to average Umin over
the surface structure. The same problem arises when modeling extended surfaces,
and the popular Hautman–Klein potential implicitly averages over the atomistic
structure of bulk Au(111).
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Figure 2.4: (a) The minima Umin of the effective interaction Eq. (2.7) as func-
tion of α for a large number of orientations for SH (represented by dots). The
orientations are chosen uniformly from the triangle with corners at a facet center,
at a corner and at an edge center; other orientations follow by symmetry of the
Ih–surface. Circular patterns arise due to atomistic details of the surface. The fit
to Eq. (2.8) with parameters from Table 2.2 is displayed by the solid line. The
parameters are chosen in a way that low energies are better reproduced than the
high ones. (b) Effective Au561—CH3 interaction along half-lines through the mid-
point, edge center and a corner of a facet (symbols), and according to Eq. (2.8)
with parameters from Table 2.2 (lines), in contrast with Fig. 2.3(a) where the
parameters were fitted to individual curves.

Table 2.2: Force field parameters for the coarse-grained interaction potential
Eqs. (2.7) and (2.8).

UC
min/kB [K] η/kB [K] τ [Å]

CH3 1200 2500 2.9
CH2 970 2020 2.9
SH 15500 25000 2.35
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We calculate Ueff and Umin for half-lines going through points of the triangle
limited by a facet center, edge center and a corner. Any point on the Ih–surface
is equivalent to a point inside such a triangle by symmetry. We fit those minima
to the function

Umin = UC
min − η sin2 α (2.8)

with UC
min being the well-depth at the facet center and η a constant fitting pa-

rameter, see Fig. 2.4(a). In principle, η depends on a second angle, e.g. the
angle between the half-line and the NC-center–corner line. However, we could
obtain sufficient accuracy using a constant, averaged η. Parameters for differ-
ent pseudoatoms are summarized in Table 2.2. Fig. 2.4(b) shows that, due to
this averaging procedure, the effective potential is not reproduced as nicely as in
Fig. 2.3(a) anymore.

To obtain a quantitative justification of our coarse-graining we compared
average Au561–CHx and Au561–SH interaction energies in the full-atom model
Eq. (2.6) with the ones in the coarse-grained model Eq. (2.8) with parameters from
Table 2.2. A large number of random positions at a fixed distance r from the NC-
center was generated. For each of these points, the interaction energy with a full-
atom NC and the effective potential Eqs. (2.7) and (2.8) were calculated. A normal
average and a Boltzmann average (i.e. weighted with exp[−U/kBT ] at T = 300K)
over the values were taken. Relative energy differences of both averages between
the two models were less than 20% close to the surface 14 Å ≤ r ≤ 16 Å and less
than 5% at large distances 18 Å ≤ r ≤ 21 Å. The error is caused by the averaging
over the atomistic structure, see Fig. 2.4 and is, therefore, inevitable. Note that
the error becomes larger for r ≥ 20 Å when truncating the LJ potential in the
full-atom model. In Section 2.6.3 we will show that our CG model accurately
reproduces structural properties of the capping layer.

It is important to note that our coarse-graining procedure is fundamentally
different from the well-known approach by Hamaker.88 An analytical expression
for the attraction between spherical colloids was derived there. Hamaker assumed
that interaction centers are smeared out homogeneously over the object, and
integrated the Van der Waals – attractions. In Ref.203 the same integration has
been done for LJ interactions between spherical NCs and point particles. We
tried this approach for our system. Along different half-lines, we integrated the
LJ-potential φLJ(r) over the Ih instead of the summation over the gold atoms
in Eq. (2.6). The resulting effective interactions for SH are up to a factor 1.5
weaker than the ones obtained from Eq. (2.6); for CHx both approaches yield
similar results. Note that a typical distance between a thiol headgroup and the
closest gold atom is approximately the same as the distance between two closest
gold atoms (≈ 2.9 Å),176 and therefore SH can feel the discrete surface structure.
Thus, the Hamaker approach is not always suitable for interactions between NCs
and atoms.
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2.4 Monte Carlo simulations

To study the adsorption of alkylthiols on gold (with or without explicit solvent),
we apply Configurational-bias Monte Carlo (CBMC) simulations.153–156 During
the simulations, the following MC trial moves are used: molecular translations,152

molecular rotations,205 (partial) chain regrows, chain insertions/removals (grand-
canonical MC), and identity changes206 (semi grand-canonical MC166), see Sec-
tion 1.3.2. In Fig. 2.5, our simulation setup is sketched. We simulate separately
systems with and without a gold structure. In grand-canonical MC, both systems
are allowed to exchange molecules with the solvent reservoir and/or the thiol reser-
voir. Semi grand-canonical MC moves can be viewed as removal of a molecule of
one type and insertion of another type with their difference in chemical potential
or fugacity ratio as a driving force.

Note that the Au–S interaction is strongly attractive compared to the other
intermolecular interactions (Au–CHx, S–CHx and CHx–CHy). This high adsorp-
tion affinity requires special insertion techniques to sample the number of adsorbed
thiol molecules 〈N〉 in grand-canonical Monte Carlo simulations.

The simulations of the planar Au (111) systems are performed in rectangular
simulation boxes in which a gold slab of NAu,x×NAu,y×NAu,z = 12×12×6 atoms
is oriented parallel to the xy-plane and situated at half the boxlength in the z-
direction. Periodic boundary conditions are applied. We make sure that molecules
cannot interact with each other through the slab, i.e. molecules on one side of the
slab cannot “feel” others on the other side of the slab. The simulations of NCs
(consisting of 561 or 1415 Au atoms, with a size of 2.7 and 3.7 nm, respectively)
are performed in cubic simulation boxes. For both the simulations of the gold
slab as well as simulations with a gold NC, we choose sufficiently large box sizes
to avoid interactions between periodic images of the (capped) gold structures.
To determine the adsorption isotherms, we calculate the number of alkylthiols
〈N〉 adsorbed on the gold structure as a function of the thiol concentration (ct,
for systems with a solvent present) or thiol density (ρt, for systems without a
solvent) in the other simulation box at the same fugacity of the thiol molecules,
see Fig. 2.5.

In all simulations with explicit solvent (n-hexane), we impose a solvent fugacity
of fs = 20.0 kPa corresponding to the experimental n-hexane density (7.598 mol/l
at T = 300 K and 1 atm204). As the thiol concentration ct in the box not
containing the gold structure is very low, we can use Henry’s law ct = KHft to
determine ct for a given thiol fugacity ft. We determine the Henry coefficient KH

via (semi) grand-canonical MC simulations by imposing a thiol fugacity ft that
results in a very low thiol concentration. Fig. 2.6 shows the Henry coefficient KH

as a function of tail length x. The linear relation between lnKH and tail length x
is due to the fact that lnKH is proportional to the interaction energy of a single
solute molecule with the solvent, which is increases linearly with the alkyl tail
length. For simulations without solvent the thiol density ρt follows directly from
the ideal gas law (ft = ρtkBT ).
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Figure 2.5: General scheme for the type of simulations performed in this work. We
have two reservoirs with which we exchange molecules. By tuning the fugacity ft,i

of each thiol, we determine the average number of thiols 〈N〉 in the system with
a gold structure (NC or (111) slab) and in the system without a gold structure
present. Due to the very attractive Au–S interaction, the values of 〈N〉 will
not be identical for these systems. To estimate the adsorption isotherm as a
function of bulk thiol concentration (ct, for systems with a solvent present) or thiol
density (ρt, for systems without a solvent), it is therefore necessary to simulate
both systems. For systems with a solvent (n-hexane) present, the fugacity fs =
20.0 kPa of the solvent is set such that it reproduces the experimental density of
pure n-hexane (7.598 mol/l at T = 300 K and 1 atm204).
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Figure 2.6: Henry’s law coefficients KH as a function of chain length x of alkylth-
iols SCx in hexane at T = 300 K.

2.4.1 Biased insertion technique

Biased insertion can significantly improve the efficiency of conventional grand-
canonical MC. Two possible ways to realize this are often used:

1. Generate F trial positions randomly for the first bead and select one of them
with a probability proportional to its Boltzmann weight;207

2. Insert the first bead at a trial position (x′, y′, z′) with a probability propor-
tional to a predefined distribution ρ(x, y, z).208

The latter is useful only if favourable positions for particles are known a priori.
In our case, thiol heads stay preferably close to the gold surface. We combine
the two methods by generating F trial positions for the first bead according to
a certain distribution ρ(x, y, z), and then selecting one of them with a probabil-
ity proportional to its Boltzmann weight. The arising bias is corrected in the
acceptance rules. For insertion of a chain (N → N + 1) the algorithm works as
follows:

1. Generate F trial positions for the first bead according to the distribution
ρ(x, y, z) and compute their energies U(1), . . . , U(F );

2. Select one of them, n, with coordinates (xn, yn, zn) according to probability

P sel
ins = exp(−βU(n))PF

j=1 exp(−βU(j))
and set wext

1 =
PF

j=1 exp(−βU(j))

F ;

3. Continue with the conventional CBMC-algorithm as in Ref.;85,153–156 com-
pute the Rosenbluth weight W ext =

∏m
k=2 wext

k where k runs over the beads
of the chain;

4. Accept the insertion with the probability

P acc
ins = min

(
1,

wext
1

V ρ(xn, yn, zn)
exp(βµ)V qW ext

N + 1

)
. (2.9)
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in which V is the volume of the box, µ is the chemical potential and q is
the kinetic contribution to the partition sum.

The removal of a chain (N → N − 1) is almost equivalent:

1. The position of the first bead of the selected molecule becomes the first trial
position with coordinates (x1, y1, z1). Generate F − 1 others according to
the distribution ρ(x, y, z) and compute the energies U(1), U(2), . . . , U(F )

2. Continue with the conventional CBMC-algorithm (for an old configuration)
and compute the Rosenbluth weight W ext

3. Accept the removal with the probability

P acc
rem = min

(
1,

V ρ(x1, y1, z1)
wext

1

N

exp(βµ)V qW ext

)
(2.10)

In Ref.159 we have shown that this algorithm satisfies detailed balance.

2.4.2 Adsorption isotherm scaling

Sampling efficiency is further improved by artificially weakening the Au–S inter-
action. We have shown in Ref.159 that the precise value of εAu−S is not important
and that isotherms can be rescaled for other values of εAu−S under the following
assumptions:

1. Molecules are adsorbed to a surface in a single layer;

2. The main contribution to adsorption energy comes from the headgroup–
sorbate interaction;

3. Mutual interactions between adsorbed molecules mainly depend on their
distances in the direction parallel to the surface.

Assume that we simulate two systems with different values for the Au–S in-
teraction ε

(1)
Au−S and ε

(2)
Au−S. Then the first system at chemical potential µ(1) is

equivalent to the second one at the chemical potential µ(2) with

µ(2) = µ(1) + U (2)
m − U (1)

m + kBT ln

(
U

(2)
m

U
(1)
m

)α

, (2.11)

where Um is the effective potential well-depth (Um = −4.42εAu−S on Au (111),
and Um = −4.28εAu−S on a NC); and α is an exponent close to 0.5 (for the
HK potential, and thus in this work, α = 0.55). Eq. (2.11) is exact when the
above conditions are fullfilled; the estimate α ≈ 0.5 is based on a second-order
Taylor expansion of the (effective) adsorption potential around the minimum. The
reader is referred to Ref.159 for the rigorous statistical mechanics derivation and
numerical verification of this approach.
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Figure 2.7: (a) Adsorption isotherms for SC3 on a flat Au (111) surface and on
an Au561 NC in vacuum at T = 300 K. (b) Adsorption isotherms for SC3 on
a flat Au (111) surface plotted on a linear scale. LJ parameters for the Au–S
interaction are ε/kB = 2795 K and σ = 2.65 Å.

2.5 Adsorption of alkylthiols to Au NCs and to
Au (111) surfaces

In this section we present simulation results on the adsorption behaviour of
alkylthiols on flat Au surfaces and on Au NCs. We consider two thiol types:
SC3 and SC8. To determine the effect of the solvent, we computed adsorption
isotherms with and without solvent (vacuum).

Adsorption of SC3 and SC8 in vacuum

By imposing varying surfactant fugacities in separate grand-canonical MC sim-
ulations, we determined adsorption isotherms for SC3 and SC8 thiols on Au561

NCs and on flat Au (111) surfaces at T = 300 K. For these type of simulations, we
only considered the thiol reservoir in Fig. 2.5. For both gold systems, we present
data where we used ε/kB = 2795 K and σ = 2.65 Å for the LJ interaction between
Au–S (see Table 2.1).

We start the discussion with the SC3 thiol. Comparing the flat surface
isotherm to the one for a NC (Fig. 2.7), we see that adsorption at the (111)
surface starts at lower thiol concentrations and that the transition to the fully
covered surface as a function of ρt is much sharper. The first observation is a
consequence of the edged nature of the NC surface and the relatively small (111)
facets. For this reason, the effective surface–thiol interaction for NCs is lower
than for flat Au (111) and therefore thiol adsorption starts at higher ρt for NCs.
The slower transition to the maximum loading Nmax on an NC also is a result of
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Figure 2.8: Plot of interaction energies per SC3 molecule as function of coverage
on a flat Au (111) surface (a) and on an Au561 NC (b) in vacuum: total potential
energy Upot; total interactions with the gold substrate UAds; interaction energy
with other thiol molecules UInter; and intramolecular bonded interactions UIntra.
Note that the first two terms are plotted on the left vertical axis, while the latter
two are plotted on the right one.

its convex shape. When alkylthiols adsorb to flat Au (111) surface, their hydro-
carbon tails interact favourably with each other, while on the NC surface these
interactions cannot be maintained over the entire surface due to the curvature
of the NC. The favourable mutual tail-tail interactions lead to an extra driving
force for thiol adsorption and thus make the adsorption isotherm steeper. To ver-
ify this effect quantitatively, we plot the interaction energies per adsorbed thiol
molecule 〈U〉/〈N〉 versus coverage in Fig. 2.8. Due to the stronger intermolecular
interactions, the total potential energy decreases with increasing loading on the
flat Au (111) surface.

For the flat Au (111) surface systems there is a considerable amount of hys-
teresis between adsorption isotherms computed starting from fully covered (N =
Nmax) surfaces or from empty (N = 0) surfaces (see Fig. 2.7(b) where we plotted
the isotherms on a linear horizontal axis scale). This points to a first order tran-
sition from a 2D liquid to a 2D crystal phase, already observed in experiments.187

In the crystal phase, sulfur atoms form a well-ordered hexagonal overlattice with
an S–S spacing of ≈ 5 Å and aliphatic chains stand almost upright and aligned,
see Figs. 2.9(a) and 2.9(c). In the liquid phase, thiol heads arrange without a
pattern and carbon chains lie closer to the surface, see Figs. 2.9(b) and 2.9(d).
Both phenomena are in good agreement with experimental observations on self-
assembled monolayers of thiols on Au (111).171,187 To illustrate the sampling
difficulties around the transition point, we plotted the number of adsorbed thiols
as a function of the number of MC cycles in Fig. 2.10. As nucleation and melt-
ing are spontaneous events and simulation time is limited, most of the time, the
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(a) (b)

(c) (d)

Figure 2.9: SC3 on Au in 2D-crystal (a,c) and in 2D-liquid (b,d) phases. Gold
atoms are represented as large light balls, thiol heads as small dark balls and
carbon chains as thin lines. (a,b): Top view. (c,d): side view. Note that the
sulfur atoms are highly organized in the crystal phase (a) and do not show a clear
structure in the liquid phase (b).



46 MONOLAYERS OF ALKYLTHIOLS ON GOLD SURFACES

0 1×10
5

2×10
5

3×10
5

4×10
5

5×10
5

MC steps

50

60

70

80

90

100

N

Figure 2.10: Typical behaviour of a GCMC simulation of SC3 on Au (111) around
the transition point when the simulation starts from a low coverage. The first
terrace corresponds to a 2D-liquid phase, then a phase transition occurs on one
of the sides of the slab (second terrace, fictive state due to simulation conditions)
and finally the thiols 2D-crystallize on the second side (third terrace).

system resides in one of the (meta)stable states that are separated by sharp tran-
sitions.150 We did not observe this hysteresis loop in the NC isotherms. Again,
this is a result of the convex shape of the Au NC.

We also computed the adsorption isotherm of SC3 for infinitely smooth gold
substrates in vacuum: the Hautman-Klein potential192 and the coarse-grained
potential from Section 2.3 were used to mimic an infinitely smooth Au (111)
slab and Au561 NC, respectively. As expected, these isotherms have a similar
concentration range where thiol adsorption takes place compared to the explicit
atom case, see Fig. 2.11. In the infinitely smooth flat Au surface system, the 2D
liquid phase is more stable than for the explicit atom system, and the height of the
jump in coverage around phase transition to the 2D solid is smaller. Obviously, a
2D liquid can be compressed much more on an infinitely smooth surface than on
a rough surface with explicit atoms. For the same reason, adsorption isotherms
are steeper in the full-atom case.

Comparing the SC8 isotherms (Fig. 2.12) to the ones for SC3 (Fig. 2.7), we
observe that adsorption of the longer chain thiol starts at lower densities than
for shorter chain thiols. This is due to the larger number of attractive Au–CHx

interactions for SC8. Comparing the NC SC8 isotherm to the flat (111) surface
SC8 isotherm, we again see that adsorption for the flat surface starts at lower
concentrations than for the NC and that the concentration range where adsorption
takes place is much narrower for the flat surface system. This can be explained
by the same arguments as for SC3.
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Figure 2.11: Adsorption isotherm for SC3 at T = 300 K to an infinitely smooth
gold (111) (a) and a Au561 NC (b) surface in vacuum computed using the
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Figure 2.12: Adsorption isotherm for SC8 on a flat Au (111) surface and on an
Au561 NC in vacuum at T = 300 K.
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(a) 〈N〉 ≈ 0.02Nmax (b) 〈N〉 ≈ 0.35Nmax

(c) 〈N〉 = Nmax

Figure 2.13: Phases of SC8 adsorbed on Au (111) at T = 300 K. (a,b): Top view;
(c): side view; top view similar to Fig. 2.9(a).

The phase behaviour of SC8 on flat surfaces is more complicated compared to
SC3 (or to the NC case), see Fig. 2.12. We observe two jumps in the isotherm.
During the second jump the coverage doubles. At this point the self-assembled
monolayer is formed. At lower loadings, various 2D phases were observed for
SC10 due to different packing of alkyl chains on the surface.188 The 2D liquid
phase as in Fig. 2.9 is metastable for long chain thiols in vacuum; the three stable
phases are shown in Fig. 2.13. Again, such phase behaviour is not present in the
NC systems we studied.

Adsorption of SC3 and SC8 in hexane solution

Using (semi) grand-canonical Monte Carlo (GCMC), we computed adsorption
isotherms for the alkylthiols SC3 and SC8 on a Au561 NC as well as on a Au
(111) surface with explicit solvent (n-hexane). This means that both the solvent
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Figure 2.14: Adsorption isotherm for SC3 on a flat Au (111) surface and on an
Au561 NC in n-hexane at T = 300 K.

and the thiol reservoirs (Fig. 2.5) are switched on. Again, for both systems we
used ε/kB = 2795 K and σ = 2.65 Å for the LJ interaction between Au–S.

The SC3 isotherms for the flat Au (111) surface and for the NC are shown in
Fig. 2.14. We again observe that adsorption of SC3 on the Au (111) surface starts
at lower ct than on the NC. Similar to the vacuum case, the concentration range
of adsorption is considerably larger in NC systems compared to flat gold systems.
Explanations for both are given in the previous subsection. The flat Au (111) SC3
system in explicit solvent also shows the hysteresis loop at high 〈N〉, pointing to
a phase transition from a 2D liquid to a 2D solid, already described above for the
vacuum case.

There are, however, differences between SC3 systems with or without solvent.
For both the NC and the flat surface, the isotherm is shifted towards higher thiol
concentrations. We explain this by a competition effect between adsorption of sol-
vent and thiols to gold. The shift is moderate because hexane–gold interactions are
far weaker than thiol–gold interactions. An illustration of this competition effect
is the difference in adsorption behaviour at low ρt between vacuum SC3 systems
and those with explicit solvent. In agreement with experiments,189 the explicit
solvent isotherm can be fitted to a Langmuir adsorption isotherm, whereas this is
not possible for the vacuum isotherms (see Fig. 2.15). At low loadings, the vac-
uum isotherm increases superlinear (i.e. d2 〈N〉 /dρ2

t > 0, see Fig. 2.15(b)), while
the Langmuir isotherm behaves sublinearly (d2 〈N〉 /dρ2

t < 0). This difference can
be explained as follows. At low loadings in vacuum, alkylthiols gain energy from
the attractive interactions between tails, hence the superlinear increase of the
isotherm. In hexane solution, energetic gains from surfactant tail-tail interactions
are accompanied by energy penalties associated with the loss of solvent–solvent
and solvent–surfactant interactions. Thus, effectively, the favourable surfactant
tail-tail interactions play a less pronounced role in the explicit solvent systems
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Figure 2.15: Langmuir-fit to the lower part of the adsorption isotherm of SC3 on
a gold slab in hexane (a) and vacuum (b).

and therefore the alkylthiol adsorption isotherm shows Langmuir behaviour.
For adsorption of SC8, the solvent effect, or equivalently the shift of the

isotherm when including n-hexane as a solvent, is more strongly pronounced
(compare Fig. 2.12 to 2.16). If we compare Fig. 2.12 to Fig. 2.16 we see that
various 2D phases188 disappear in the explicit solvent system and the 2D liquid
phase is stable in contrast with the vacuum case. In Fig. 2.16 we included the
SC8/n-hexane/Au (111) Langmuir isotherm, derived from experiments of Ref.189

Our isotherm for a flat Au (111) surface also has a Langmuir shape. Obviously,
the concentration range of adsorption derived from our simulations (of flat Au
(111) as well as of NC) is orders of magnitude lower than the experimentally ob-
served adsorption isotherm for SC8. From the results presented in this chapter,
we know that the range of adsorption is mainly determined by the interaction
strength between Au and S. Using adsorption isotherm scaling (Section 2.4.2), we
estimate the Au–S interaction strength at ε/kB ≈ 1000 K for the experimental
isotherm instead of the value of ε/kB ≈ 2795 K used in our simulations. This
raises the question whether or not the Au–S interaction is really that strong as
modeled by Hautman and Klein,192 Landman et al.131 and by us. A possible
answer lies in the nature of the Au–S interaction. This interaction could either
be a thiolate bond (formed by removal of the thiol-hydrogen)174 or physisorption
of the thiol group to the gold surface. It is still unclear which of the possibilities
prevails.175 The thiolate adsorption energy was used to derive Au–S interaction
potentials in previous simulations (for example in Refs.131,192). This interaction
is three to four times as strong as for the thiol-gold interaction.174 Assuming
that the SC8 adsorption measurements189 are accurate, our adsorption isotherm
scaling method suggests that alkylthiols are physisorbed to the Au (111) surface
rather than chemisorbed in an apolar solvent.
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Figure 2.16: Adsorption isotherm for SC8 on a flat Au (111) surface and on
an Au561 NC in n-hexane at T = 300 K, compared to the experimental SC8
isotherm on Au (111) in n-hexane189 (recorded at T = 293 K). Note the large
shift in adsorption concentration range between the simulated and the experi-
mental isotherm. Using isotherm shifting (c.f. Section 2.4.2), we can estimate the
experimental interaction strength as ε/kB ≈ 1000 K, a factor of three lower than
the value used in the simulations.

2.6 The structure of the capping layer

2.6.1 Systems in vacuum; chain melting

The properties of alkylthiol monolayers on Au (111) and nanocrystals can be
described using several order parameters. We begin with the most common one,
namely the radial distribution function (RDF) gx(r) for a given species x. It is
defined as the ratio between the average number density ρx(r) at a distance r
from any given particle and the ideal gas density of the compound x.85

The RDF of the thiol groups gSS(r) (Fig. 2.17) demonstrates the sulfur ar-
rangement on the Au (111) surface as in Fig. 2.9(a). For a NC, there are more
possible adsorption sites, leading to a reduced S–S spacing. Furthermore, on the
NC, there is less structure in the arrangement of adsorbed thiol groups. The RDF
between the centers of SC3 and SC6 thiol molecules on a NC at full loading is
shown in Fig. 2.18(a). Interestingly, the g(r) shows less structure with increasing
alkyl tail length. The first three peaks of gSC3(r) are at 4.8, 9.5 and 13.5 Å,
respectively. The second and the third peak are located close to integer multiples
of the first one (9.6 and 12.4 Å). This hints to a tendency to exhibit a chain-like
alignment of tails. In some simulation snapshots of short chain thiols at high
loading we indeed observe formation of rows on some NC facets. Consider, e.g.,
a snapshot of a fully covered (coarse-grained) Au1415 NC (Fig. 2.18(b)). One
can clearly see that surfactant tails form straight rows in the bottom part of the
figure. We did not observe anything similar for long tail ligands at T = 300 K.
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Figure 2.17: Headgroup radial distribution function gSS(r) for SC4 on a gold (111)
surface and a Au561 NC at full loading.
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Figure 2.18: (a) Radial distribution function g(r) between centers of mass of
adsorbed thiol molecules on a Au561 NC at full loading. (b) Snapshot of Au1415

NC full covered by SC3 at T = 300 K. Computed using the effective potential;
the coarse-grained NC is represented by black lines. Note the rows of alkyl tails
in the bottom part of the figure.
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Figure 2.19: Definition of the angular orderparameter γ on a NC.
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Figure 2.20: (a) Caloric curve for a SAM of SC10 on Au (111) in vacuum. (b)
Angular order parameter p(γ) for the same system at different temperatures.

Thus, the capping layer of longer chain thiols is more disordered than a capping
layer of short chain ones at the same temperature. The situation is opposite on a
flat Au (111) surface: having the same translational order, long chain thiols show
additional orientational order that is not present for short chain ones.

We determined the orientations of the system components as follows. For
each molecule, we defined the vector b that connects the first segment to the
last. Furthermore, for each molecule, we calculated the vector b′ that connects
the NC center of mass to the molecule center of mass. For systems containing
a gold slab, b′ is simply the vector ẑ normal to the surface. We subsequently
determined the distribution P (γ) of the minimal angle γ ∈ [0, 90◦] between b
and b′. Low values of γ represent chains that are oriented perpendicular to the
surface, whereas γ → 90◦ represent chains that are oriented parallel to the NC or
the flat Au (111) surface, see also Fig. 2.19.

For a SAM of SC10 on Au (111), we have computed the caloric curve (potential
energy as a function of temperature), see Fig. 2.20(a). A kink is clearly visible
at T = 342 K, which points to a phase transition inside the monolayer, which
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(a) T = 300 K (b) T = 400 K

Figure 2.21: SAM of SC10 on Au (111) in frozen (a) and molten (b) state.

is often referred to as chain melting. We plot p(γ) at different temperatures
in Fig. 2.20(b). The orientations have a well defined peak, which shifts to the
right with increasing temperatures by 2◦/25 K. From T = 325 to 350 K we
observe a sudden broadening of this peak which is correlated with the chain
melting, and we conclude that this transition is accompanied by reduction of
orientational order in the SAM. Fig. 2.21 shows the SAM in “molten” and “frozen”
state. A similar transition takes place on a NC at much lower temperatures
(≈ 275 K), which is an effect of the reduced tail-tail interactions on a curved
surface. Fig. 2.22 shows NCs in “molten” and “frozen” state. In the frozen state,
tails of capping molecules form bundles perpendicular to certain facets, while in
the molten state they form a homogeneous layer around the NC core. We will
discuss the associated caloric curve in Section 2.6.3. The transition described here
has been observed first in MD simulations of Luedtke and Landman131,132 and
later confirmed experimentally.136,209,210

2.6.2 Systems with explicit solvent

In this section we address the structural properties of thiol and solvent molecules
in explicit solvent systems for a gold NC and a flat Au (111) surface. We consider
two thiols of different chain length (SC4 and SC10) to address tail length effects.
Furthermore, we investigate how the structure of the systems is affected by the
loading. Therefore, we consider both surfactants at 30%, 60% and 100% of the
maximum surface coverage Nmax. From NV T simulations of Au NCs and Au
slabs, (partially) capped by thiols in solution, we determined the average orien-
tations of the thiol chains with respect to the Au surface. The solvent structure
was analyzed using the radial distribution function g(r) of the solvent, with r the
distance from the center of an hexane molecule to the center of the NC or the
gold slab.

The orientational distributions of SC4 and SC10 thiols on NCs and flat Au (111)
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(a) T = 250 K (b) T = 350 K

Figure 2.22: Gold NC capped with decane-thiol at two different temperatures.
Gold atoms are represented by large dark spheres, thiol heads by small light
spheres and carbon segments by lines. (a) The capping layer is frozen (T =
250 K). (b) The capping layer is molten (T = 350 K).

surfaces are shown in Fig. 2.23. For both Au (111) and the NC, the distributions
P (γ) of the adsorbed SC4 thiols are almost random at low loading. The dis-
tribution P (γ) shifts to smaller angles γ by increasing the loading, and at the
highest loading it is peaked at small values of γ, indicating that most of the SC4
ligands are oriented perpendicular to the surface. The average orientation of the
longer chain SC10 thiols on a NC (see Fig. 2.23(d)) hardly changes as a function
of loading (see also the right panel of Fig. 2.23). As our NC is quite small, there
is simply not enough space on the surface to accommodate for thiol chains lying
parallel to the surface as we observe it for flat Au (111) surfaces (see Fig. 2.23(c)).
At full coverage (SAM-regime), SC10 molecules form a 26◦ angle with the surface
normal. Note that this is similar to a SAM of SC8 in vacuum (Fig. 2.13(c)).

Evidently, long chain thiols have a higher degree of configurational freedom
compared to the short chain thiols. Therefore, they can lie flat on the Au (111)
surface more easily than short chain thiols. For this reason, at low loadings,
the SC10 molecules already occupy the Au surface almost completely and SC4
molecules do not.

The solvent structural data for the NC (SC4 and SC10) are shown in Fig. 2.24.
At low and intermediate loadings of both SC10 and SC4, the first shell of solvent
molecules is present near the Au surface, at regions where there are no thiols.
Here, a large fraction orients itself parallel to the Au surface, maximizing the
favourable interaction with gold. At high loadings, these vacant sites are occu-
pied by thiols and therefore the first n-hexane solvation shell is shifted to larger
distances r.

Fig. 2.24(b) shows that, at low and intermediate loadings of SC4, there are
some vacant regions on the flat gold (111) surface where solvent molecules are
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Figure 2.23: Thiol orientational distributions for alkylthiol–hexane systems as a
function of loading on a gold (111) slab (left) and on a Au561 NC (center). Top:
SC4 system. Bottom: SC10 system. The right panel shows simulation snapshots
taken from the SC10 simulations on a NC at increasing loading (from top-right
to bottom-right).
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Figure 2.24: Solvent radial distribution functions g(r) between the NC center
of mass (or slab center, respectively) and the center of the hexane molecule for
alkylthiol–hexane systems with (a,c) a Au561 NC and (b,d) a gold (111) slab at
T = 300 K. (a,b) SC4 system. (c,d) SC10 system.
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Figure 2.25: Orderparameters at T = 300 K calculated using the full atom model
and the effective potential: (a) RDF of surfactants, (b) RDF between NC center
and surfactants, (c) orientational distribution.

located. However, already at low SC10 loadings on flat Au (111), the surface is
covered (almost) completely, leaving no room for solvent molecules to reside near
the Au surface. Therefore, the first peak of g(r) at 30% loading for SC10 is low,
see Fig. 2.24(d). By increasing the loading of SC4 or SC10 surfactants, the SAM
becomes impenetrable for solvent molecules and thus the first solvation shell is
shifted to larger r.

2.6.3 Comparison of the coarse-grained and the full-atom
models

As the main reason for coarse-graining the interactions between a NC and a
united CHx or SH atom is to reduce the computation times, we investigated the
computational efficiency of the potential defined by the Eqs. (2.7) and (2.8) and
compared it to the full summation in Eq. (2.6). We found that an evaluation of
the effective potential is on average 50 times faster than the explicit summation.

We performed MC simulations in the canonical ensemble (constant number
of particles, volume and temperature) for a Au561 NC covered with 120 decane-
thiol molecules for both models. Several order parameters were compared at
T = 300 K: the radial distribution function (RDF) of surfactant centers of mass,
the RDF between NC and surfactants, and the orientational distribution P (γ)
of surfactants. The results are presented in Fig. 2.25. We conclude that the
structure of surfactants is well described by the coarse-grained model.

For the same system, we have calculated the caloric curve, i.e. the potential
energy as a function of temperature. The energies (in units of the Boltzmann
constant kB) computed using the effective potential are approximately 100000 K
(6%) lower than the ones computed using the full-atom model, see Fig. 2.26.
Nevertheless, the shapes and slopes of the two caloric curves are similar. The
non-linear, noisy behaviour of both caloric curves around 280 K (encircled in
the figure) is due to the melting of the monolayer, see Figs. 2.22(a) and 2.22(b).
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Figure 2.26: Caloric curves for an Au561 capped with 120 decane-thiol molecules.
The vertical offset is mainly due to cutoff in the full-atom model Eq. (2.1). The
corrected curve is obtained by adding the cutoff energy back to the full-atom
curve.

At low temperatures, surfactant chains are aligned, while at high temperatures
they are disordered. Experiments suggest that this transition should occur slightly
below room temperature for decane-thiol.136 Previous simulations yield transition
temperature of 294 K for dodecane-thiol on a larger NC.131 We can conclude
that our coarse-grained model is consistent with both experiments and full-atom
simulations.

It is important to note, that in the full-atom model the LJ-potential was
truncated and shifted. We applied a cutoff radius of 12 Å. This yields a shift of
each Au–S interaction (which has the largest contribution to the total energy) by
−1.3K, i.e. −1.3 × 120 × 561 = −87516K in total. We have added this number
back, and obtained a very good agreement with the full atom model, see Fig. 2.26.
Recall that the effective potential was fitted to the full LJ-potential; and no cutoff
was applied in simulations with the coarse-grained interactions.

A rough estimate can be made for the efficiency of our coarse-grained poten-
tial. In the considered system, there are 561 gold atoms and 11 × 120 = 1320
pseudoatoms (SH, CHx). To calculate the total potential energy, 561× 1320 NC–
capping layer interactions and 1320× 1320 interactions within the capping layer
must be computed. Therefore, coarse-graining the NC–capping layer interactions
can save ≈ 30% of the computation time. This percentage increases with larger
NC size since the number of gold atoms scales with the volume while the number
of surfactants scales with the surface area of the NC. The simulations with the
effective potential were more than twice as fast than the full-atom ones. The main
reason for this additional gain is the higher acceptance probability for trial moves
in the coarse-grained model, yielding a faster equilibration and better sampling.
Surface roughness causes lower acceptance probabilities in the full-atom model
(see also Section 2.3).
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2.7 Selective adsorption to Au NCs and Au (111)
surfaces

To investigate the composition of co-adsorbed alkylthiols, we carried out simula-
tions of binary thiol mixtures adsorbed on gold in presence of the explicit solvent
(n-hexane) for both a flat Au (111) surface and a NC. We compare the results to
those from simulations without solvent. The total number of thiol molecules is
kept fixed. Identity changes between different thiols are performed (semi grand-
canonical MC). During simulations with explicit solvent, we also allowed for sol-
vent molecule exchange moves with the solvent reservoir (see Fig. 2.5), but we
did not allow for identity changes between solvent and surfactants. We discuss
the following mixtures: SC3–SC4; SC3–SC7; SC9-SC10 and SC9-SC11.

Shevade et al.158 performed similar simulations in which they assumed that
the alkylthiol solubility does not significantly change as a function of chain length,
a situation resembling vacuum conditions. However, in Fig. 2.6 we showed that
the Henry coefficient of thiols in n-hexane increases exponentially with the tail
length, and this will influence the selectivity. We performed simulation with and
without solvent to assess solvent effects.

For the system containing the gold structure, we computed the average num-
ber of shorter chain thiols (type 1) and longer chain thiols (type 2), 〈N1〉 and 〈N2〉,
respectively, as a function of the ratio of their fugacities f1 and f2 from the simu-
lation data. This ratio is converted to the concentration ratio 〈N1〉 /(〈N1〉+〈N2〉)
for the other simulation box according to the procedure outlined in section 2.4.
To investigate how NC size affects selective adsorption, we studied two NCs:
Au561 and Au1415 that have Nmax = 124 and Nmax = 212 adsorbed thiols at
their surfaces, respectively. The simulations with flat Au (111) surfaces were also
performed at full coverage (Nmax = 96 thiol molecules, arranged in a hexagonal
overlattice).

The results are shown in Figs. 2.27 and 2.28. In vacuum, the longer chain thiol
is always preferentially adsorbed compared to the shorter chain one. This effect
is more pronounced for longer alkyl chains and increases with difference in chain
length.158 This selectivity can be explained as follows. When a thiol molecule is
transferred from the ideal gas reservoir to the system with gold structure, it gains
energy from interactions with gold and from Van der Waals interactions between
carbon tails. This energy gain is larger for longer chain thiols and, therefore,
they are preferably adsorbed. The difference in these energy gains is the driving
force for selectivity. On Au (111) the surfactants are ordered and adopt a tilted
configuration, while on a NC this tilted structure is frustrated and destroyed
by the convex shape of the NC. This frustration becomes less for larger NCs.
Therefore, the selectivity is strongest on the flat (111) surface and least on the
small NC (compare the data for Au561 and Au1415 NCs in Fig. 2.27).

The situation is crucially different for systems with explicit solvent. Longer
chain thiols are again preferred over the shorter chains a flat Au(111) surface, but
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Figure 2.27: Adsorption selectivities for different alkylthiol pairs: (a) SC3–SC4
and (b) SC3–SC7. Left: Results from vacuum simulations. Right: Results from
simulations with explicit solvent.
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Figure 2.28: Adsorption selectivities for different alkylthiol pairs: (a) SC9–SC10
and (b) SC9–SC11. Left: Results from vacuum simulations. Right: Results from
simulations with explicit solvent.
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the effect is much less pronounced than in vacuum. On NCs, selectivity is hardly
present at all. To understand this, consider the setup of our simulations in Fig. 2.5.
When attempting a ligand exchange, we have to transfer a thiol molecule from
the bulk solution to the system with gold structure for both thiol types, and com-
pare the energetic gains due to this transfer. These energy gains originate from
interactions with gold and from Van der Waals attraction of aliphatic chains, but
they are accompanied by the loss of attractive solvent–gold and solvent–thiol in-
teractions. Gold–thiol interaction are almost identical for both thiol types and
hence not significant for selectivity. Aligned tails on a flat surface have a stronger
effective interaction than they would have in a solution, and this difference in-
creases with chain length. On a NC, tails do not benefit from the arrangement
in this way. Therefore, only tail–tail interactions between alkylthiols on the flat
(111) surface have a significant contribution to the difference in energetic gains.
This explains why NCs show almost now selectivity and the selectivity on flat
(111) surfaces is weaker than in vacuum.

Our simulation results show that a solvent plays a large role in the selective
adsorption of alkylthiols to gold structures. Such solvent effects have previously
been overlooked.158 For the exchange of thiol capping layers on NCs, the key
property to adjust is the concentration ratio of two thiol types in solution, not so
much the chain length. Another possibility would be to use surfactants with dif-
ferent headgroups. Exchange will then be observed if the two headgroups exhibit
different adsorption behaviour.

2.8 Conclusions

We have computed the total interaction energy between an icosahedral gold NC
and Lennard-Jones particles. This interaction can be described by an effective
10-4 potential Eq. (2.7) with an isotropic (constant) value for τ . It turns out
that the effective interaction is the same for all icosahedral Au–NCs with more
than 500 atoms. The interaction strength (Umin) is highly anisotropic as a re-
sult of the faceted surface. Averaging over the surface roughness, we obtained
a coarse-grained interaction model Eqs. (2.7) and (2.8) that accurately describes
interactions of united CHx or SH atoms with a NC. This model was applied to
a system with Au561 capped by decane-thiol and we found that the computed
thermodynamic properties hardly differ from those computed using the full atom
model.

Our adsorption studies show that the solvent plays an important role in the
thermodynamic properties of thiol monolayers on both flat (111) gold surfaces and
NCs. Two major solvent effects are (1) competitive adsorption between surfac-
tants and solvents and (2) reduction of attractive interactions between aliphatic
tails. Moreover, the phase behaviour of unsaturated monolayers of long chain thi-
ols changes in presence of a solvent. Therefore, phenomena observed in vacuum
may be different from those observed in solution; in the latter case the solvent
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cannot be neglected in computer simulations.
Our studies of the structure of the capping layer confirm that alkyl thiols SCx

adopt a tilted confirmation in SAMs on planar gold (111) for x > 6 while capping
layers of SCx on nanocrystals are conformationally disordered for x < 12.

On the NC surface, there is more space between aliphatic tails which leads
to weaker interactions and allows for a stronger interpenetration of the capping
layer. This reduces the adsorption selectivity of thiol mixtures compared to the
gold (111) surface and to vacuum.



Chapter 3

Adsorption of Ligands to
CdSe Nanocrystals

CdSe nanocrystals (NC) capped by organic ligands are studied at the atomistic
level using classical molecular simulations. We show for the first time that the NC–
ligand bond strength can be explained using a simple model based on electrostatic
interactions. The computed binding energies in vacuum for amine, thiol, thiolate
and phosphine oxide ligands are 86.8, 34.7, 1283 and 313.6 kJ/mol, respectively.
These values are in good agreement with available quantum chemical calculations
and experiments. It is crucial that one corrects for the dielectric constant of the
solvent used in the experiment. We also show that the amine capping layer is
formed in two stages: first, amine molecules binds to a single surface cation each,
and then additional amines bind to less favourable sites forming hydrogen bonds
with already adsorbed ligands. The cross-over between these mechanisms can
occur at ambient conditions. We speculate that this cross-over may be responsible
for transitions in optical properties reported earlier. The calculated adsorption
isotherms show that amine ligands desorb from the nanocrystal surface under
ultra-high vacuum at ambient temperatures.

3.1 Introduction

Surface passivation of semiconductor nanocrystals (NC) by organic ligands strongly
influences their properties. These ligands (also referred to as surfactants or cap-
ping molecules) accelerate or inhibit growth of some facets during colloidal synthe-
sis, yielding a large variety of sizes and shapes.7,13,36,50,51,55,211–216 The solubility
of NCs in a desired solvent depends on the nature of the capping layer. Typically,
hydrophobic capping molecules are used during colloidal synthesis; and one has to
exchange those surfactants by hydrophilic ones to make the NCs soluble in polar
solvents.217,218 Furthermore, optical properties of semiconductor NCs strongly

65
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depend on the nature and degree of passivation. For example, the quantum yield
(QY) of CdSe NCs could be increased from 5-15% to over 50%, and in some cases
to almost unity, just by adding alkylamine ligands during synthesis.51,52,219 Con-
versely, removing capping molecules from the NC surface leads to a decrease of
the QY to less than 5%.220,221 Addition of amines to washed CdSe NCs is known
to increase their QY,220,222 while it has no effect on the NCs that are capped by
original ligands.223 Addition of thiols reduces the QY of CdSe NCs and increases
the QY of CdTe NCs.224 Despite the evident importance, little is known on the
nature or strength of the NC–ligand bond, or on the structure of the capping layer.
In some cases, this lack of understanding may hinder the correct interpretation
of experimental data.

A few attempts were undertaken to link experimental observations to micro-
scopic properties of the NC capping. In Ref.,225 Aldana et al. correlated precip-
itation and re-dispersion of NCs with the thiol/thiolate equilibrium in aqueous
solution. Using this information, the Gibbs free energies for binding of thiolates
to Cd chalcogenide NCs with different size were estimated. Photoluminescence
(PL) quenching of CdSe NCs by alkylthiols was related to surface coverage and
used to estimate binding energies and capping exchange rates in Refs.221,223,226

However, the exact correspondence between coverage and PL is still under debate,
and recent findings are in contrast to earlier used assumptions.54,227 In Ref.,222

the increase of PL QY due to adsorption of alkylamines to washed CdSe NCs was
used to estimate the binding energy. Complementary NMR measurements were
employed in this study to verify the relation between coverage and PL.

Computational methods provide a powerful tool for studying ligand adsorp-
tion. Ab initio quantum chemical calculations have the potential to deliver the
most accurate results; but they are limited to very small systems and do not
account, typically, for thermal fluctuations. In Refs.,228,229 binding energies for
capping molecules were computed for different surface sites of very small (CdSe)15
and (CdSe)33 NCs, while in another Density Functional Theory (DFT) study,230

adsorption of ligands to bulk CdSe crystal planes was investigated. The knowledge
of binding details is crucial for understanding of the size and shape control during
nanocrystal growth. However, NCs typically used in experiments have diameters
≈ 2–5 nm, and thus ≈ 100–1600 CdSe ion pairs and ≈ 40–250 capping molecules.
Classical molecular simulations are an excellent tool to efficiently compute prop-
erties at the atomistic level of systems of this size at finite temperatures, while
DFT calculations would be computationally very expensive. For example, classi-
cal simulation studies of bare CdSe NCs have resolved the mechanism of surface
relaxation231 and of pressure induced phase transitions.127,128 CdSe NCs capped
by trioctylphosphine oxide (TOPO) were considered by Rabani,232 describing the
surface packing and the total dipole moment of the capped NC. We are not aware
of further classical molecular simulation studies of capped CdSe NCs.

In the present work, we use classical molecular simulations to study adsorption
of ligands to CdSe NCs commonly used during and after synthesis: amines, thiols
and thiolates, phosphine and phosphine oxide (PO). We would like to emphasize
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that no additional force field parameter fitting and adjusting is used in this work,
and none of the interaction models used here has been developed specifically for
capped semiconductor NCs. Binding of surfactants is considered mainly as an
effect of electrostatic interactions between atoms of ligand molecules and of a
NC; and we compare the binding energies with quantum chemical and experi-
mental data from literature. Our primary goal is to demonstrate that binding of
most ligands can be accurately described in terms of relatively simple physical
interactions. Next, following previous studies of adsorption of alkylthiols to gold
NCs,159,233 we compute adsorption isotherms of hexylamine to CdSe NCs. The
objective is to relate the number of adsorbed ligand molecules to their chemical
potential or vapor pressure. This information is crucial for experimental studies
of bare NCs since it is not possible to verify desorption of ligands under ultra-high
vacuum (UHV) (10−12 − 10−9 kPa) directly.234 In previous studies, it was often
assumed that one ligand binds to each surface Cd atom, and then saturation oc-
curs.221–223,226,229 Our adsorption isotherms show that this is not the case; and
comparing radial distribution functions and snapshots we describe the mechanism
that allows adsorption of additional molecules at high loadings.

The remainder of this chapter is structured as follows. In Section 3.2, the
model used in our simulations is described; Section 3.3 contains details of our sim-
ulation techniques and the NC preparation procedure. In Section 3.4 we present
and discuss our calculated binding energies for single capping molecules of dif-
ferent types. Formation mechanism and structure of an amine capping layer is
studied Section 3.5. In Section 3.6 we summarize our findings.

3.2 Interaction model

The philosophy of our approach is to avoid any fitting of interactions between NC
and ligands. Instead, the existing atomistic force fields for bulk CdSe and bulk
ligands are adopted, and the cross-interactions are derived from the conventional
combining rules. In the force fields used here, bonded interactions and partial
charges are derived from quantum chemical calculations, while remaining interac-
tions are fitted to reproduce desired bulk properties. We apply the united atom
model to alkyl tails of capping molecules: CH2 and CH3 groups are represented
by single pseudo-atoms. Hydrogen atoms in SH and NH2 groups are modeled as
point charges, while all other atoms (Cd, Se, N, S, P, O) are simulated explicitly.
The model used in this work does not account for polarization or charge transfer;
it is not clear from literature, however, whether this is important for NC–ligand
systems.228

All non-bonded atoms interact via the Lennard-Jones (LJ) and the Coulomb
potentials

Uij(rij) = φLJ + φCoulomb (3.1)
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Table 3.1: Partial charges of (pseudo)atoms in the model.
Atom Charge Source
C (at N) 0.18 TraPPE235

C (at S) 0.171 TraPPE236

C (at P) -0.1 MM3, MM496,237

C other 0 TraPPE97,235,236

Cd 1.18 Ref.203

H (at N) 0.356 TraPPE235

H (at S) 0.206 TraPPE236

N -0.892 TraPPE235

O -0.77 MM396

P (TBP) 0.3 MM4237

P (TBPO) 1.07 MM396

S -0.377 TraPPE236

S− -1.171 TraPPEa

Se -1.18 Ref.203

a The charge of S− was defined by removing a proton from an SH group in the TraPPE force

field.

with

φLJ = 4εLJ

[(
σLJ

rij

)12

−
(

σLJ

rij

)6
]

(3.2)

and

φCoulomb =
1

4πε0

qiqj

rij
, (3.3)

where rij is the distance between beads i and j; εLJ, σLJ are the Lennard-Jones
parameters; ε0 is the dielectric constant of vacuum; qi, qj are the partial charges
on atoms i and j, respectively. In ligand molecules, we account for intramolec-
ular bond stretching, bond bending and torsional forces. Additionally, segments
that are separated by more than three bonds interact via intramolecular LJ and
charged interactions. The LJ potential was truncated and shifted at 10 Å.

The parameters for Cd and Se are taken from Ref.203 They are derived such
that the geometry and mechanical properties of bulk CdSe are reproduced ac-
curately. Moreover, the computed transition pressure from wurtzite to rock-
salt crystal structure agrees with experimental measurements. The TraPPE
force field97,235,236 is used for thiols, amines and alkyl tails of TBP and TBPO
molecules. This force field is known to accurately reproduce properties of (multi-
component) liquids and vapors. Parameters for the phosphorus and oxygen con-
taining headgroup of TBPO are taken from the MM3 force field96 as in Ref.;232
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the ones for TBP are taken from its successor (MM4 force field).237 These param-
eters were developed to reproduce the geometry of isolated molecules; we are not
aware of any force field for phosphines or POs that was designed or tested for bulk
compounds. LJ cross parameters are obtained using the Lorentz-Berthelot com-
bining rules.147 Charges of different (pseudo)atoms in the model are summarized
in Table 3.1.

3.3 Methods

3.3.1 Molecular Dynamics simulations

In Molecular Dynamics (MD) simulations, the equations of motion were inte-
grated using the velocity Verlet (VV) algorithm85,167 with the timestep of 2 fs.
Velocities were rescaled to the desired temperature T during the equilibration
time; afterwards T was kept constant using the Andersen thermostat.238

3.3.2 Monte Carlo simulations

To study the adsorption of capping molecules on a CdSe NC, we apply Configurational-
bias Monte Carlo (CBMC) simulations in the grand-canonical ensemble.85,153

During the simulations, surfactant molecules are exchanged between the simu-
lation box and a reservoir at an imposed chemical potential µ or, equivalently,
fugacity f . The following MC trial moves are used to sample the degrees of
freedom of the system: translations of molecules and individual NC atoms,152

molecular and pivot rotations,239,240 (partial) chain regrows and chain inser-
tions/removals (grand-canonical MC). For linear parts of ligand molecules, we
apply the conventional CBMC algorithm,85,153 while for branched fragments the
coupled-decoupled CBMC method161 is used. Insertions and removals in the
grand-canonical ensemble are performed using the biased insertion technique de-
veloped in Section 2.4.1 (see also Ref.159). The grand-canonical simulations were
between 80000 and 500000 MC cycles 1 long to ensure sufficient sampling. The
first 10% of them suited equilibration.

3.3.3 Nanocrystal preparation

Quasi-spherical CdSe nanocrystals were prepared using the following procedure.
First, a sphere with a given radius is cut out from the bulk CdSe wurtzite lattice.
All atoms with one nearest neighbor (NNb) are removed.127,241 The structure is
accepted only if the numbers of remaining Cd and Se atoms are equal. Varying
the (initial) sphere radius and center, we were able to generate 16 different can-
didate structures ranging between (CdSe)102 and (CdSe)1541, corresponding to

1The number of trial moves in a MC cycle is (10 + the number of NC atoms + the number
of capping molecules present in the system.)
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Figure 3.1: Dipole moment of annealed CdSe nanocrystals (NC) in atomic units
divided by the number of atoms in the NC versus the number of atoms in the
NC. (b) is a tenfold zoom of (a). The solid line is linear regression to the ten data
points in the bottom part of the figure.

2.1–5.5 nm diameter. Next, we equilibrated the structures and allowed the sur-
face to relax. The importance of this step was emphasized in the previous DFT
and MD studies on CdSe NCs.228–232 For each structure, we carried out a 1 ns
long MD simulation at 450 K; and we then cooled the structures down to 300 K in
steps of 25 K, 0.1 ns each. During the equilibration procedure, we observed similar
behaviour to what was reported in previous MD simulation studies on wurtzite
nanocrystals.127,231,232 The electric dipole moment pNC of the NC decreased sig-
nificantly compared to the initial structure. The decrease of potential energy was
less pronounced. While small NCs become elongated and facetted, larger ones ap-
pear to be almost spherical. As in Ref.,127 during our simulations we monitored
the coordination statistics: the fraction of atoms with a given number of NNbs. 2

Atoms with one or two NNbs are identified as surface defects; with three NNbs as
interface atoms; with four NNbs as interior atoms; and with five or more atoms
as lattice defects. The number of surface defects drastically reduced in all cases
during our simulations. The fraction of threefold coordinated atoms increased
while the fraction of fourfold coordinated atoms slightly decreased; both numbers
strongly fluctuate during simulations. The reader is referred to Ref.231 for a de-
tailed description of the complex reconstruction of surface layers in NCs during
relaxation. At the end of the equilibration, the potential energy, dipole moment
and coordination numbers reached constant values (up to thermal fluctuations).
This indicates that the surface has reached its equilibrium structure.

2Two atoms are defined as nearest neighbours if their distance is less than a certain radius
RNNb (we choose RNNb = 2.9 Å). Note that the obtained coordination number depends on the
value of RNNb, but trends such as in Fig. 3.9(a) are not affected by the precise choice of RNNb.
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Finally, we plot pNC/NNC versus NNC, where NNC is the total number of Cd
and Se atoms in the NC. The dipole moment of CdSe nanostructures is expected
to derive from the asymmetry of its wurtzite unit cell leading to a linear scaling
with volume.242,243 However, the origin, magnitude and precise scaling with NC
size of pNC are still debated in experimental reports.242–245 A linear dependence
of pNC on NNC has been shown in a MD study of equilibrated wurzite NCs,231

and the ratio pNC/NNC should therefore be constant. For the 16 generated struc-
tures, 10 satisfy the expected relation, while 6 non-systematically deviate from
it having clearly larger dipole moments (see Fig. 3.1). This is most likely due to
an unsuccessful relaxation, and we discard therefore these samples. Two further
structures were discarded due to their unusually high potential energy.

We define the size of a nanocrystal as follows. The total number of atoms is
divided by the number density of bulk CdSe to obtain the NC volume. The NC
diameter is then defined as the diameter of a sphere with the same volume; and
the NC surface area as that of this sphere.

3.4 Binding of ligands follows from electrostatic
interactions

Binding energies of hexylamine (C6NH2), hexylthiol (C6SH), hexylthiolate (C6S−),
tributylphosphine (TBP) and tributylphosphine oxide (TBPO) ligands were com-
puted using MD simulations of an isolated NC with one single ligand molecule
in vacuum at T = 300 K. The binding energy UB is defined as the sum of elec-
trostatic and LJ interactions between the capping molecule and NC atoms. The
positive sign of UB corresponds to the energy gain of the system due to ligand
adsorption. Since the main contribution to UB in our simulations originates from
electrostatic interactions, the obtained values should be divided by the relative
dielectric constant εr of the medium to make comparison with experimental re-
sults. One should also keep in mind that in corresponding experiments reaction
constants and, thus, free energies are derived.

The quasi-spherical stoichiometric equilibrated NCs were taken from the an-
nealing procedure described in Section 3.3.3. The initial coordinates of the cap-
ping molecule are generated using CBMC. Once a surfactant is adsorbed to the
NC surface in a MD simulation, it does not change binding site during typical
simulation time. Some representative snapshots are shown in Fig. 3.2. Negatively
charged atoms of the amine, thiol and PO headgroups adsorb to one surface Cd
atom (also referred to as surface cation) without changing the surface structure
significantly. By contrast, the sulphur atom in a thiolate headgroup binds to a
pair of Cd atoms, and becomes part of the NC surface. This reconstruction is a
result of the partial charge of S−, which is almost the same as of Se, c.f. Table 3.1.

For each NC, we performed 50 simulations with random initial coordinates
of the capping molecule to resolve the binding energy at surface cites. Each
simulation was 100 (200) ps long for C6NH2/C6SH/C6S− and TBP/TBPO, re-
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(a) C6NH2 (b) TBPO (c) C6S− (d) C6SH

Figure 3.2: Snapshots of CdSe nanocrystals with one capping molecule adsorbed.
(a) (CdSe)1541 with C6NH2; (b) (CdSe)270 with TBPO; (c) (CdSe)102 with C6S−;
(d) (CdSe)362 with C6SH. The colour coding is: black - Se; orange - Cd; light
blue - C; dark blue - N; white - H; yellow - S; brown - P; red - O.
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Figure 3.3: Computed binding energies for hexylamine, hexylthiol, hexylthiolate
and TBPO to a CdSe nanocrystal (NC) as a function of the NC diameter. (b) is
a fivefold zoom of (a). Error bars represent the distribution of binding energies
at different binding sites.
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Table 3.2: Average binding energies UB and specificities SB of different ligands
on CdSe nanocrystals of different sizes.

Ligand UB [kJ/mol] SB [%]
C6NH2 86.8 7.5–12
C6SH 34.7 15–20
C6S− 1283 7–12
TBPO 313.6 3–5

spectively; equilibration times were accordingly 20 (50) ps. Few simulations in
which the ligand had not reached the NC surface were discarded. The remain-
ing ones were used to collect statistics for each NC. It is important to note that
differences between simulations originate from the differences in binding energy
at various binding sites. We define the binding specificity SB as the ratio be-
tween the standard deviation and the (average) binding energy. A low value of
SB means that the the corresponding ligand adsorbs equally likely to any site on
a NC, while a large value of SB corresponds to a ligand that prefers certain sites
over the others. Hence, a ligand with low SB can be used to synthesize spherical
NCs, while the one with a high SB could inhibit growth along a certain direction
and, therefore, yield more specific shapes. The results are shown in Fig. 3.3, and
the average binding energies and specificities are summarized in Table 3.2. We
have verified that the main contribution to the binding energy originates from
the electrostatic interactions with the surfactant headgroup; and the magnitude
of UB for different compounds increases, therefore, with the partial charge of their
headgroups, c.f. Table 3.1. The binding energy increases with NC size for C6S−

and TBPO, and it remains approximately constant for C6SH and C6NH2 ligands.
The binding specificity SB is between 7 and 12% for amine and thiolate; 15-20%
for thiol; and 3–5% for TBPO. In all cases we found that SB is independent of
the NC size. The apparently high specificity of the thiol ligand is because the
fluctuations in binding energy at different sites are, for this ligand, of the order
of the thermal energy.

Puzder et al. obtained 0.91–1.05 eV (87.8–101.3 kJ/mol) from DFT calcula-
tions for trimethylamine on a (CdSe)15 NC.228 Similar values (1.08–1.12 eV) have
been reported in the DFT study of amines at a bulk CdSe surface.230 Kilina et al.
obtained average binding energies of 0.67–0.69 eV (64.6–66.6 kJ/mol) for methy-
lamine on (CdSe)33 from DFT calculations.229 These values are in very good
agreement with our results for C6NH2. Ji et al. estimated Gibbs free energies of
9.8–11.0 kJ/mol for binding of octylamine to 3.5 nm CdSe NCs in pyridine from
a combination of NMR and PL measurements;222 while Bullen et al. obtained
Gibbs free energies of 24.3 kJ/mol for binding of decylamine to 3.5 nm CdSe NCs
using the same method, but with chloroform as solvent.226 Dividing our value by
the relative dielectric constants of pyridine and chloroform at room temperature
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(εr ≈ 12 and 4.8, respectively), we obtain binding energies of 7.3 kJ/mol and
18.1 kJ/mol, respectively. The agreement with each of the two studies is within
typical model accuracy. We conclude that the binding of amines to CdSe NCs can
be understood as a result of electrostatic interactions between partially charged
atoms.

The fact that our binding energy for TBPO is larger than the one for C6NH2 is
in qualitative agreement with Ref.,223 where TOPO was shown to bind stronger
than amines. Interestingly, TBPO has a lower binding specificity than amine
and thiolate ligands. Puzder et al. reported 0.63–1.37 eV (60.8–132.2 kJ/mol)
from DFT calculations for trimethylphosphine oxide on a (CdSe)33 NC,228 while
Kilina et al. obtained 0.64–0.77 eV.229 The disagreement between these and our
values for TBPO (313.6 kJ/mol) may indicate that partial charges on O and P
atoms could be overestimated in the MM3 force field. Nevertheless, it is clear that
binding of the PO headgroup to CdSe NCs can be fully explained by Coulombic
interactions between partially charged atoms.

Aldana et al. correlated precipitation and re-dispersion of NCs to the thiol/thiolate
equilibrium in aqueous solution.225 From this information, the Gibbs free energies
for binding of thiolates to Cd chalcogenide NCs with different size were estimated.
For CdSe, binding energies in the range of 23–35 kJ/mol were found. Correcting
our results by the relative dielectric constant of water (εr ≈ 80) yields binding
energies of 0.43 kJ/mol and 16.0 kJ/mol for C6SH and C6S−, respectively. Thus,
the interaction between a thiol molecule and a CdSe NC in water is weaker than
thermal energy, and thiols are expected to dissolve from the NC surface yielding
precipitation of NCs. Our corrected value of UB for C6S− (16.0 kJ/mol) is of
the same order of magnitude, but somewhat lower than the ones measured in
experiment. The binding strength decreases with increasing NC size for all ma-
terials in Ref.225 (c.f. Fig. 3.4), which is in contrast with the slightly increasing
UB observed in the present work (c.f. Fig. 3.3). This difference in trend needs a
separate explanation.

A covalent bond between a thiolate and a NC was suggested in Ref.225 I
twas then speculated that this bond becomes weaker with increasing NC size
and vanishes in the bulk limit. However, this argument has been undermined
by semiempirical calculations of the binding energy of thiol ligands to CdSe NCs
with varying size.241 The explanation suggested without proof in the latter paper
is that UB decreases due to changes in the distribution of facets. However, this
would imply a systematic trend in binding specificity SB with NC size, which we
did not observe in our simulations. A possible explanation can be derived from
the electrostatic model of the present work. In contrast to charge neutral NCs
considered here, Aldana et al. study positively charged NC cores, such that their
charge is compensated by the adsorbed thiolates. In this case, the electrostatic
binding energy is expected to decrease with increasing NC size. Consider, namely,
a small charged hard sphere touching a large oppositely charged hard sphere with
equal charge, where in both cases the charge is spread homogeneously. Then,
obviously, the interaction will weaken with increasing size of the large sphere due
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Figure 3.4: Gibbs free energies ∆G of binding of thiolates to CdSe, CdS and CdTe
nanocrystals (symbols) and fits to Eq. (3.4) (lines). Data was taken from Ref.225

to the increasing separation between the centers of charge. The interaction energy
UB as a function of NC radius R would then scale as

UB(R) = U0
B + C/R (3.4)

with a size-independent binding energy U0
B and a constant C. Fig. 3.4 shows the

two-parameter fit of the data from Ref.225 to Eq. (3.4). The deviations of data
points from the curves lie within experimental error for all three curves corre-
sponding to the three different NC types considered in that work. Interestingly,
the value of UB for a very large CdSe NC (i.e., U0

B) of 18 kJ/mol is very close to
our value corrected for εr (16 kJ/mol).

In several studies, PL quenching by thiols was used to obtain both qualitative
and quantitative information on binding of different ligands.221,223,226 Addition of
a small amount of thiol leads to significant reduction of PL yield, suggesting that
thiol molecules bind to the NC surface replacing native ligands (amines, phos-
phines and their oxides). As mentioned earlier, the quantitative data from these
papers may be not reliable due to the oversimplified modeling of quenching.54,227

We argue that the observed decrease of PL QY is instead affected by the thiol–
thiolate equilibrium. In fact, both S− and SH can act as PL quenchers. First,
it has recently been shown using NMR that thiol surfactants displace native lig-
ands only after deprotonation by an amine.54 Second, individual CdSe NCs show
non-uniform (blinking) behaviour upon thiol addition.227 This is in sharp con-
trast with the main assumptions of Refs.221,223,226 that quenching is uniform and
depends continuously on the number of adsorbed thiols. Third, deprotonation of
thiols by amines follows from simple considerations: alkylthiols are weak acids
(pKa ≈ 10), while alkylamines are intermediate bases (pKb ≈ 3.5). Finally, the
binding strength of a thiol ligand in apolar media (εr ≈ 2.5) is 13.5 kJ/mol accord-
ing to the present work. This is sufficient for adsorption to the NC surface, but
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(a) (b)

Figure 3.5: Typical simulation snapshots for (a) (CdSe)102 capped by 47 C6NH2

molecules and (b) (CdSe)891 capped by 187 C6NH2 molecules, both at T = 300 K.
The colour coding is same as in Fig. 3.2.

not sufficient to replace the native ligands if no thiolate is formed. Furthermore,
there is some indirect evidence for thiol dissociation during ligand exchange. In
Ref.,221 e.g., PL quenching due to addition of thiols is much stronger in systems
with amines. In Ref.,223 it has been observed that additional amines accelerate
adsorption of thiols. In view of the above arguments, it is crucial to account for
the thiol–thiolate equilibrium when considering ligand exchange by thiols.

The binding energy of TBP is of order of thermal fluctuations (not shown),
which is in sharp contrast with the recently reported value of 3 eV (289.5 kJ/mol).230

This shows that the interaction between phosphine surfactants and CdSe goes be-
yond the model presented in Section 3.2.

3.5 Adsorption of alkylamines in two steps

After having investigated the binding of single capping molecules, we proceed
by studying the properties of an amine capping layer. By imposing varying lig-
and fugacities in grand-canonical MC simulations, we determined the adsorption
isotherms of C6NH2 for isolated CdSe NCs at different temperatures. In these
simulations, we calculate the average number of (adsorbed) capping molecules
at a given fugacity (or, equivalently, chemical potential). We computed the
isotherms on (CdSe)102, (CdSe)111 at different temperatures; and on (CdSe)891
at T = 300 K. For a convenient comparison, we express loading as the number of
adsorbed molecules divided by the surface area of a sphere with the same volume
as the NC.

Typical simulation snapshots at high loading are shown in Fig. 3.5. Amine
surfactants adsorb to Cd atoms on the surface, and alkyl tails point outwards.
The capping layer on the larger NC (CdSe)891 is denser due to the smaller sur-
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Figure 3.6: (a) Adsorption isotherms of C6NH2 on (CdSe)102 at different tem-
peratures. (b) Adsorption isotherms of C6NH2 on CdSe102, CdSe111 and CdSe891

(2.20, 2.26 and 4.53 nm diameter, respectively) at T = 300 K; the isotherms are
shown only for low loadings. The vertical line represents the saturated vapor
pressure of hexylamine (0.87 kPa at 293.15 K).246 Lines serve as guide to the eye.
The loading is defined as the number of adsorbed molecules divided by the surface
area of a sphere with the corresponding diameter.

Figure 3.7: Fragment of a nanocrystal surface capped by amine ligands at high
loading. Carbon chains are not shown for clarity. Black spheres represent Se
atoms; orange – Cd; blue – N; white - H; the magenta sphere represents a nitrogen
atom that is not adsorbed to a Cd surface site. White dotted lines represent
(hypothetic) hydrogen bonds between amine headgroups. The two amine groups
in the middle and top left are adsorbed to the same Cd atom.
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face curvature. The calculated adsorption isotherms are shown in Fig. 3.6. As
expected, the number of adsorbed ligands increases with increasing fugacity and
decreasing temperature. The onset of the isotherm shifts to higher fugacities
at higher temperatures: from 10−8 kPa at 250 K to 5 × 10−5 kPa at 450 K in
Fig. 3.6(a). Note that in this regime fugacity is approximately equal to the par-
tial pressure of the vapor. Thus, amine ligands are expected to desorb from the
NC surface under UHV at moderate temperatures. As we can see in Fig. 3.6(b),
the isotherms for the three different NCs considered here lie very close together.
Therefore, the features discussed in the sequel are general and do not result from
some particular surface properties of an individual NC.

The isotherms in Fig. 3.6(a) do not reach saturation despite high loadings. 3

Recall from the previous section that a single amine molecule adsorbs with the
negatively charged N atom to a surface Cd atom (direct adsorption), and one
would therefore expect a maximum loading corresponding to the number of surface
cations, which can be estimated as 3–4 nm−2 from the coordination histograms
of NCs. Instead, the isotherms in Fig. 3.6(a) become steeper at loadings around
3 nm−2 (shown as dashed line), and increase rapidly to much higher loadings.
Notably, some isotherms in Fig. 3.6(a) reach the loading of 7 molecules per nm2

corresponding to 106 adsorbed ligands on (CdSe)102, which is even more than
the total number Cd atoms present. This clearly shows the existence of a bind-
ing mechanism that allows loadings beyond the limit of direct adsorption. We
will show that this second mechanism (indirect adsorption) combines two effects:
a second amine binds to an already occupied Cd surface site; and adsorption
to even less favourable positions under formation of hydrogen bonds (HB) with
other amines and surface Se atoms. A snapshot in Fig. 3.7 visualizes this motif.
Consider the two amines that are adsorbed to a Cd atom on the left. The amine
in the bottom left shown in magenta is not bound to any Cd atom; both its H
atoms interact with Se surface atoms and the N atom forms an HB. We see that
the two amine groups in the middle and on the right also form an HB.

To obtain additional direct evidence for the nature of indirect adsorption, we
compare the radial distribution function g(r) between N atoms of ligand head-
groups at different loadings in Figs. 3.8(a) and 3.8(b). The peak of g(r) close
to 5 Å is dominant in all cases. This value is, coincidentally, very close to the
spacing between thiol headgroups in a self-assembled monolayer of alkylthiols on
gold (111);172 however, the origin is different. The exact position of this peak is
4.95 Å on (CdSe)102 and 4.65 Å on the larger (CdSe)891. We relate these positions
to the next-nearest neighbor distance in the CdSe wurtzite lattice (4.4 Å) using a
geometric model presented in Fig. 3.8(c). Consider a sphere with the same radius

3It is not possible to reach the actual saturation point in our simulations, because at high
fugacities the simulation box will be completely filled with a liquid phase formed by capping
molecules. We verified that this “condensation” never occurred in the reported simulations.
From Fig. 3.6(b) we see that higher loadings (> 3.5 molecules/nm−2) only occur at fugacities
higher than the saturated vapor pressure of C6NH2, so that the vapour phase surrounding the
NC is metastable in this range.
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R as the NC, and two ligand headgroups adsorbed to two surface atoms with dis-
tance R1 = 4.4 Å. Assume the distance R2 between the two headgroups to be the
same as the g(r) peak position, and their separation from the NC surface is equal
d. The distance d follows from the relation R2

R1
= R+d

R . We obtain d = 2.7 Å for
(CdSe)102 and d = 2.6 Å for (CdSe)891. This is, in fact, the typical Cd–N binding
distance in our simulations. Therefore, we ascribe the main peak in Figs. 3.8(a)
and 3.8(b) to direct adsorption.

At higher loadings, the first peak of the g(r) between N atoms emerges at
r ≈ 3 − 3.5 Å. For (CdSe)102, this peak moves from 3.7 to 3.3 Å at increasing
loading (Fig. 3.8(a)); while for (CdSe)891 it remains at 3.7 Å, and a shoulder
forms at 3.2 Å (Fig. 3.8(b)). We assign this peak to indirect adsorption since
its position cannot be explained by the spacing between adjacent surface cations.
Consider the first three peaks of the g(r) between N and H atoms of different
amine headgroups, which is shown in Fig. 3.8(d). The first peak at 2.3 Å is not
present at low loadings and increases with the number of adsorbed ligands. This
peak is a fingerprint of the amine–amine HB, since we do not account for HB as
a special interaction type in our model. The following peaks are broader. The
second one (3.5–4 Å) correlates with the first peak of the g(r) between N atoms
(Figs. 3.8(a) and 3.8(b)). It can be attributed to a pair of amine headgroups that
are adsorbed to the same Cd atom: despite the close distance they cannot form
an HB due to steric hindrance. The third peak at 5.5–6 Å corresponds to amines
bound to adjacent surface Cd atoms (direct adsorption) as discussed above.

The transition from direct to indirect adsorption occurs at realistic conditions
(temperatures, fugacities); and it may be the reason for some observations re-
ported earlier. We focus on two recent experimental observations. (1) Addition
of a small amount of amines to a dispersion of bare CdSe NCs increases their PL
QY;220–222 but this effect eventually reverses when more amines are added.220,221

(2) Increasing the temperature of a dispersion of amine-capped CdSe NCs leads
to PL antiquenching.190 This optical transition occurs gradually within a range
of 35 K. To the best of our knowledge, these phenomena are still lacking a micro-
scopic explanation. Even though we are unable to directly establish a relation be-
tween adsorption and optical phenomena, our results enable us to speculate about
the following explanation. Assume that direct adsorption of amines increases the
PL QY of CdSe NCs, while indirectly adsorbed amines act as quenchers. With
increasing concentration (and, hence, loading) we would then expect an increase
of QY until the indirect adsorption starts. This may explain the experimentally
observed PL QY increase upon addition of amines to washed NCs.220,221 As
we can deduce from Fig. 3.6(a), the indirectly adsorbed amines gradually leave
the surface at increasing temperature and constant concentration. This may also
explain the change of optical properties reported in Ref.190

We have analyzed the coordination of NC atoms as function of the number
of adsorbed ligands. Recall that the number of surface defects (atoms with two
NNbs) decreases during the relaxation in vacuum, while the number of interface
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Figure 3.8: (a,b) Radial distribution function g(r) between nitrogen atoms of
C6NH2 ligands adsorbed to (CdSe)102 (a) and (CdSe)891 (b), respectively. The
three curves in each graph correspond to average numbers 〈N〉 of adsorbed cap-
ping molecules. (c) Geometric model for the main peak in (a,b). The dashed grey
arc represents a spherical NC surface with radius R. Two adjacent Cd atoms have
distance R1. To each of these atoms, an amine is adsorbed at Cd–N distance d;
the distance between them is R2. (d) Radial distribution function g(r) between
N and H atoms on different C6NH2 capping molecules adsorbed to (CdSe)102.
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Figure 3.9: (a) Fraction of NC atoms with 2,3 and 4 nearest neighbors (NNb) in
a (CdSe)891 NC as a function of the (average) number 〈N〉 of adsorbed C6NH2

molecules. (b) Orientational order parameter p(α) at four different C6NH2 load-
ings on a (CdSe)891 NC.

atoms (three NNbs) increases and the number of interior atoms (4 NNbs) de-
creases. Adsorption of surfactants has the opposite effect as we can see from
Fig. 3.9(a). The number of surface defects increases proportionally to the number
of adsorbed amine molecules; the fraction of interior atoms increases too (from
0.61 to 0.65 in Fig. 3.9(a)); and the number of interface atoms decreases, accord-
ingly. While the relaxation of the outermost layer has been reported previously,230

this is to the best of our knowledge the first observation of the ligand-induced re-
construction of deeper layers. The increase of surface defects can be rationalized
by the indirect adsorption: if two capping molecules adsorb to the same Cd atom,
then it has at most two NNbs in the NC. However, the simultaneous increase of
the number of interior atoms is highly non-trivial. This suggests that, (i) the NC
relaxes back to the initial crystal structure under continuous interface thinning;
and (ii) this occurs at room temperature.

The structure of the capping layer at different loadings can be described by
the orientational order parameter p(α). Consider the angle α between the head-
to-tail vector of a surfactant molecule and the surface normal. Small values of α
correspond to ligands standing almost perpendicular to the surface, while value
close to 90◦ describe ligands lying parallel to the surface. We define p(α) as the
probability distribution of α divided by sinα, so that p(α) is constant for a random
orientation. In Fig. 3.9(b), p(α) is plotted for four different loadings on (CdSe)891
at T = 300 K. This graph is representative for all systems considered in this work
at all temperatures. With increasing loading, orientation of alkylamine ligands
smoothly changes from more random to upright. We previously observed the
same behaviour for alkylthiols adsorbed on Au NC, see Section 2.6.2 and Ref.159
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This indicates that the structure of a capping layer formed by linear surfactants
depends primarily on the loading, and not on the precise details of the NC–ligand
interaction.

3.6 Conclusions

Adsorption of different ligands (amine, thiol, thiolate, phosphine and phosphine
oxide) to CdSe nanocrystals was studied using Molecular Dynamics and Monte
Carlo simulations. Our interaction model was assembled from existing classical
force fields for bulk materials, and we do not apply additional fitting of parameters.
The binding energy of amines (86.8 kJ/mol) and phosphine oxides (313.6 kJ/mol)
follows quantitatively from electrostatic interactions between partial charges on
ligand molecules and anions and cations in the semiconductor core. This has an
important consequence: the binding strength strongly depends on the relative di-
electric constant of the medium. The binding energy of thiols can be explained in
the same terms assuming that thiol ligands dissociate (33.8 and 1332 kJ/mol for
an intact and dissociated thiol, respectively). Our binding energies of amine and
thiolate are in good agreement with quantum chemical calculations and experi-
mental measurements which do not rely on thiol-induced luminescence quenching.
TBPO has the lowest binding specificity among the considered ligands.

Calculated adsorption isotherms of hexylamine suggest that amine molecules
desorb from CdSe NCs under ultra-high vacuum. This process is facilitated by in-
creasing the temperature. Comparing adsorption isotherms, simulation snapshots
and radial distribution functions we conclude that the amine capping layer forms
in two steps. At low loadings, amine headgroups bind directly to Cd atoms at the
surface. At higher loadings, amines bind to already occupied Cd atoms and to
less favourable Se sites. This indirect adsorption is supported by hydrogen bonds
between amine headgroups. This mechanism can occur at ambient conditions,
and may be the reason for earlier observed temperature or concentration induced
changes in optical properties of NCs. Upon increasing surfactant coverage, the
structure of the NC changes gradually toward the one of the bulk material: the
crystalline interior becomes larger, the interface layer becomes thinner, and the
number of (passivated) surface defects increases. This reconstruction of the inter-
face occurs at ambient conditions.



Chapter 4

Interactions between
Capped Nanocrystals

In this chapter, effective interactions between gold nanocrystals protected by cap-
ping molecules are studied using molecular simulations. We computed the poten-
tial of mean force for pairs and triplets of NCs of different size (1.8–3.7 nm) with
varying ligand length (ethanethiol–dodecanethiol) in vacuum. Pair interactions
are strongly attractive due to attractive van der Waals interactions between ligand
molecules. Surprisingly, the equilibrium distance in vacuum always equals ca. 1.25
times the core diameter. Three-body interaction results in an energy penalty when
the capping layers overlap pairwise. This effect contributes up to 20% to the total
energy for short ligands. For longer ligands, the three-body effects are so large that
formation of NC chains becomes energetically more favourable than close-packing
of capped NCs at low concentrations, in line with experimental observations. To
explain the equilibrium distance for two or more NCs, the Overlap Cone Model is
introduced. This model is based on relatively simple ligand packing arguments.
In particular, it can correctly explain why the equilibrium distance for a pair of
capped NCs is always ≈1.25 times the core diameter independently on the ligand
length. We make predictions for which ligands capped NCs self-assemble into
highly stable 3D structures, and for which they form high-quality monolayers.
We also show that incomplete capping layers promote sintering of NC cores, and
that the presence of a good solvent results in purely repulsive interactions.

4.1 Introduction

Gold- and semiconductor nanocrystals (NCs) with specific size- and shape depen-
dent optical and electrical behaviour are of growing importance in the fields of
optics, electronics, catalysis, magnetic storage and biophysics.247 These NCs can
self-assemble in a range of different 2D and 3D superstructures.49,62,63,65 NCs are
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usually protected by an organic capping layer that prevents aggregation, e.g. gold
NCs are often capped with alkylthiol molecules.38 These capping molecules (also
referred to as surfactants or ligands) play an important role in the self-assembly
of NCs. The ratio between the core diameter (dc) and surfactant chain length (L)
determines the crystal structure of a Au NC superlattice.65,132 Capping exchange
can alter the crystal structure of a binary superlattice.68 Moreover, due to the
attractive interactions between capping molecules, in binary NC systems crystal
structures with high coordination form rather than the ones with a higher pack-
ing fraction.70 The attraction between capped NCs is very strong; for example, a
monolayer of Au NCs can form a self-supported membrane when dropcasted on a
substrate with a hole up to 2 µm large.32 It is well-known that this attraction is
at least one order of magnitude larger than the van der Waals (vdW) attractions
between Au NC cores.32,130,133

For the understanding of thermodynamic and kinetic properties of NCs, knowl-
edge of the free energy or, equivalently, the potential of mean force (PMF) as a
function of an appropriate order parameter is of vital importance.90,150 This
would allow fabrication of novel materials and devices with tailor-made struc-
tural, mechanical and thermodynamic properties. The objective of this work is
to study the effective interactions between capped NCs. Molecular simulation
techniques provide an excellent tool for the computation of these, especially for
nanoscale systems, as these techniques do not suffer from experimental limitations
or from oversimplifications sometimes present in theories.85 The computed PMFs
for NCs in vacuum are useful for several purposes. First, they provide direct
insight in the mechanical and thermodynamic stability of different self-assembled
structures. Second, these effective interactions can be used to model mechanical
properties of NC superstructures. Third, the PMF in vacuum can be used to
describe capped NCs at the air-water interface, as NCs capped by hydrophobic
ligands are hardly immersed in water at the surface.

Capped gold nanocrystals are a convenient system for molecular simulation
studies. The binding of thiol headgroups to Au surfaces is better understood than
for other NC–surfactant systems, as we can see from the previous two chapters.
Several models have been successfully applied to describe the structure and ther-
modynamics of alkylthiol monolayers on flat Au(111)–surfaces159,192,233 and Au–
NCs.131,137,159,233 It is important to note that the effective NC–NC interactions
in a solvent are very different from the ones in vacuum due to solvent–capping
layer interactions.122 The work of Patel et al.139 focused on the PMF for very
small capped NC cores (Au38) for varying solvent quality, and it was found that
the PMF can be tuned from strongly attractive to fully repulsive. Tay et al.133

computed the PMF for only two selected systems in vacuum so that no defini-
tive conclusions could be drawn concerning the general behaviour of the PMF.
It is also not known whether thermodynamic properties of assemblies of capped
NC can be described by pure pair interactions or whether many-body effects are
important.

The aim of the present work is to systematically investigate the influence of
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surfactant length, NC size, temperature and the completeness of the capping layer
on the PMF. To the best of our knowledge, this is the first systematic study of
these crucial parameters. We also quantify three-body effects, and discuss their
importance for different systems. Based on the computed PMFs, we develop a
coarse-grained NC–NC interaction potential. The Overlap Cone Model model
is developed that explains our findings based on ligand packing arguments. We
briefly address the efficiency of different computational methods to compute the
PMF, and we compute the PMF for one system with a realistic explicit solvent
(n-hexane).

4.2 Model and methods

In all simulations, the same united atom model is used for SH, CH2 and CH3

as in Section 2.2. Alkylthiols are labeled as “SCn”, where n is the number of
alkyl chain segments in the linear tail. Beads of different solvent and surfactant
molecules interact with each other and with gold atoms via truncated and shifted
Lennard-Jones (LJ) pair interactions. All LJ parameters are summarized in Ta-
ble 2.1; note that the Au–S interaction is much stronger than other non-bonded
interactions. We account for intramolecular bond stretching, bond bending and
torsional interactions.98 Additionally, we apply intramolecular LJ interaction be-
tween segments that are separated by more than three bonds.

The NC cores are modeled as rigid, close-packed icosahedra exposing only
(111)-facets.125 The maximal extent rmax is defined as the center-to-corner dis-
tance, and the core diameter dc is defined as twice the radius of gyration. Gold
NCs are assumed to interact with each other via the Hamaker potential88

UHam(r) = −AHam

12

[ d2
c

r2 − d2
c

+
d2

c

r2
+ 2 ln

(
1− d2

c

r2

)]
. (4.1)

The interaction constant AHam is 2 eV for gold in an apolar hydrocarbon medium.248

In all simulations periodic boundary conditions are imposed. The simulation
box is chosen sufficiently large, so that capping layers of NCs do not interact
with their periodic images. Unless stated differently, simulations are performed
at constant temperature T = 300 K. An overview of all simulations including
their length is given in Table 4.1.

4.2.1 Potential of mean force

Our aim is to determine the free energy, or, equivalently, the potential of mean
force (PMF) as a function of nanocrystal–nanocrystal separation. Three methods
for the PMF calculations are tested, and we use the most convenient one for each
system. Two of them are constraint methods: one based on Monte Carlo (MC)
and the other on Molecular Dynamics (MD). In both methods, the forces acting
on the NC centers of mass are sampled. The third method involves averaging
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System Figure Method Length
Au147(SC4)58 4.3, 4.4(a) MD 5
Au147(SC4)49 4.9 MD 5

Au147(SC4)58 (hexane) 4.20(a) MD 3
Au147(SC8)58 4.4(a), 4.8(b) MC 150000 (300000)

Au147(SC8)58 (T = 250 K) 4.8(b) MD 4 (14)
Au147(SC8)58 (T = 350 K) 4.8(b) MD 1 (3)
Au147(SC8)58 (T = 400 K) 4.8(b) MD 1 (3)

Au147(SC12)58 4.4(a) MD 10
Au561(SC4)136 4.4(b) MD 1 (3)
Au561(SC4)114 4.9 MC 150000 (300000)

Au561(SC4)136 (T = 250 K) 4.8(a) MD 1 (3)
Au561(SC4)136 (T = 350 K) 4.8(a) MD 1 (3)

Au561(SC8)136 4.4(b) MC 150000 (300000)
Au561(SC12)136 4.4(b) MD 1 (3)

Au561(SC4)136 –Au147(SC4)58 4.5(b) MC 100000 (500000)
Au561(SC8)136 –Au147(SC8)58 4.5(b) MC 100000 (500000)

Au1415(SC2)242 4.5(a) MD 1
Au1415(SC3)242 4.5(a) MD 1
Au1415(SC6)242 4.5(a) MD 1 (3)
Au1415(SC12)242 4.5(a) MD 1

Au147(SC4)58 3-body 4.14(a), 4.14(c) MC 150000 (500000)
Au147(SC8)58 3-body 4.14(b), 4.14(c) MC 500000 (2000000)

Table 4.1: Overview of PMF calculations in this work. Simulation length is
expressed in time [ns] for MD and the number of cycles for MC simulations,
respectively. Numbers in brackets denote simulation lengths for close NC–NC
separations where capping layers strongly overlap. A MC cycle consists of N +10
steps, where N is the total number of (capping) molecules in the system. Unless
stated differently, T = 300 K.
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of non-reversible work performed during MD trajectories. The PMF can also be
computed from unconstraint equilibrium MD/MC simulations such as umbrella
sampling with multiple-histogram reweighting. See, e.g., Refs.249–251 for recent
examples.

Consider two NCs at the fixed distance r. The mean force Fmean is defined
as the average force between the two particles in direction of their connecting
line:252,253

Fmean(r) =
1
2

〈(
~F2 − ~F1

)
· ~ru

〉
NVT

(4.2)

where ~F1 and ~F2 are the total forces acting on the first and second NC core,
respectively; ~ru = ~r/r is the unit vector connecting the two NCs, and angular
brackets denote ensemble averages in the canonical ensemble. The potential of
mean force is defined as

φMF(r) =
∫ ∞

r

Fmean(s)ds. (4.3)

The Helmholtz free energy F(r) is related to the PMF φMF(r) via150

F(r) = φMF(r)− (d− 1)kBT ln r + constant, (4.4)

where d represents the dimensionality.
The mean force can be computed according to Eq. (4.2) using either constraint

MC or MD simulations in the canonical ensemble1. Eq. (4.3) is then used to
calculate the PMF.

Monte Carlo simulations

The degrees of freedom of solvent and surfactant molecules are sampled using
displacement,152 rotation239 and Configurational-bias Monte Carlo (CBMC) trial
moves.153–156 The rotational degrees of freedom of the individual NCs are sampled
using rotations of the NC or of the cluster defined as the NC with ligands adsorbed
on its surface. The centers of mass of the NCs remain fixed during the simulation.

(Constraint) Molecular Dynamics simulations

The MD simulations are performed using the velocity Verlet (VV) algorithm.85,167

The only constraint on the system was applied to the NC–NC center of mass sep-
aration using the RATTLE algorithm,169 the VV version of SHAKE.168 Hereby,
the NCs are “bonded” with a fixed length. The NC–NC bond can translate and
rotate freely. The rotation of rigid NCs about their centers of mass is realized
using quaternion rigid body dynamics.170 The temperature is controlled using
the Andersen thermostat.238

1One can sample either forces acting on the NC cores or on the clusters defined as the NC and
its capping layer. It is easy to show that both methods yield rigorously identical values for the
mean force Fmean. The latter method yields faster convergence, especially at larger separations.
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One may think that the rotational degrees of freedom of NCs are not sam-
pled sufficiently in a constraint simulation at close distances, where the capping
molecules on the two NCs interpenetrate. Indeed, in such a system a NC core
is very unlikely to perform even one full rotation during typical simulation time.
The computed Fmean may therefore depend on the initial configuration of the NC
pair. To asses this issue, we performed a series of 10 simulations, where we (1)
randomly rotated two capped NCs at a large distance; (2) pushed them together
to a distance at which the capping layers significantly overlap; (3) equilibrated
the systems using MC without NC rotations; and (4) computed the Fmean for
each system with NC rotations. The results for all the ten systems are identical
within error bars. We conclude that the limited sampling of NCs rotations does
not influence the computed mean force.

Steered Molecular Dynamics simulations

Steered Molecular Dynamics (SMD) exploits Jarzynski’s equality254,255 that re-
lates the equilibrium free energy difference ∆F with the average irreversible work
W in a non-equilibrium system. In our case, a harmonic spring force with force
constant k and equilibrium distance rSMD acts in the direction of the line con-
necting the two NCs; rSMD changes with constant velocity v. One can choose
whether to pull the NCs apart (v > 0) or to push them together (v < 0). The
free energy is then given by

exp [−∆F/kBT ] = 〈exp [−W/kBT ]〉 , (4.5)

where kB is the Boltzmann constant and angular brackets denote an average over
many non-equilibrium simulations that all start from different initial configura-
tions sampled in the NVT-ensemble. A similar methodology has already been
applied for determining the PMF between the starting and the end segment of an
α–helix that was stretched as a function of time.256,257 For optimization purposes,
one needs to tune k, v, and the number of simulations over which to average. This
may be considered as a drawback of the method.

4.2.2 Sample preparation

The initial configurations for simulations in vacuum are prepared by a procedure
similar to the one proposed in Ref.131 First, we generate a configuration with max-
imum surfactant coverage by a grand-canonical simulation of ethanethiol (SC2) on
a pair of NCs. The Monte Carlo procedure described in Chapter 2 is used. Next,
we perform simulations in the canonical ensemble at temperatures between 250
and 450 K. Such extensive equilibration is important due to the very slow diffusion
of ligand headgroups on the NC surface. Finally, we exchange the SC2 ligand by
the desired one using simulations in the semigrand ensemble,166 and equilibrate
further to allow for relaxation of alkyl tails. A typical snapshot of an equilibrated
configuration is shown in Fig. 4.1. The headgroups are adsorbed to the surface
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(a) (b)

Figure 4.1: (a) A pair of Au561 nanocrystals at r = 34 Å capped by 136 SC8
surfactant molecules each. Light grey spheres represent gold atoms; black spheres
represent thiols headgroups; and grey lines represent alkyl tails. (b) Close-up of
the “bottleneck” between NC surfaces. Note that the thiol capping molecules
readily bend away from this bottleneck.

via the strong Au–S interaction. The hydrocarbon tails form a soft corona. We
find that the maximum coverage on Au147 (dc = 1.8 nm), Au561 (dc = 2.7 nm)
and Au1415 (dc = 3.7 nm) is 58, 136 and 242 alkylthiol molecules, respectively,
in good agreement with experiments.47 This corresponds to one thiol headgroup
per 1.6 surface Au atoms in the first case, 1.9 in the second case, and 2.0 in the
third case. Compared to the value measured for an extended Au(111)–surface
(one thiol headgroup per three surface atoms171), the packing of thiol headgroups
on a NC is much denser due to the reduced steric repulsion of aliphatic tails.

4.2.3 Comparison of methods

We compared different methods for computing the PMF. We also tested a coarse-
grained interaction potential between NCs and united atoms for MC.258 The
computed PMFs are shown Fig. 4.2. All computations were performed on Intel
Pentium 4 3.2 GHz desktop computers. Total computational times were 791 h for
SMD (100 trajectories of 2.3 ns each); 125 h for constraint MD (60 separations
of 1 ns each); 107 h for constraint MC (60 separations of 50000 cycles each); and
90 h would be required for same method with the same number of separations
when using the coarse-grained potential of Ref.258 (Section 2.3 of the present
thesis).

Constraint MD and MC have similar computational efficiency (i.e. accuracy
vs CPU time) for simulations in vacuum, while SMD is a factor six slower. This
is in line with a recent comparison of different techniques for PMF calculation,
where constraint MD was found to be the method of choice.259 Furthermore,
constraint methods allow to sample structural properties of the system. The re-
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Figure 4.2: (a): Mean force Fmean and potential of mean force φMF as functions
of the center of mass separation r between two Au147 nanocrystals capped by
49 SC4 molecules in vacuum computed using constraint MD (1 ns simulation
time), compared with the same φMF computed using SMD (averaged over 100
simulations of 2.3 ns each); constraint MC (50000 cycles); and constraint MC with
the coarse-grained NC–pseudo-atom potential (50000 cycles). (b): Mean force
Fmean and potential of mean force φMF as functions of center of mass separation r
between two Au147 nanocrystals capped by 58 SC4 molecules in vacuum computed
using constraint MC (150000 cycles), compared with the same φMF computed
using using constraint MD (1 ns simulation time). Note that Fmean computed
using MD is equal to the MC result (within error bars) and is not shown.
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cently developed effective NC–pseudo-atom interaction potential258 (Section 2.3)
is not suited for MD because of discontinuities in the force, but it can be used
in MC simulations (CG MC). The gain due to this coarse-grained potential is
relatively small because most CPU time is spent on computing intermolecular
interactions. This may be different however for larger NCs since the number of
surfactants increases quadratically and the number of Au atoms cubically with
dc. This coarse-grained potential seems to underestimate the friction of thiol head
groups on the NC surface, and therefore may yield a more attractive interaction
at small distances, c.f. Fig. 4.2(a). We will show in Section 4.3.3 that the main
issue with CG MC is the high sensitivity of the result with respect to the exact
choice of the NC-radius in the coarse-grained model. At small NC separations,
the PMF curve computed SMD is qualitatively different from the ones computed
using constraint methods. We will show in Section 4.3.2 that the relaxation of
interpenetrating capping layers occurs on time scales that are much larger than
typical SMD simulation times.

MD calculations in explicit solvent were a factor five faster compared to the
corresponding MC ones due to the use of an efficient neighbor list.260 Clearly,
constraint MD is the method of choice in this case. The methods (MD or MC,
simulation lengths) chosen for individual results in the remainder of this chapter
are summarized in Table 4.1.

4.3 Pair interactions and the Golden Rule

In this section, our results on pair interactions between capped gold nanocrystals
are presented. Fig. 4.3 shows as an example the potential of mean force between
two Au147(SC4)58 clusters. The left end of the horizontal axis is chosen as twice
the center to corner distance rmax. We will call 2rmax the fusion distance. Note
that 2rmax > dc because the NC is not perfectly spherical (icosahedral). The PMF
has a strong repulsion at distances close to the fusion distance followed by a very
deep well of ≈ 30 kBT . Thus, in the hypothetic case when a pair of capped NCs
moves freely in vacuum, a stable dimer would always be formed upon contact.
The attraction ranges a few Å beyond 2rmax plus twice the ligand length (which
is ca. 10 Å here). The Hamaker interaction between the gold cores is negligible
compared to the total interaction; the PMF is dominated by interactions between
capping molecules as found earlier in Ref.133

In Fig. 4.4, we show the PMF for three different surfactants: SC4, SC8 and
SC12 with a length L ≈ 0.5, 1 and 1.5 nm, respectively. Surprisingly, the position
of the potential minimum (determining the equilibrium distance of a NC dimer)
remains constant with increasing surfactant chain length, while the total interac-
tion becomes longer ranged and more attractive (from 30 kBT for SC4 capped
Au147 to 180 kBT for SC12 capped Au561). The ratio τ between the equilibrium
NC center-to-center distance and dc is in all cases ≈ 1.25. Note that the sep-
aration between NC surfaces at the equilibrium distance is less than the length



92 INTERACTIONS BETWEEN CAPPED NANOCRYSTALS

20 25 30 35 40 45
r

CM1↔CM2
 [Å]

-10000

-5000

0

5000

F
mean

/k
B
 Au

147
(SC4)

58
 [K/Å]

 φ
MF

/k
B
 Au

147
(SC4)

58
  [K]

U
Ham

/k
B
  [K]

Figure 4.3: Mean force Fmean, potential of mean force φMF and Hamaker interac-
tion energy UHam as functions of center of mass separation r between two Au147

nanocrystals (dc = 1.8 nm) capped by 58 butane-thiol molecules (SC4) each in
vacuum, computed using constraint MD. The left end of the horizontal axis cor-
responds to the fusion distance (2rmax): twice the center to corner distance of a
single NC.

20 30 40 50 60
r

CM1↔CM2
 [Å]

-150

-100

-50

0

φ M
F

/(
k B

T
)

Au
147

(SC12)
58

Au
147

(SC8)
58

Au
147

(SC4)
58

(a) Au147

30 35 40 45 50 55 60
r
CM1↔CM2

 [Å]

-200

-150

-100

-50

0

50

φ M
F
 /(

k B
T

)

Au
561

(SC12)
136

Au
561

(SC8)
136

Au
561

(SC4)
136

(b) Au561

Figure 4.4: Potential of mean force φMF as a function of center of mass sepa-
ration r between (a) two Au147 nanocrystals (dc = 1.8 nm) and (b) two Au561

nanocrystals (dc = 2.7 nm) capped by SC4, SC8 and SC12 in vacuum.



PAIR INTERACTIONS AND THE GOLDEN RULE 93

of a single capping molecule in a stretched conformation. Fig. 4.1(b) shows that
this is possible because of the flexibility of aliphatic tails: the capping molecules
located close to the NC–NC axis point in the direction perpendicular to this.
Therefore, the alkyl tail length is not necessarily a restriction for NC spacing. We
will come back to this issue in Section 4.5 where we will show that τ ≈ 1.25 is
the distance at which the ligands of any length are packed very efficiently in the
space between two NCs. Furthermore, the attractive parts of the three PMFs for
different capping molecules on the same NC appear to be linear and parallel to
each other. The values for the potential well depth are consistent with a previous
MD study of Au140 (SC4)62 and Au140(SC10)62.133 In this study, well-depths of
45 kBT and 145 kBT , respectively, were reported.

The PMFs for a larger NC Au1415 (dc=3.7 nm) capped by short ligands SC2
and SC3 are compared to the ones for longer SC6 and SC12 capping molecules in
Fig. 4.5(a). Note that a ligand should be at least 1.25dc−dc

2 = 4.63 Å long for the
capping layers of two NCs to be in contact at NC–NC center-to-center distance of
r = 1.25dc. Both SC2 and SC3 are significantly shorter than this minimum length,
and the spacing between the two NCs at the equilibrium distance for these short
thiols equals 5 and 6.8 Å, respectively, which is in both cases approximately twice
the ligand length. By contrast, the equilibrium distances for SC6 and SC12 (46.0
and 47.5 Å, respectively) are close to 1.25dc = 46.9 Å, and show a much weaker
dependence on the chain length. We have also computed the PMF between a pair
of NCs with different size d

(1)
c and d

(2)
c capped by the same ligand: Au561(SCn)136–

Au147(SCn)58, with n = 4 and 8. For such a dimer, it is natural to define an
effective NC diameter deff

c = 1
2

(
d
(1)
c + d

(2)
c

)
. As we can see from Fig. 4.5(b), the

location of the minimum again does not change with increasing chain length, and
the ratio τ ≈ 1.25.

We summarize all PMFs presented earlier in Fig. 4.6. Note that in this figure,
we plot φMF as function of τ . The potential minima of all PMFs lie at the line
τ = 1.25± 0.04. Our scaling result implies a Golden Rule: “NC superstructures
with τ close to 1.25 have an enhanced robustness and thermodynamic stability due
to the large energetic contribution of the capping molecules.” Distances between
adjacent capped NCs that are significantly smaller than twice the average surfac-
tant length are often observed experimentally for thin NC films, with the ratio
τ between 1.2 and 1.33.32,49,64,67,209,210,261,262 In Ref.,32 a monolayer of Au NCs
with dc = 6 nm capped by SC12 was shown to form a self-supported membrane
when dropcasted on a substrate with an up to 2 µm large hole. The spacing be-
tween adjacent NCs was found to be 1.4 nm, which is less than a single surfactant
chain length. This corresponds to τ = 1.23, and this is a an excellent example of a
robust monolayer obeying the Golden Rule. In 3D-structures on the other hand,
the typical distance between adjacent NCs depends on the ligand length due to
the limited available volume, and our Golden Rule does not apply.65,134,263

Fig. 4.6 reveals the impression that, in first approximation, the PMF well-
depth is determined by the ligand length alone, and not by the NC size (and thus
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Figure 4.5: (a) Potential of mean force φMF as a function of center of mass
separation r for Au1415 (dc=3.7 nm) capped by SC2, SC3, SC6 and SC12. (b)
φMF(r) between an Au561 and an Au147 nanocrystals capped by the same ligand.

1 1.25 1.5 2 2.5 3 3.5 4
τ = r

CM1↔CM2
 / d

c

-250

-200

-150

-100

-50

0

50

φ M
F

/(
k B

T
)

Au
147

(SC12)
58

Au
147

(SC8)
58

Au
147

(SC4)
58

Au
561

(SC12)
136

Au
561

(SC4)
136

Au
561

(SC8)
136

Au
561

(SC6)
136

Au
1415

(SC6)
242

Au
1415

(SC12)
242

Au
561

(SC8)
136

 -  Au
147

(SC8)
58

Au
561

(SC4)
136

 -  Au
147

(SC4)
58
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from butanethiol SC4 (L ≈ 0.5 nm) to dodecanethiol SC12 (L ≈ 1.5 nm). The
vertical dashed line indicates τ = 1.25, and serves as guide to the eye.
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Figure 4.8: Potential of mean force φMF as a function of center of mass separation
r between two SC4 capped Au561 nanocrystals (a) and two SC8 capped Au147

NCs (b) at different temperatures in vacuum. For a fair comparison, the PMF is
divided by kBT at T = 300 K.
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Figure 4.9: PMF φMF(r) between (a) two Au147 nanocrystals (dc = 1.8 nm)
capped by 49 SC4 molecules, and (b) between two Au561 nanocrystals (dc =
2.7 nm) capped by 113 SC4 molecules in vacuum. In both cases, the number of
surfactants is 15% smaller than in a full capping layer.

not by the number of capping molecules); the only exception is Au147(SC12)58. A
close comparison of the PMFs between two NCs of different size (dc = 1.8 nm and
2.7 nm) capped by the same surfactant yields that for larger NCs, the repulsion
is steeper compared to smaller ones, and the potential well is deeper and more
narrow, see Fig. 4.7. These observations can be explained by the smaller surface
curvature for the larger NC, yielding a smaller angle between adjacent surfactants
and therefore a denser capping layer. For the same reason, the well-depth for
Au147(SC12)58 is much lower than for Au561(SC12)136 and for Au1415(SC12)242,
see Fig. 4.6.

The PMF for a pair of Au561(SC4)136 and for a pair of Au147(SC8)58 clusters
at different temperatures are shown in Fig. 4.8. The interaction becomes less
attractive with increasing temperature while the equilibrium distance becomes
slightly larger, which is due to the increasing entropic repulsion of the chains.121

Note the large difference in well-depth between T = 250 K and T = 300 K in
Fig. 4.8(a) and between T = 300 K and T = 350 K in Fig. 4.8(b). This is caused
by a transition inside the capping layer known as chain melting131,135,136 (see also
Section 2.6 of this work).

In Ref.,49 a 2D binary superlattice of decanethiol stabilized Au NCs of two
different sizes was left for two weeks under ambient conditions. TEM images
showed that smaller NCs started to sinter, while the larger ones remain intact.
The authors suggest that this could be due to capping layer degradation. We
mimic a partial evaporation of the surfactant from the capping layer by simulat-
ing nanocrystals capped by 15% less ligands with respect to a fully covered NC
surface. The potential of mean force in Fig. 4.9 shows that the repulsive part



PAIR INTERACTIONS AND THE GOLDEN RULE 97

almost vanishes, and that the PMF even becomes attractive at separations very
close to the fusion distance. Thus, incomplete capping layers bring the surfaces
of the NCs into contact and even promote their fusion. This effect is more pro-
nounced for smaller nanocrystals. For the larger NC, there is a small repulsive
force close to the fusion distance, which is in line with the steeper short-range
repulsion observed in Fig. 4.7.

4.3.1 Parameterization of effective NC pair interactions

To make the computed pair interactions applicable in further studies, it is de-
sirable to develop an interaction model for capped Au NCs that depends on the
core diameter dc and the number of carbon atoms in the alkyl tail n. One can
estimate the ligand length L by applying the commonly used empirical formula
L ≈ (n+1)×1.2 Å.65,132 In this section, we present a potential form that captures
the basic properties of the effective interactions computed in Section 4.3. Note
that we do not try to make a collective fit of all PMFs. We only consider here the
case that the ligand is not too short: L > (1.25dc − dc)/2; and the temperature
is T = 300 K.

The values Umin of the potential well-depth for different ligands SCn can be
fitted to the empirical formula Umin/kBT = −u0(n + 1)2, and the parameter
u0 ≈ 1.15 is in first approximation NC size independent, see Fig. 4.10(a). In
particular, the effective attraction scales quadratically with the number of beads
in the capping molecule. We have shown earlier that the pre-factor u0 decreases
significantly with increasing temperature, see Fig. 4.8.

We suggest the following potential form for the two-body interactions:

φ2body
MF (r) = fsm(r) (a(r − rcut) + b exp {−c(r − rmin)}) ; (4.6a)

where rcut = 1.2dc + 2L is the cut-off radius; the parameter c determines the
repulsion steepness; the parameters a and b can be expressed in terms of c, the
location rmin = 1.25dc and the value Umin of the potential minimum by

a =
Umin

rmin − rcut + 1/c
, b =

a

c
=

Umin

(rmin − rcut)c + 1
. (4.6b)

The smoothing cut-off function is given by

fsm(r) =

{
exp

(
0.05 dc (rmin−r)

(r−rcut)(rmin−rcut)

)
r < rcut

0 r ≥ rcut.
(4.6c)

When choosing c = 0.55 Å−1, rmin = 1.25dc and Umin/kBT = −1.15(n + 1)2, the
potential Eq. 4.6 reproduces the following properties observed in Section 4.3:

� The equilibrium distance is for any ligand at rmin = 1.25dc.
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� The interaction ranges a few Å beyond r2b
ovrl = dc + 2L which is the NC

diameter plus twice the ligand length; for r > r2b
ovrl the PMF smoothly

approaches 0.

� The potential well-depth is Umin/kBT = −1.15(n + 1)2.

� The attractive part of the 2-body PMF is almost linear.

� The repulsion is steep in the range 1.1dc < r < 1.25dc.

Moreover, both the potential and its derivative are continuous at the cut-off owing
to the smoothing function fsm. Three typical PMFs from Fig. 4.6 with different
NC cores and ligands are compared to the potentials from Eq. (4.6) in Fig. 4.10(b).
The agreement is reasonable when taking into account that we did not perform
a collective fit. It can be seen on the example of Au561(SC8) that the differences
are mainly due to the small deviations of the imposed values for rmin and Umin

from the computed ones.

4.3.2 Shape memory effects

To enable mutual interpenetration of two capping layers, several capping molecules
have to change their conformation simultaneously. Some of these conformational
changes will have high activation energies, and this results in very slow kinet-
ics. We therefore investigate whether it is possible to find the equilibrium dis-
tance from unconstrained MD or MC simulations. We considered two systems:
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Figure 4.11: Top: Distance r between NC centers during unconstrained MD
simulations starting from different initial distances r0 for a pair of Au561(SC4)136
clusters (left) and Au147(SC8)58 clusters (right). Bottom: Distance probability
distributions p(r) computed from the PMF and unconstrained MD simulations
starting from different NC separations.

Au561(SC4)136 and Au147(SC8)58. The starting configurations were chosen from
well-equilibrated constraint simulations at different distances r0. We simulated
the systems using unconstrained MD for 3 ns and 5 ns for Au561(SC4)136 and
Au147(SC8)58, respectively. These simulation lengths are typical for simulations
of capped NCs found in literature.132,133 After 100 ps, the two clusters reach a
certain separation after which the distance between them is fluctuating around
some average value, c.f. Figs. 4.11(a) and (b). In addition, there is no drift in
energy, suggesting that the system is already in equilibrium.

We recorded the probability p(r) of finding the two NC centers at a distance
r, and compared it to the one calculated from the associated PMF φMF(r):

p(r) ∝ r2 exp [−φMF(r)/kBT ] . (4.7)
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The distributions for the Au147(SC8)58 are clearly different for varying initial sep-
arations. The simulation starting closest to the equilibrium distance (r0 = 21 Å)
yields the distance probability distribution closest to the one calculated from
the PMF, c.f. Fig. 4.11(d). This shows that several conformations of capping
molecules and thus some NC separations cannot be reached in a feasible simula-
tion time using unconstrained MD simulations. In a constraint simulation, on the
other hand, the capping molecules are forced to find favourable conformations at
all NC separations. Note that constraint MD and MC yield similar results even at
short distances (see Fig. 4.2(b)) despite the different strategies for exploring the
configuration space. We conclude that unconstrained brute-force simulations of
ensembles of capped nanocrystals require very long simulation times to reproduce
the equilibrium properties such as the equilibrium distance correctly. In prac-
tice, this observation is important for understanding mechanical properties of NC
superstructures. These materials have shape memory effects: in response to an
external perturbation, a restoring force is acting for a time period much longer
than diffusion time 2. This restoring force, on the other hand, makes it very
difficult to obtain accurate results using SMD, or with any other unconstraint
method.

4.3.3 The trouble with coarse-grained NCs

In Section 4.2.3 we showed that the effective interaction computed using constraint
MC with the coarse-grained NC–pseudoatom potential taken from Section 2.3 of
this thesis is much more attractive than the one computed using a full-atom model.
At first sight, this is somewhat surprising as the main contribution to PMF comes
from the ligand-ligand interactions. Partially, the stronger attraction in the CG
model can be explained by the missing friction of the headgroups on the surface,
which is present in the rigid full-atom model. There is, however, another subtle
detail.

We computed the PMF for the Au147(SC4)58 pair, where we fixed the number
of capping molecules and slightly changed the in-radius rin of the icosahedron in
the CG-potential from 6.5 to 6.3 Å (see Fig. 2.2 in Section 2.3 for the definition
of this parameter). The computed PMFs are shown in Fig. 4.12 together with
the full-atom result from Fig. 4.3. The PMF for the CG NC with rin = 6.5 Å
looks like the capping layer is incomplete (c.f. Fig. 4.9). The PMF corresponding
to rin = 6.5 Å is similar to the one for the full-atom model, but still seems
to underestimate the repulsion: the potential well-depth is both deeper and at
a slightly smaller NC separation than in the full-atom model. Thus, a small
difference in the mapping procedure of a full-atom NC on an effective icosahedron
results in a large difference in the result.

2Consider a dumpbell with the same effective mass as a Au147(SC8)58—dimer and with a
harmonic potential approximating the associated PMF around its well-depth. Within a 5 ns
period, such a dumpbell would perform more than 20 full oscillations.
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Figure 4.12: Potential of mean force φMF as a function of center of mass separation
r between two Au147 nanocrystals capped 58 SC4 ligands each, computed using
the full-atom model and the CG-model from Section 2.3 for two different values
(6.3 and 6.5 Å) of the icosahedron in-radius.

As we have seen already and will discuss further in Section 4.5, the PMF is
very sensitive to the coverage. When the number of capping molecules is kept
constant, the coverage is determined by the surface area and, therefore, by the
exact choice of the icosahedron size. It can be concluded that the main source of
differences between results obtained using the CG and the full-atom models is the
mapping procedure of a NC with atomic details on an effective icosahedron. To
circumvent this problem, one should compute the (maximum) number of ligands
for the CG model with the given rin, and compute the PMF with this system.

4.4 Three-body effects

In Section 4.3, we have studied interactions between pairs of capped nanocrys-
tals. The crucial question is, in which cases these pair potentials are sufficient
to reasonably model large NC superstructures. We have found that, surprisingly,
the equilibrium distance of NC dimers is independent from the ligand length L,
and is ≈ 1.25dc, where dc is the NC core diameter (see Fig. 4.6). By contrast, ex-
periments show that the spacing between NCs in a 3D-superlattice systematically
increases with increasing length of the capping molecules at constant core diam-
eter.65,134,264 This indicates that pair-interactions alone may not be appropriate
to describe 3D superstructures built from NCs with long capping molecules. On
the other hand, pair potentials are sufficient to describe the energy of 1D super-
structures (chains or rings) of capped NCs. In a similar fashion, a study of three-
body interactions would allow us to apply the computed effective interactions to
simulate 2D NC superstructures (monolayers). We are not aware of systematic
experimental studies of monolayers made from Au NCs with constant core size
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and varying ligand length. In Ref.66 it was shown that the spacing between
5.8 nm Ag2S NCs increases non-linearly with L; and the spacing was almost the
same for SC12 and SC14. This indicates that three-body effects may determine
the spacing between NCs in a non-trivial way.

One of the difficulties in quantifying many-body effects is the number of inter-
nal coordinates involved. For a pair of (quasi-)isotropic objects (such as capped
NCs in the present work), it is sufficient to consider the PMF as a function of only
one parameter (here: NC center-to-center distance). In a system of three isotropic
objects, one already needs three coordinates to describe all different configura-
tions. If one wishes to explore all degrees of freedom of this system, the number
of required simulations would increase cubically compared to a similar parame-
terization study of the corresponding two-body system. Without any additional
information about the system, the computational costs required to parameterize
three-body interactions are therefore much larger compared to a parameterization
of isotropic pair-interactions. If a three-body contribution to the total energy is
necessary, one has to find a suitable potential form to make the computed interac-
tions applicable in practice. This task is immensely simplified when one knows the
nature of the interaction a priori. For instance, the energy of three consecutive
beads in a chain molecule can be often decomposed into two bond stretching and
one bond bending potentials. Unfortunately, such knowledge is not available for
most soft-matter systems. Currently, simulation and theoretical studies mainly
show presence or absence of many-body effects in one specific arrangement.265–268

In Refs.,265,268 e.g., the three-body force in a triplet of star polymers and den-
drimers, respectively, was studied. The three objects were placed in an equilateral
triangle, and mean force was computed as a function of the side length. It was
concluded in Refs.265,268 that three-body interactions are repulsive and have a
significant contribution to the total energy. By contrast, an attractive three-body
interaction was found for charged colloids in Ref.267

Our approach is to decompose the total interaction between three NCs into a
sum of effective pair interactions. If no three-body effects are present, these pair
interactions will be identical to the ones presented in Section 4.3. Our simulation
setup is sketched in Fig. 4.13(a). The centers NC1, NC2 and NC3 of three capped
NCs are constraint to the corners of an isosceles triangle, where the NC1–NC3 and
NC2–NC3 distances (denoted by r13 and r23, respectively) are equal. A typical
simulation snapshot is shown in Fig. 4.13(b). The degrees of freedom of ligand
molecules and rotational degrees of freedom of the NCs are sampled using MC in
the NVT ensemble. The mean force Fmean(r3C) between NC3 and the NC1–NC2
midpoint C is calculated from

Fmean(r3C) =
1
2

〈(
~FC − ~F3

)
· ~ru

〉
NVT

(4.8)

where ~FC and ~F3 are the total forces acting on C and NC3, respectively; r3C is
the distance between the two points and ~ru = ~r3C/r3C is the unit vector between
them. The angular brackets denote an average in the canonical ensemble. As
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Figure 4.13: (a) The setup of a constraint simulation of three NCs. NC cores are
represented by shaded circles; the capping layers by grey rings. The centers of
mass of the three NCs are constraint at positions denoted by NC1, NC2 and NC3
respectively. The midpoint between NC1 and NC2 is labeled as C. In a series
of simulations, the distance R = R12 between NC1 and NC2 is kept constant,
while the distance r = r3C between C and NC3 varies. (b) A simulation snapshot
of a Au147(SC4)58 triplet with R = 24.5 Å and r = 27 Å. Representations same
as in Fig. 4.1. (c) Forces in the 3–NC system that are used to quantify the
three-body effects. The mean force between NC3 and C,

∣∣∣~F3C

∣∣∣, is sampled from
a constraint simulation as in (a). The effective forces between NC3 and NC1
(NC2) are denoted by ~F31 (~F32). If no three-body interactions are present in the
system, then the magnitudes of these effective forces are equal to the two-body
mean force Fmean at the corresponding distance, and

∣∣∣~F3C

∣∣∣ = 2
∣∣∣~F31

∣∣∣ cos α. (d)

Schematic representation of the triplet overlap distance r3b
ovrl. The capping layer

boundaries of the three NCs, represented by grey lines, intersect in the midpoint
M of the equilateral triangle with corners in NC1, NC2 and NC3.
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Table 4.2: Geometric data of the two NC systems described in the text. All
distances are reported in Å.

L r2b
ovrl r3b

ovrl r2body
eq

formula dNC + 2L
√

3
2 r2b

ovrl

Au147(SC4)58 4.8 27.6 23.9 23.7
Au147(SC8)58 9.6 37.2 32.2 21.6

shown in Fig. 4.13(c), this force can be decomposed into a vector sum of two forces
~F13 and ~F23 acting between NC1 and NC3, and NC2 and NC3, respectively. The
forces ~F13 and ~F23 are equal in magnitude by symmetry, so that we can define
the effective two-body force Feff(r13) in the three-body system as

Feff(r13) = |~F13|(r13) = |~F13|(r23) =
Fmean(r3C)

2 cos α
(4.9)

with r13 = r3C

cos α . As shown in Fig. 4.13(c), α is the angle between the points
C, NC3 and NC1 (or NC2). We perform a series of simulations in which the
distance R12 between NC1 and NC2 is kept constant, while r3C is different in each
simulation. Integrating the effective force Feff(r13) with respect to the distance
r13, we obtain the effective PMF φeff

MF(r13)

φeff
MF(r13) =

∫ ∞

r13

Feff(r′)dr′. (4.10)

We consider two systems with the same NC (dc = 18 Å) capped by butane-
and octanethiol: Au147(SC4)58 and Au147(SC8)58. A typical simulation snap-
shot is shown in Fig. 4.13(c). The geometric properties of the two systems are
characterized by the following distances, which are summarized in Table 4.2:

� Ligand length L;

� NC core diameter dc = 18 Å;

� Interpenetration distance r2b
ovrl = dc + 2L between two NC centers, which is

the center-to-center distance for a NC pair at which the two capping layers
touch each other;

� Triplet interpenetration distance r3b
ovrl =

(
dc

2 + L
)√

3 between two NC cen-
ters: if three NCs are arranged in a equilateral triangle, this would be the
maximum side length at which the three capping layers overlap in the tri-
angle midpoint (see Fig. 4.13(d));

� Equilibrium distance of the 2-body PMF r2body
eq , taken from Fig. 4.6;
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� Equilibrium distance of the effective 2-body PMF in the 3-body system,
reff
eq .

The SC4 ligand is relatively short (≈ 5 Å), and the interpenetration range at the
well-depth of the associated PMF is slightly smaller than one capping molecule.
The second ligand (SC8) is two times longer than SC4, and has a very large
interpenetration range of more than 1.5 capping molecules, see Fig. 4.6. For the
SC4 ligand, we chose R12 separations of 23.5 and 24.5 Å, which are both close to
the dimer equilibrium distance r2body

eq . For the longer SC8 ligand, we computed
the effective pair interaction φeff

MF for R12 = 23.5, 24.5, 26.0 and 30.0 Å.
The calculated effective forces Feff and pair interactions φeff

MF for the two sys-
tems are shown in Fig. 4.14. If no 3-body effects were present, φeff

MF would be
identical to the 2-body PMF φ2body

MF from Section 4.3. The difference between
φeff

MF and φ2body
MF is in all cases very small for r > r2b

ovrl, i.e. when the capping
layer of NC3 does not overlap with the other two capping layers. For smaller r13

distances, the 3-body interaction becomes increasingly repulsive. In all cases, the
equilibrium distance shifts towards larger separations.

In a Au147(SC4)58 triplet, the effective interaction between NC pairs becomes
20% less attractive compared to the 2-body case. The location of the φeff

MF well-
depth decreases by 1 Å (4.2%) compared to φ2body

MF . The effective interactions φeff
MF

computed for two different R12 separations lie within statistical accuracy. When
a Au147(SC4)58 triplet is arranged in an equilateral triangle with side length equal
to reff

eq ≈ 24.7 Å, the distance from each NC center to the midpoint of the triangle
is reff

eq /
√

3 = 14.3 Å. This is slightly larger than the distance dc/2 + L from a
NC center to the capping layer layer boundary, so that there the three capping
layers only overlap pairwise. On the other hand, in a triangle with side equal to
r2body
eq ≈ 23.7 Å, the distance to the triangle midpoint would be 13.7 Å, which is

slightly smaller than dc/2 + L. This would allow an overlap of the three capping
layers. Thus, for the short ligand the shift of the equilibrium distance can be
rationalized as avoiding a triplet overlap.

For a Au147(SC8)58 system, the effective interactions corresponding to R12 =
23.5, 24.5 and 26.0 Å are very similar. As expected, φeff

MF corresponding to R12 =
30.0 Å lies between the one for R12 = 26.0 Å and the two-body PMF φ2body

MF , as
the three-body effects become weaker for increasing separation R12 between NC1
and NC2. The location of the φeff

MF well-depth increases by 3 Å (14%) compared
to φ2body

MF . The effective pair-interaction φeff
MF is up to ≈40% less attractive than

φ2body
MF . This may have a strong consequence for the formation of Au147(SC8)58

aggregates at the air-water interface. In the pioneering study of Heath et al. it
was observed that NCs capped by long ligands organize into linear structures at
the air-water interface at low surface pressures, while foam-like structures form
at higher surface pressures.63 The authors of this study already speculated that
effective three-NC interactions are responsible for such behaviour. Our work
provides direct evidence for this speculation. This can be seen as follows. Consider
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Figure 4.14: (a,b) Effective force Feff in a three-NC system from Fig. 4.13 as a
function of NC distance r13 in (a) Au147(SC4)58, and (b) Au147(SC8)58 triplets.
(c) Effective pair potential φeff

MF in a three-NC system from Fig. 4.13 as a func-
tion of NC distance r13 in Au147(SC4)58 and Au147(SC8)58 triplets. The 2-body
interactions are taken from Fig. 4.4(a).
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⇐⇒ ⇐⇒

−150 kBT −155 kBT −165 kBT

Figure 4.15: Three different configurations of a Au147(SC8)58 triplet: equilateral
triangle, chain and an intermediate configuration. The total interaction energies
of the clusters are computed using Fig. 4.14(c).

two possible configurations for a triplet of Au147(SC8)58 clusters: three in a row
and equilateral triangle, each with energetically most favourable distances, see
Fig. 4.15. In the first case, 3-body interactions are absent, and the total energy of
this configuration is twice the well depth of φ2body

MF , which is Uchain/kBT ≈ −165.
In the second case, the energy of the triplet is three times the well-depth of
φeff

MF. From the three PMFs corresponding to R12 = 23.5, 24.5 and 26.0 Å we can
make an estimate Utriangle/kBT = −150 ± 5. Once a triangle is formed, it can
easily “straighten”, as shown in Fig. 4.15. To see this, consider a triangle with
R12 = 30 Å, and r13 = r23 = 24 Å, which is a possible intermediate configuration
between an equilateral triangle and a chain. From the effective interactions in
Fig. 4.14(c), we can estimate the energy of this configuration as ≈ −155kBT
(assuming a NC1–NC2 contribution of 35kBT ). Therefore, the linear arrangement
of the triplet is energetically preferred over the triangle for long capping molecules.
This is an interesting example of a spontaneous anisotropic assembly of isotropic
entities.

Surprisingly, reff
eq is the same for the two ligands despite the difference in length

by 5 Å. The question whether this agreement is coincidental or systematic cannot
be answered with the available data; further investigation is necessary using both
experiments and simulations. On one hand, the separation between SC4-capped
NCs can be explained in terms of the avoiding of a triple overlap (see above).
Independently from this argument, we will show in Section 4.5 that the three-
body equilibrium distance for SC8-capped NCs can be understood as the densest
possible packing of ligand chains. On the other hand, a “ligand-independent”
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Figure 4.16: Potential energy surface of a Au147(SC8)58 triplet as a function of
position of the center of the third NC. The distance between the first and the
second NC (NC1 and NC2) is fixed at R12 = 26 Å. The energy in units of kBT
is computed (a) using the pair potential Eq. (4.6) with the 3-body correction of
Eq. (4.11), and (a) using only the pair potential Eq. (4.6). The unit of distance
is Å. The inner white circles represent the cores of NC1 and NC2; the white rings
around them are the regions that are not accessible to the center of the third NC
due to core–core overlap. These regions should not be confused with the capping
layers.

three-body equilibrium distance would be a possible continuation of the universal
scaling for the two-body interactions found in Section 4.3.

4.4.1 Parameterization of triplet interactions

In Section 4.4 we have seen that three-body effects are not very large for a rel-
atively short ligand 2L < 0.5dc. We feel that in this range they can either be
neglected completely or considered implicitly by making the two-body interac-
tions from Section 4.3.1 slightly less attractive. However, three-body effects for a
long ligand are much larger than for a short one. If one either neglects them or
replaces them by an effective pair interaction, it is expected that several impor-
tant properties of the system will not be reproduced correctly. In this section, we
present a model for effective interactions in a Au147(SC8)58 triplet that captures
our main findings from Section 4.4 on this system.

We propose the following correction term for each of the pair interactions φMF:

φeff
MF(rij)− φ2body

MF (rij) = κ
(
r2b
ovrl − rij

)3 (
r2b
ovrl − rik

)2 (
r2b
ovrl − rjk

)2×
×Θ(r2b

ovrl − rij)Θ
(
r2b
ovrl − rik

)
Θ
(
r2b
ovrl − rjk

)
(4.11)

where the indices i, j, k run over 1,2,3; and the Heaviside step function Θ is defined
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as

Θ(x) =

{
1 x > 0
0 x < 0

(4.12)

and the parameter κ/kBT ≈ 3× 10−7 Å−7 for the Au147(SC8)58 system that we
studied in Section 4.4. This potential reproduces the following properties of the
effective interaction in a Au147(SC8)58 triplet:

� The three-body correction vanishes if any distance in a triplet becomes
larger than r2b

ovrl = dc + 2L, which is guaranteed by the Θ-functions.

� The correction term becomes larger when each of the three distances be-
comes shorter.

� The equilibrium distance in an equilateral triangle increases by 4 Å; the
potential well becomes 40% higher.

Moreover, the resulting potential and its derivatives are continuous.
A typical potential energy surface for the Au147(SC8)58 triplet computed using

Eq. 4.6 for φ2body
MF and Eq. (4.11) for the 3-body correction is shown in Fig 4.16.

Note that the 3-body correction term not only weakens the attraction, but also
strongly deforms the low-energy regions. The minimum-energy region is parallel
to the NC1–NC2 pair when the 3-body correction is added (see Fig. 4.16(a)),
which is not the case without the correction term (see Fig. 4.4.1).

4.5 Equilibrium distance by optimal packing

In this section we will rationalize the scaling results for the equilibrium distance
between capped NCs found in Sections 4.3 and 4.4. The variables of interest are
the center to center distance r between a pair of NCs with diameter dc, and ligand
length L. Here, NC cores are considered as spheres of diameter dc. It is convenient
to introduce scaled variables τ = r

dc
and λ = 2L

dc
. The goal of this section is to

establish a relation for the equilibrium distance τeq of the form τeq = τeq(λ).
The equilibrium distance between a pair of interacting capped NCs is the

separation at which the total force on each NC vanishes. Given the strong vdW-
attraction between capping layers in vacuum, the repulsive forces must also be-
come very large at the equilibrium distance. This happens if one or more ligand
molecules are over-compressed, as an alkane chain requires a certain minimum vol-
ume. If a capping molecule is confined into a too small volume, it exerts a large
repulsive force. This observation suggests the following constituting equation for
all packing models:

Vlig(τeq, λ) = Vavail(τeq, λ) (4.13)

where Vlig is the volume required for a certain set of ligand molecules, and Vavail is
the volume available to this set. First, one has to specify a relevant set of ligands
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Figure 4.17: A sketch illustrating two ligand packing models. (a) The Overlap
Cone Model (present work) defines the overlap cone first. It is then assumed that
the ligands whose headgroups are adsorbed inside the overlap cone (represented
by bold curved lines) lie completely inside the overlap cone. (b) The Optimal
Packing Model (Ref.132) assumes that each ligand (represented by the bold zigzag
line) is confined into the ligand cone. The latter is a truncated cone limited by
the ligand footprint on the NC core and the intersection plane dividing the two
capping layers (represented by the dashed line in the figure), with the vertex in
the corresponding core center.

and the volume to which they are confined. This task is highly non-trivial and not
unambiguous. We will show in the sequel that this choice affects the prediction
of a packing model, especially for λ ≥ 0.5. Second, one has to formulate the two
volumes in Eq. (4.13) as functions of τ and λ. This can be done either analytically
or numerically. Finally, by solving Eq. (4.13) with respect to τ , we obtain τeq(λ).

We start with general considerations concerning Vlig. The number of lig-
and molecules on a metallic NC is limited by the repulsion between headgroups.
Therefore, one introduces the ligand footprint A0 which is the area on the NC
surface occupied by one ligand. The volume V 0

1 of one single linear ligand is then
V 0

1 = LA0. In an ideal situation (denoted by 0), the total number of ligands
N0

lig on a fully capped NC is the surface area of the NC sphere divided by the
footprint:

N0
lig =

πd2
c

A0
. (4.14)

The volume V 0
lig of the ligands whose headgroups are adsorbed on a specific area

Alig is then given by

V 0
lig =

Alig

A0
× V 0

1 = AligL. (4.15)

To adapt the model to more general systems, one has to introduce the density
parameter ξ, which is the product of the relative grafting density and relative



EQUILIBRIUM DISTANCE BY OPTIMAL PACKING 111

ligand volume:

ξ =
Nlig

N0
lig

× V1

V 0
1

. (4.16)

where Nlig is the actual number of capping molecules and V1 is the actual ligand
volume. Note that the inclusion of the parameter ξ is essential for branched
ligands, as V1

V 0
1

> 1 in this case. The ligand volume Vlig is related to the ideal
ligand volume V 0

lig by
Vlig = ξV 0

lig. (4.17)

Fig. 4.1 shows the situation that ligands are relatively flexible, and that they
are able to bend away from the “bottlenecks” between NC surfaces. The thiol
headgroups, on the other hand, remain immobile as they are strongly adsorbed
to the NC surface. We therefore propose the model sketched in Fig. 4.17(a).
A pair of overlapping capping layers defines a circle in the intersection plane.
By connecting this circle to each NC center, we obtain two overlap cones with
volume Vcone each. Obviously, a part of each cone with volume V core

cone belongs to
the corresponding NC core. The remaining volume Vcone−V core

cone is then available
to capping molecules. The area of the NC surface inside each cone is denoted
by Acore

cone. Our main assumption is that the ligands adsorbed on this surface lie
inside an overlap cone. We will refer to this assumption as Overlap Cone Model
(OCM). Equation (4.13) then becomes

Vlig = ξAcore
coneL = Vcone − V core

cone = Vavail. (4.18)

It is important to note that both sides of this equation depend on the ligand length
and the distance between NCs. Moreover, due to symmetry the OCM does not
distinguish whether the ligand molecules belonging to one NC stay completely
inside the corresponding cone or lie partly in the other cone.

For a pair of NCs with equal size, the three terms in Eq. (4.18) can be calcu-
lated using the formulae for solids of revolution:

ξAcore
coneL =

πd3
c

4
λξ

(
1− τ

1 + λ

)
; (4.19a)

Vcone =
πd3

c

24
τ
(
(1 + λ)2 − τ2

)
; (4.19b)

V core
cone =

πd3
c

12

(
1− τ

1 + λ

)
. (4.19c)

After dividing both sides by πd3
c/8, Eq. (4.18) becomes

2ξλ

(
1− τ

1 + λ

)
=

1
3
τ
(
(1 + λ)2 − τ2

)
− 2

3
+

2
3

τ

1 + λ
. (4.20)

This is a cubic equation in τ , and it always has a trivial solution τ = 1 + λ,
i.e., when the two capping layers just touch each other. Indeed, in this case both
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Figure 4.18: Three-body effects in the Overlap Cone Model. The three NCs are
represented by shaded circles, their capping layers by the corresponding dashed
circles. The overlap cones between NC1 and NC2 and between NC2 and NC3 are
represented by light and dark lines respectively. In (a), these two overlap cones
do not intersect, and they can be treated separately. In (b), the two overlap cones
do intersect, so that both the intersection volume and the intersection NC surface
area must be accounted for in Eq. (4.18). For clarity, the overlap cone between
NC1 and NC3 as well as ligand molecules are not shown.

the cone volume Vcone and the corresponding surface Acore vanish. The relevant
solution is

τeq = −1 + λ

2
+

√(
1 + λ

2

)2

+
6ξλ + 2
1 + λ

, (4.21)

while the third root of Eq. (4.20) is negative.
An important feature of the OCM is that it can account for many-body effects.

When a capping layer of NC1 overlaps with capping layers of two other NCs, it
may occur that the two overlap cones on NC1 intersect as in Fig. 4.18. In this
case, some ligands on NC1 lie in two overlap cones simultaneously. Four-body
effects arise in the same manner when four NCs are arranged in a tetrahedron. If
one now wishes to express the volumes on both sides of Eq. (4.18) by combining
expressions of Eq. (4.19), one has to substract the double-counted intersection
volume of the two cones on the right side, and the double-counted surface area on
the left side of Eq. (4.20). Unlike the two-NC case, we were not able to calculate
the corresponding integrals analytically. We have solved Eq. (4.18) numerically
for a NC triplet arranged in an equilateral triangle, and for four NCs arranged in
a regular tetrahedron. This numerical solution is shown in Fig. 4.19. The solution
is identical to Eq. (4.21) for λ ≤ 0.39, and then the aforementioned intersection
of overlap cones occurs. For a tetrahedron, it is useful to consider the case when
the ligands fill the whole space between NC cores (which holds for λ ≥ 0.54). The
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solution of Eq. (4.18) is then

τeq = 3
√

ηtetr
3
√

1 + 3ξλ, (4.22)

where ηtetr ≈ 0.780 is the atomic packing factor of a tetrahedron. Note that
Eq. (4.22) is also a good (lower) approximation for τeq in the interval 0.39 < λ <
0.54 with the maximum deviation from the exact solution being less than 0.01.

The Optimal Packing Model (OPM) of Landman and Luedtke132 makes dif-
ferent assumptions for the terms in Eq. (4.13). These authors consider a single
ligand on the NC–NC line, and assume that it is confined to a truncated cone, as
shown in Fig. 4.17(b). Per definition, such model does not account for many-body
effects. In this situation, Eq. (4.13) becomes

Vlig = V1 = ξA0L =
dc

6
A0

(
τ3 − 1

)
= Vavail. (4.23)

The right part of this equation is the volume of the ligand cone (c.f. Fig. 4.17(b)).
The only real solution of Eq. (4.23) is132

τeq = 3
√

1 + 3ξλ. (4.24)

It should be noted that OPM reproduces very well experimental data on 3D-
superlattices of capped Au NCs from Ref.65 (for which it was developed). It is
not clear, however, whether it is applicable to monolayers or small clusters of NCs.
Coincidentally, Eq. (4.24) is identical to Eq. (4.22) with atomic packing factor of
η = 1.

In Fig. 4.19, we plot our results from Sections 4.3 and 4.4 together with avail-
able experimental data on monolayers of capped gold and silver NCs, and we
compare them to predictions of OCM and OPM. For both models, we consider
the generic case ξ = 1. Both packing models predict equilibrium distances be-
tween NCs significantly smaller than 1 + λ, implying a large interpenetration of
capping layers. Consider first the 2-body OCM: τeq increases up to ≈ 1.25 until
λ ≈ 0.75 and then very slowly decreases. In particular, in the region 0.4 ≤ λ ≤ 1.5
the value of τeq remains in the very narrow interval 1.2 < τ < 1.25. This explains
the Golden Rule (τ ≈ 1.25) that we established in Section 4.3. The values of τeq

predicted by the 3-body OCM become significantly higher than the ones predicted
by the 2-body OCM for λ > 0.65, although they differ already for λ > 0.39. For
a 3-body system, the OCM predicts a systematic increase of τeq up to λ ≈ 1.3.
The 4-body effects are even more pronounced.

The OCM reproduces both experimental and simulation data very well in the
region 0.35 < λ < 0.6. For λ > 0.65, the difference between 2-body and 3-body
interactions becomes significant; this explains the discrepancies between our 2-
body simulation results and experiments in this region. Apart from very small
values of λ (Au1415SC2, Au1415SC3 and Au561SC4), the OPM systematically
overestimates the nearest-neighbor distance. The OPM also predicts a strong
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Figure 4.19: Scaled equilibrium distance τ versus scaled ligand length λ. Results
of our 2-body (Section 4.3) and 3-body (Section 4.4) simulations together with
experimental data from Refs.32,62,64,66,67,209,210,261 are compared with predictions
of OCM (present work) and OPM (Ref.132). The OCM data for two NCs were
calculated using Eq. (4.21); the OCM data for three and four NCs were obtained
by solving Eq. (4.18) numerically; the OPM data were calculated using Eq. (4.24).
The distance τ = 1 + λ corresponds to the situation when the capping layers are
in contact wihtout overlapping.

monotonic increase of the equilibrium distance with ligand length, which was
only found to be correct for 3D-structures.65 However, the OPM provides no
qualitative explanation for our numerical results on lower dimensional structures
from Sections 4.3 and 4.4.

We now consider the dependence of τeq on the capping density ξ. In Sec-
tion 4.3, we have shown that when the capping layer is partially degraded due to
ligand evaporation (ξ = 0.85), then the effective interaction becomes even more
attractive and the equilibrium distance shifts very close to the fusion distance τf .
The latter is defined as the distance at which two NC cores touch each other; if
the NC cores are not perfect spheres, τf is slightly larger than 1. For icosahedral
NCs, τf ≈ 1.1. We considered the systems Au147SC4 (λ = 0.56) and Au561SC4
(λ = 0.37). The OCM yields for ξ = 0.85 the equilibrium distances in these sys-
tems τeq = 1.15 and τeq = 1.13, respectively; both alarmingly close to τf , in very
good qualitative agreement with our simulation results. The estimates from the
OPM (1.25 and 1.34), on the other hand, do not point to possible NC sintering.

In summary, the OCM quantitatively reproduces simulation and experimental
data in the region 0.35 < λ < 0.6; and it explains why the equilibrium distance in
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a NC dimer is almost ligand length independent over a large range of λ. Moreover,
the OCM explains the split between 2-body simulation results and experiments
for λ > 0.65. In a few rare cases that involve a very short ligand, the OPM
reproduces the observations quantitatively better than the OCM.

4.5.1 Implications for ligand design

We aim to combine the results of Sections 4.3, 4.4 and 4.5 with regard to lig-
and design for potential applications. Although the OCM is a purely geometric
model, its results can be interpreted in terms of many-body interactions. We have
seen in Section 4.4 that the shift of the equilibrium distance in a 3-NC system
compared to a 2-NC case correlates with the strength of the repulsive three-body
interaction. Thus, we can consider the difference between the 2-NC and 3-NC
or 4-NC OCM predictions as a qualitative measure for an energetic penalty as-
sociated with formation of 2D or 3D structures, respectively. This loss should
of course be compared to the energetic gain due to a large number of contacts
between NCs. Fig. 4.15 shows that for long capping molecules the penalty may
even overbalance the gain, so that self-assembly in 1D-structures becomes ener-
getically preferred over 2D close-packed ones, as found experimentally.63 In this
section, we consider monodisperse NCs with ξ = 1 (linear ligands, full capping)
capped by a surfactant with scaled length λ. To give also a concrete example, we
will write in brackets the corresponding range of alkylthiol ligands for a NC with
dc = 5 nm.

First, consider short ligands λ ≤ 0.39 (SC8 and shorter). The OCM predicts
then the same equilibrium distance τeq (Eq. (4.21)) in 1D, 2D and 3D assemblies,
and thus no significant many-body effects are present. In this range, the NC
superstructures with maximum coordination are very stable energetically, and the
Golden Rule applies. Superlattices may readily precipitate from NC dispersions
even without solvent evaporation. These superlattices are expected to form via
the classical nucleation and growth mechanisms.

Next, consider ligands with intermediate length 0.39 < λ ≤ 0.65 (SC9–SC12).
In this regime, the OCM equilibrium distances between NCs in 1D and 2D aggre-
gates are similar, while the spacing in 3D NC aggregates is predicted to be larger
and to increase systematically with ligand length. In particular, for λ > 0.54
(SC11 and longer), the entire space between NC cores is filled by ligand chains
and NC–NC spacing τeq in 3D-structures is predicted according to Eq. (4.22) with
the suitable space filling factor η. The large difference between 2D and 3D allows
us to estimate small to moderate three-NC interactions and large repulsive four-
NC forces in this range of λ. Thus, the Golden Rule applies only to monolayers in
this case, and they are energetically very stable.32 Due to the repulsive four-body
interactions, the nucleation of 3D-superlattices is expected to be hindered in one
direction, and their formation is predicted to occur via a layer-by-layer assembly.
This may lead to a lattice distortion perpendicular to the substrate.

Finally, consider long ligands 0.65 < λ < 1.5 (SC12–SC30). In this case,
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the dependence of τeq on λ in 1D and 2D structures is non-monotonic. In 1D-
structures, the Golden Rule τeq ≈ 1.25 is still obeyed. In 2D-structures, on the
other hand, the spacing between NCs is larger; in particular, the values of τeq

remain in the interval 1.3 ≤ τ ≤ 1.35 over a relatively broad range of ligand
lengths 0.8 ≤ λ ≤ 1.5 (SC16–SC30). This implies strong repulsive three-body
interactions; as we have shown in Section 4.4, open 1D aggregates of NCs may
even become energetically more favourable than 2D closed packed structures in
this range of λ. This effect will inevitably introduce strain in NC superlattices,
making the self-assembly into close-packed structures less favourable than more
open and less ordered ones.63

We conclude that the capping molecules with λ ≤ 0.39 are particularly suitable
for formation of stable, robust 3D structures. Ligands with intermediate length
0.39 < λ ≤ 0.65 are suited for creating stable close-packed monolayers. Long
ligands can be used for spontaneous formation of open 1D structures like chains,
rings or foams.

4.6 Effective interaction in a good solvent

We compute the potential of mean force between two Au147(SC4)58 clusters in
hexane solution, which is a widely used solvent in experiments. The number
of solvent molecules is determined from a grand-canonical MC simulation (see
Chapter 2 of the present thesis). The box size for the PMF computation is
80 × 80 × 120 Å3 with the NCs placed along the direction corresponding to the
longest box-length. In this way we minimize the possible influence of periodic
images of NCs. The PMF is shown in Fig. 4.20(a) and it features a steep short-
range repulsion ranging roughly until the point where the capping layers detach
(rd ≈ 27 Å). This repulsion is well approximated by the exponential function

φ(r) = kBT exp [−γ(r − rd)], with γ = 0.55 Å−1. (4.25)

Beyond the interpenetration point, the PMF is positive with values below 1 kBT .
The repulsive nature of the potential is a result of the well-known good sol-
vent effect that we already observed in Section 2.5. The loss of solvent-solvent
and solvent-surfactant interactions compensates for the attractive interactions be-
tween capping molecules.159 What remains is entropic repulsion between capping
molecules, and, to a small extent, depletion effects of the solvent. The form of
the potential is very similar to the one suggested in Ref.263 for alkylthiol capped
silver NCs in solution: φ(r) ∝ dc

r−dc
exp [−γr]. In Ref.,139 the PMF between much

smaller capped Au–NCs in supercritical ethane has been calculated as a function
of solvent density. It has been shown that with increasing density (solvent quality)
the interaction turned from attractive to purely repulsive.

The structure of the solvent is described by the segment density shown in
Fig. 4.20(b). The two black half-disks correspond to the NC cores. The almost
white zones bordering those half-disks stem from the capping layers, which are



CONCLUSIONS 117

20 25 30 35 40
r
CM1↔CM2

 [Å]

0

10

20

30

40

50

φ M
F
 /k

B
T

 Au
147

(SC4)
58

 (in hexane)
Exponential fit

(a)

 0

 0.5

 1

 1.5

R [Å]

r
’ 

[Å
]

−30 −20 −10  0  10  20  30

 0

 10

 20

 0
 0.5
 1
 1.5

R [Å]

r
’ 

[Å
]

−40 −20  0  20  40

 0

 10

 20

(b)

Figure 4.20: (a) Potential of mean force φMF as a function of center of mass
separation r between two Au147 nanocrystals capped 58 SC4 molecules in explicit
solvent (3440 n-hexane molecules). (b) Segment density map of hexane around a
pair of Au147(SC4)58 clusters constraint at r = 25 Å (top) and r = 40 Å (bottom).
The horizontal axis R represents the line connecting the NC centers, the vertical
axis r′ represents the perpendicular direction. The density is averaged over the
surface of the cylinder with the axis along R and radius r′; and it is normalized
by the density of bulk hexane.

interpenetrated by few solvent molecules. The two dark and one light ring around
the NCs can be identified as the first and the second solvation shell with a de-
pletion zone between them. At larger separations between NCs (r = 40 Å), the
first solvation shell remains intact. Strong interference occurs at closer distances
(r = 25 Å).

4.7 Conclusions

In summary, we have computed and parameterized the potential of mean force
between alkylthiol capped gold nanocrystals using atomistic simulations. Con-
strained MD and MC are the methods of choice, and we have shown that uncon-
strained methods are impeded by the extremely slow capping layer reconstruction.
The potential well-depth is of the order of tens to hundreds kBT . The minimum
of the two-body PMF lies at ≈ 1.25dc, suggesting a strong thermodynamic sta-
bility of NC structures with the ratio τ between the center-to-center distance and
core diameter close to this value. The interaction becomes less attractive with
increasing temperature without a significant increase of the equilibrium distance.
NC superstructures with overlapping capping layers feature a shape memory. Sin-
tering of NC cores can promoted by incomplete capping layers. In a good solvent,
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the PMF is purely repulsive, and the potential can be approximated by an expo-
nential function.

We have also investigated three-body effects on interactions between capped
NCs in vacuum. If the capping layers of three NCs overlap pairwise, a repulsive
3-body interaction is always present. Due to this interaction, the equilibrium
distance in the two systems we studied shifted to ≈ 1.36dc. The contribution
of three-body effects to the total interaction energy is 20% for a short ligand,
and 40% for a long one. In the latter case, one-dimensional (rings or chains) or
fractal aggregates of capped NCs at the air-water interface are energetically more
favourable than two-dimensional ones (islands or close-packed monolayers). We
have introduced the Overlap Cone Model to explain our findings. This model con-
siders the equilibrium distance between capped NCs as effective packing of flexible
alkylthiol ligand tails. The OCM agrees well with our simulation results as well as
with available experimental data on monolayers of capped NCs. We conclude that
packing of ligands determines the spacing between NCs in aggregates; and inter-
actions between capping layers play a crucial role in thermodynamic behaviour
and self-assembly of capped NCs.



Abbreviations

CBMC Configurational-bias Monte Carlo

CG Coarse-grained

DFT Density Functional Theory

Eq. Equation

Fig. Figure

GCMC Grand-canonical Monte Carlo

HK Hautman-Klein (potential)

(HR) TEM (High-resolution) trasmission electron microscopy

Ih Icosahedron

LJ Lennard-Jones (potential)

MC Monte Carlo

MD Molecular dynamics

µVT Grand-canonical ensemble

NC Nanocrystal

NVT Canonical ensemble

OCM Overlap Cone Model

OPM Optimal Packing Model

PL Photoluminescence

PMF Potential of mean force

QD Quantum dot
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QY Quantum yield

RDF Radial distrubution function

Ref. Reference

RW Random walk

SAM Self-assembled monolayer

SMD Steered Molecular Dynamics

UHV Ultra-high vacuum

vdW van der Waals (interactions)

VV Velocity-Verlet (algorithm)
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Summary

The aim of this thesis is to study thermodynamic properties of nanocrystals (NCs)
capped by organic ligands using molecular simulations. Nanocrystals are metallic
or semiconductor crystallites of 2–10 nm size, consisting of hundreds to thousands
of atoms. Due to their small size, they have unique properties that make them
promising for various applications. Organic ligands are crucial for synthesis, sta-
bility and surface functionalization of nanocrystals. These ligands are, typically,
linear molecules with a specific headgroup that binds to the NC and a hydrocarbon
tail pointing outwards. Knowledge of microscopic properties such as interactions
of capped NCs with each other and with the surrounding is essential for integra-
tion of NCs into novel materials and devices, especially when these devices are
created by self-assembly. A brief survey of properties of nanocrystals, modeling
in materials science, and molecular simulation techniques is given in Chapter 1.

In Chapter 2, we study the formation and structure of a capping layer com-
posed from alkylthiol ligands on a gold NC and, for comparison, on a flat gold
(111) surface. The questions we ask ourselves in this chapter are: (1) What are
the similarities and differences between a monolayer of ligands on the surface of
a tiny gold NC and on an extended flat (111) surface? (2) What is the role of
a solvent? What do we loose if we ignore it in a simulation? (3) How can we
exchange ligands in a capping layer? For studying the formation of a capping
layer, we compute the adsorption isotherms: the number of adsorbed ligands as a
function of ligand concentration at a fixed temperature. These isotherms provide
an original tool for discovery in computer simulations. They reveal an intriguing
phase behaviour on the flat gold (111) surface, which is fully absent on NCs due
to the large surface curvature. This phase behaviour changes when a solvent is
present. Two major solvent effects are: (1) competitive adsorption between lig-
ands and solvent and (2) reduction of attractive interactions between aliphatic
ligand tails. The surface curvature has major effects on the structure of the cap-
ping layer. On a flat Au (111) at ambient conditions, alkylthiols with more than
six carbon atoms form self-assembled monolayers with both translational order of
the headgroups on the surface and orientational order of the tails. However, on a
curved NC surface, the translational order of headgroups is absent and they are
packed much denser, and orientational order is frustrated and only present at low
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temperatures. In systems dissolved in n-hexane, solvent layering is much stronger
pronounced for a flat surface. Obviously, the solvent is able to penetrate into the
capping layer on a NC at any coverage. We also study adsorption selectivity in
a binary mixture of alkylthiols with different tail length. We find that the lig-
and with the longer tail is always preferred. This preferential adsorption is more
pronounced on a flat surface than on a NC. Explicit solvent strongly reduces the
selectivity, and for NCs in n-hexane the selectivity almost vanishes.

In Chapter 3, the attention is turned to semiconductor NCs. We study the
commonly used cadmium selenide (CdSe) NCs. The origin and strength of inter-
actions between these NCs and different ligands are currently poorly understood.
When choosing a ligand for a specific application, experimentalists often have to
rely on their intuition rather than profound knowledge. In this chapter, we shed
some light on the following questions: (1) Why do the ligands bind to semicon-
ductor NCs? (2) What does the bond strength depend on, and (how) is it possible
to manipulate it? (3) How does the capping layer form (compared to, e.g., gold
NCs from Chapter 2), and what is its influence on to the NC surface? We assem-
ble a model from existing classical force fields for bulk materials without applying
additional fitting of interaction parameters. The binding energies computed using
this ad hoc approach are in a surprisingly good agreement with available quantum
chemical calculations and experiments. The main contribution to the binding en-
ergy in our simulations originates from electrostatic interactions between partial
charges of the ligand headgroup and anions and cations in the NC core. Thus,
the binding energy always depends on the dielectric constant of a medium (such
as a solvent used in an experiment). By correcting for this dielectric constant,
a reasonable agreement with available experimental data is obtained. Not only
do we validate our results, but we are also able to explain discrepancies between
previous experimental and quantum chemical studies. We further investigate the
formation of a hexylamine capping layer on CdSe NCs. As in Chapter 2, we do
this by computing adsorption isotherms. This leads to several counterintuitive
findings. The formation of a hexylamine capping layer occurs in two stages. In
the first stage, the amines bind with the nitrogen atoms of their headgroups to
surface Cd atoms. In the second stage, additional amines adsorb via a hydrogen
bond with already adsorbed ligands. Although hydrogen bond formation is not
surprising for these ligands, its effect on the capping layer formation has not been
realized previously.

We return to gold nanocrystals capped by alkylthiols in Chapter 4. Knowledge
on the details of the nanocrystal–nanocrystal interaction is of vital importance to
derive a coarse-grained nanocrystal potential. Such a potential would allow the
modelling of a large array of NCs to make predictions regarding their thermody-
namic and mechanical properties. In Chapter 4, we develop such a potential from
atomistic simulations, enabling its use in simulation studies of nanocrystal self-
assembly and thus predict nanocrystal superstructure characteristics. Moreover,
we study the dependence of the NC–NC interaction on several system parame-
ters. The central finding is the scaling of the pair interaction: the equilibrium
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distance in a pair of capped NCs is always ≈ 1.25 times the NC core diameter.
This scaling is almost insensitive to polydispersity or to changes in temperature,
NC size or ligand length. However, this relation breaks down for incomplete cap-
ping layers. We construct a geometric model (Overlap Cone Model) that explains
the universal value of 1.25 based on ligand packing arguments. We also study
triplets of NCs. Since the ligands require a certain space, it is not surprising that
the equilibrium distance in a NC triplet becomes larger than in a pair of NCs,
especially for long ligands. We find that a large energy penalty is associated with
this increase in separation. This penalty can even be responsible for formation
of NC chains instead of close-packed arrays. Based on the simulation results, we
formulate the Golden Rule: a NC array will have an enhanced robustness if the
distance between adjacent NCs is ≈ 1.25 times the NC core diameter. Combin-
ing our simulation and modeling results, we make predictions when the Golden
Rule is actually obeyed. Thus, recommendations are made for the optimal choice
of ligand for a desired NC superstructure. This is a small but important step
towards rational computer-aided design of self-assembled structures.
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Samenvatting

Nanokristallen zijn kristallen van een metaal of halfgeleider met een typische
grootte van 2–10 nm. Omdat ze zo klein zijn hebben ze eigenschappen die heel
anders zijn dan die van losse atomen of een bulkmateriaal. Organische ligan-
den (capping moleculen) spelen een belangrijke rol tijdens de synthese en bij de
stabilisering van nanokristallen. Kennis van de microscopische eigenschappen zo-
als de effectieve interacties van nanokristallen met elkaar en met de omgeving is
van essentieel belang voor de toepassing van nanokristallen in nieuwe materia-
len, in het bijzonder wanneer deze materialen worden gemaakt door middel van
zelf-assemblage. Het doel van dit proefschrift is het bestuderen van de thermody-
namische eigenschappen van nanokristallen die met een laag organische moleculen
zijn bedekt. Hiervoor worden moleculaire simulaties gebruikt. Een kort overzicht
van de eigenschappen van nanokristallen, de verschillende manieren van modelle-
ren in de materiaalkunde, en moleculaire simulatietechnieken wordt gepresenteerd
in hoofdstuk 1.

In hoofdstuk 2 wordt de adsorptie en de structuur van een laag van alkylthiol
moleculen aan goud nanokristallen en goud (111) oppervlakken bestudeerd. Hier-
bij spelen de volgende vragen een belangrijke rol: (1) Wat zijn de overeenkomsten
en verschillen tussen een monolaag van liganden op het oppervlak van een klein
nanokristal en op een vlak oppervlak? (2) Wat is de rol van een oplosmiddel?
Welke details verliezen we als we het oplosmiddel negeren in een computersimu-
latie? (3) Hoe werkt de uitwisseling van liganden in een monolaag? Voor het
bestuderen van de vorming van een monolaag werden adsorptie isothermen bere-
kend; dit is het aantal geadsorbeerde liganden als functie van ligand concentratie
in de bulk bij een constante temperatuur. Het is bijna onmogelijk om adsorptie
isothermen experimenteel te meten voor deze systemen. Desondanks zijn bereken-
de adsorptie isothermen een nuttig hulpmiddel om deze systemen te onderzoeken.
Adsorptie isothermen onthullen een intrigerend fase gedrag van alkylthiolen op
een vlak goud (111) oppervlak, dat op een nanokristal vanwege de grote krom-
ming van het oppervlak volledig afwezig is. Dit fase gedrag verandert wanneer een
oplosmiddel aanwezig is. Twee belangrijke effecten van het oplosmiddel zijn: (1)
de concurrerende adsorptie tussen liganden en oplosmiddel en (2) de reductie van
aantrekkende interacties tussen de staarten van de alifatische liganden. De krom-
ming van het oppervlak heeft grote gevolgen voor de structuur van de laag van
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capping moleculen. Op een vlak goud (111) oppervlak vormen alkylthiolen met
meer dan zes koolstofatomen onder standaardomstandigheden zelf-geassembleerde
monolagen met zowel translationele ordening van de kopgroepen op het oppervlak
en oriëntationele ordering van de staarten. Op een gekromd oppervlak van een
nanokristal is de translationele ordening van de kopgroepen grotendeels afwezig;
ze zijn veel dichter gepakt en de oriëntationele ordening is gefrustreerd en al-
leen aanwezig bij lage temperatuur. Voor systemen met n-hexaan als oplosmiddel
blijkt dat het oplosmiddel adsorbeerd in lagen. Dit effect is veel sterker voor een
vlak oppervlak dan voor een nanokristal. Het oplosmiddel is in staat om door te
dringen in de capping laag van een nanokristal. De adsorptie-selectiviteit van een
binair mengsel van alkylthiolen met verschillende staartlengtes werd bestudeerd.
Het ligand met de langste staart wordt altijd bij voorkeur geadsorbeerd. Deze
preferentiële adsorptie is meer nadrukkelijk aanwezig bij een vlak oppervlak dan
op een nanokristal. Het toevoegen van een oplosmiddel in de simulaties vermin-
dert de adsorptie-selectiviteit sterk; in het geval van nanokristallen omgeven door
n-hexaan verdwijnt de adsorptie-selectiviteit vrijwel geheel.

In hoofdstuk 3 wordt de adsorptie van verschillende liganden op CdSe nanok-
ristallen bestudeerd. De oorsprong en de sterkte van de interacties tussen deze
nanokristallen en verschillende liganden zijn momenteel slecht begrepen. Om de
sterkte van de adsorptie af te kunnen schatten moeten experimentalisten vaak
vertrouwen op hun intüıtie. In dit hoofdstuk worden de volgende vragen onder-
zocht: (1) Waarom binden liganden om een halfgeleider nanokristal? (2) Waarvan
hangt de bindingssterkte af, en (hoe) is het mogelijk om deze te manipuleren? (3)
Hoe wordt de capping laag gevormd (in vergelijking met, bijvoorbeeld, de goud
nanokristallen van hoofdstuk 2)? In de simulaties wordt een model gebruikt dat
gebaseerd is op sterke elektrostatische interacties tussen partieel geladen atomen
van de liganden en de nanokristallen, alsmede zwakkere van de Waals interacties.
Dit model werd niet ontwikkeld voor systemen bestaande uit nanokristallen en
liganden. De berekende bindingsenergiën tussen de liganden en nanokristallen
zijn in uitstekende overeenstemming met kwantummechanische en experimente-
le resultaten. De belangrijkste bijdrage tot de bindingsenergie in de simulaties
komt van de elektrostatische interacties tussen de kopgroepen van de liganden en
de anionen en kationen in het nanokristal. Hierdoor is de bindingsenergie altijd
afhankelijk van de diëlektrische constante van het medium (het oplosmiddel ge-
bruikt in een experiment). Door te corrigeren voor deze diëlektrische constante
wordt een goede overeenkomst met de beschikbare experimentele gegevens ver-
kregen. Niet alleen worden hierdoor onze resultaten gevalideerd, maar hierdoor
zijn ook verschillen tussen eerdere experimentele en kwantumchemische studies
te verklaren. De vorming van een hexylamine capping laag op CdSe nanokris-
tallen is bestudeerd. Zoals in hoofdstuk 2, wordt dit gedaan door het berekenen
van adsorptie isothermen. Dit leidt tot een aantal tegenintüıtieve bevindingen.
De vorming van een hexylamine capping laag gebeurt in twee stappen. In de
eerste stap binden de stikstofatomen van de kopgroepen van de amines aan de
Cd atomen van het oppervlak. In tweede stap adsorberen additionele aminen
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via een waterstofbrug met reeds geadsorbeerd liganden. Hoewel de vorming van
waterstofbruggen niet verwonderlijk is voor deze liganden is het effect ervan op
de formatie van capping lagen nog niet eerder waargenomen.

In hoofdstuk 4 wordt de effectieve interactie tussen goud nanokristallen met
een capping laag bestudeerd. Deze effectieve interacties zijn heel belangrijk om
thermodynamische en mechanische eigenschappen van superstructuren bestaande
uit nanokristallen te kunnen begrijpen. Het is verrassend dat de evenwichtsaf-
stand tussen door alkylthiol beschermde nanokristallen niet van de lengte van het
alkylthiol afhangt, maar altijd ongeveer gelijk is aan 1.25 keer de diameter van
het nanokristal. Deze relatie is vrijwel onafhankelijk van de polydispersiteit, ver-
anderingen in temperatuur, grootte van het nanokristal en lengte van het capping
molecuul. Deze relatie gaat niet op indien de capping laag onvolledig is. Even-
eens zij de interacties tussen nanokristal drielingen bestudeerd. Omdat liganden
een bepaalde ruimte vereisen is het niet verwonderlijk dat de evenwichtsafstand
in een nanokristal drieling groter is dan die van een nanokristal paar, zeker voor
lange liganden. Dit heeft een grote repulsieve interactie tot gevolg die zelfs kan
leiden tot de vorming van ketens van nanokristallen in plaats van dicht gepakte
structuren. Op basis van de resultaten van de simulaties kan de volgende zoge-
naamde Gouden Regel worden geformuleerd: een nanokristal-array zal een grotere
robuustheid hebben als de afstand tussen aangrenzende nanokristallen ongeveer
1.25 maal de diameter van de kern van het nanokristal is. Het vergelijken van de
resultaten van de simulaties en de Gouden Regel leidt tot een aantal interessan-
te voorspellingen, bijvoorbeeld voor de optimale keuze van een ligand die nodig
is voor de vorming van een bepaalde superstructuur van nanokristallen. Dit is
een kleine maar belangrijke stap naar rationeel design van zelf-geassembleerde
materialen.



138 SAMENVATTING



Published Work

Chapter 2

� Schapotschnikow P, Pool R, Vlugt TJH “Selective adsorption of alkyl thiols
on gold in different geometries” Computer Physics Communications 2007,
Vol. 177, 154–157

� Pool R, Schapotschnikow P, Vlugt TJH “Solvent effects in the adsorption
of alkyl thiols on gold structures: A molecular simulation study” Journal of
Physical Chemistry C 2007, Vol. 111, 10201–10212

� Schapotschnikow P, Pool R, Vlugt TJH “Coarse-grained model for gold
nanocrystals with an organic capping layer” Molecular Physics 2007, Vol. 105,
3177–3184 (Erratum in Vol.106, 963-964)

Chapter 3

Schapotschnikow P, Hommersom J, Vlugt TJH “Adsorption and binding of lig-
ands to CdSe nanocrystals”, Journal of Physical Chemistry C 2009, Vol. 113,
12690–12698

Chapter 4

� Schapotschnikow P, Pool R, Vlugt TJH “Molecular simulations of interact-
ing nanocrystals”, Nano Letters 2008, Vol. 8, 2930–2934

� Schapotschnikow P, Vlugt TJH “Understanding Interactions between Capped
Nanocrystals: Three-Body and Chain Packing Effects”, Journal of Chemical
Physics 2009, Vol. 131, 124705

139



140 SAMENVATTING

Not included in this thesis

� Schapotschnikow P “Eigenvalue and nodal properties on quantum graph
trees”, Waves In Random And Complex Media 2006, Vol. 16, 167–178

� Koole R, Schapotschnikow P, de Mello Donegà C, Vlugt TJH, Meijerink A
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“Time-dependent photoluminescence spectroscopy as a tool to measure the
lipid exchange kinetics on a quantum dot micelle”, in preparation



Acknowledgments

First of all, I would like to thank my supervisor Dr. Thijs Vlugt. I really enjoyed
working in your group for the last 3.5 years; and I learned a lot both from the
scientific and from the private point of view. It was a brave decision to accept me
for this PhD project, as I did not have any expertise in physical chemistry at all.
Nevertheless, you did everything to make the start as smooth as possible, so that I
could become productive after short time. I also appreciate a lot your engagement
for me during the hard times of moving to Delft. In particular, I am very grateful
that I was not forced to commute to Delft every day. My start would never be
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