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Multimodal Self-Assessed Personality Estimation
During Crowded Mingle Scenarios Using

Wearables Devices and Cameras
Laura Cabrera-Quiros , Ekin Gedik , and Hayley Hung,Member, IEEE

Abstract—This paper focuses on the automatic classification of self-assessed personality traits from the HEXACO inventory during

crowded mingle scenarios. These scenarios provide rich study cases for social behavior analysis but are also challenging to analyze

automatically as people in them interact dynamically and freely in an in-the-wild face-to-face setting. To do so, we leverage the use of

wearable sensors recording acceleration and proximity, and video from overhead cameras. We use 3 different behavioral modality

types (movement, speech and proximity) coming from 2 sensors (wearable and camera). Unlike other works, we extract an individual’s

speaking status from a single body worn triaxial accelerometer instead of audio, which scales easily to large populations. Additionally,

we study the effect of different combinations of modality types on the personality estimation, and how this relates to the nature of each

trait. We also include an analysis of feature complementarity and an evaluation of feature importance for the classification, showing that

combining complementary modality types further improves the classification performance. We estimate the self-assessed personality

traits both using a binary classification (community’s standard) and as a regression over the trait scores. Finally, we analyze the impact

of the accuracy of the speech detection on the overall performance of the personality estimation.

Index Terms—Personality, Wearable acceleration, proximity, video, speaking turn, HEXACO

Ç

1 INTRODUCTION

THE automatic detection and recognition of displayed
personality traits, either perceived by oneself or by others,

has received considerable interest in the affective computing
community for the past 20 years, among other fields. Such
interest generates as part of the endeavors to either 1) adapt
the interaction of a system or virtual agent to each specific
person’s needs, or 2) use automatic systems to analyze social
human behavior.

Different modalities have been used to analyze and esti-
mate personality traits, with audio-visual approaches being
predominant among the works [38]. In addition, the estima-
tion of such traits has been addressed in different types of
scenarios including meetings ([15], [34]), video logs (VLOGS)
or self-presentations ([5], [6], [35]), radio broadcasts ([31], [32])
or social media ([12]), among other situations.

Nonetheless, most of the aforementioned efforts tend to
share the same characteristics: 1) data of a single person
can be easily differentiated from the rest, and 2) they do
not have much missing data. For example, works using
VLOGS (such as the Chalearn challenge [35]) have a clear

view of the participant’s faces and unique speech. In con-
trast, other scenarios do not allow the acquisition of clear,
personalized and high quality data without specialized
equipment.

One of such scenarios are mingle events, such as par-
ties or networking events, where people are inherently
encouraged to interact. These are intriguing scenarios
from the social signal analysis perspective [39] due to
their dynamic nature and also comprise a wide range of
social interactions and the formation of free-standing con-
versational groups which also triggers research in group
dynamics [1], [27].

In this paper, we focus in the estimation of self-assessed
personality traits from the HEXACO inventory [2] during
crowded mingling events using wearable sensors and video
cameras in a noninvasive manner.

Compared to other scenarios where the estimation of
personality has been addressed, crowded mingle events are
harder to analyze using audio-visual modalities. For example,
during meetings or VLOGS settings the audio and frontal
video for each participant is generally recorded separately, as
can be seen in Fig. 1a. Hence, for these scenarios the camera
has a clear view of a single participants’ face and its speech is
unique or can be robustly separated, providing rather clean
data from these 2modalities.

In contrast, mingle scenarios are crowded events where
obtaining clean data from computer vision techniques is hard
due to occlusion problems, changing light conditions and
challenges with people re-identification. In addition, mingle
scenarios present ambient noise due to the event itself that
makes harder to record good quality audio for each person
without customized equipment (eg.microphones).
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In this work we focus on the estimation of personality
traits during mingle scenarios, leveraging wearable devices,
sensing acceleration and proximity, and video cameras
recording the event from above (see Fig. 1c as an example).
Using these types of sensors also allows our method to be
unobtrusive and to scale rather easily to a higher number of
people. Furthermore, we focus on a crowded scenario,
including up to 56 people freely interacting for 30 minutes.

Our main contributions are: 1) we leverage the use of
wearable devices and overhead video cameras to estimate
self-assessed personality traits during a crowded mingle
event, 2) we estimate the self-assesed personality traits both
using a binary classification (standard in the computing
community) and as a regression over the trait level, 3) we
compare the impact of different modality types on the esti-
mation of the different personality traits as we hypothesize
that each modality captures the event differently, 4) we
study the impact of fusing different modality types in the
estimation performance of each trait and, 5) we analyze the
impact of the speaker detection in the overall performance
of personality estimation.

This paper is an extension of our conference paper pre-
sented in the International Conference of Multimodal Inter-
action (ICMI) [8]. There, we introduce the use of speaking
status detection from wearable acceleration (proposed in
[16]) to create a third behavioral modality, and the use of
global features from movement, speech and proximity.
Here, we modify our method to add the use of the video
modality, and focus on research questions related to com-
parisons against and the complementarity of this additional
modality to those from the wearable (eg. acceleration, prox-
imity and speaking status). In addition, we analyze the cor-
relation between feature types, and the impact of a speech
detection stage and the visibility of the participants in the
cameras (missing data) on the classification performance.

The rest of the paper is structured as follows. Section 2
gives an overview of related work. In Section 3 the mingle
data collected and used for our experiments is explained in
detail. Section 4 describes our method while in Section 5 are
summarize our methodology and results. We discuss our
findings in Section 6. Finally, we conclude our work in
Section 7.

2 RELATED WORK

As the amount of works on personality analysis and estima-
tion is extensive, we only focus on works estimating self-
assessed personality, meaning that the participants filled an
inventory/survey to score in their own personality traits.

Nonetheles, many efforts have been made in automated
third-party attribution-based personality recognition (or

personality impression) [6], [38], or focused on personality
estimation in social media [12], [37], which are beyond the
scope of this paper. A comprehensive review of the related
personality computing literature can be found in [38]. Also,
specific workshops/challenges (also using impressions)
such as the MAPTRAITS [11] or the Chalearn Looking at
People Challenge [35] have encouraged researchers to auto-
matically analyze personality.

Within the domain of automated self-assessed personal-
ity estimation during face-to-face interactions, works can be
grouped mainly in small meetings and mingle scenarios.
The meeting setting generally involves a fixed number of
people interacting, normally sitting around a table. In con-
strast, the mingle scenarios involve 4 or more people (56 in
our case) freely interacting in standing groups. The conver-
sational groups for this settings can form, merge and split,
following the desire of the participants.

For the meeting setup, Pianesi et al. [34] proposed a
method to recognize Extraversion and the Locus of Control
during multi-party meetings of 4 people. The setting in this
study has a pre-defined task and a controlled environment,
where cameras and microphones were recording every par-
ticipant individually. This work was extended by Lepri
et al. [24]. Both works used the corpus which was first intro-
duced by Mana et al. [26]. Another work on extraversion
estimation was presented by Lepri et al. [25]. In this work,
the authors estimate this trait (from the Big Five inventory)
using meeting behavior such as speaking time and attention
given/received during a meeting. They show that these two
behaviors are a suitable indicator to detect extraverts during
a meeting setting.

Batrinca et al. [5] presented a method to analyze inter-
view style self-presentations performed during a video
Skype call, which simulated an interview, to recognize all
traits in the Big Five. Although they collected data for 89
people, they only interact with the interviewer for part of
the call while the main segment for non-verbal cue extrac-
tion was a monologue.

Few works have addressed the free mingle setup, due
mainly to its challenges regarding missing data, dynamic
groups and visual obstacles (e.g., occlusions, changes in
light conditions or appearances). For instance, Alameda-
Pineda et al. [1] presented the Salsa dataset which consists
of a mingle event and poster session with recordings from
video cameras and proximity from IR from 18 people, mak-
ing it similar to our dataset (see Section 3). Nonetheless,
although they included the personality traits from the Big
Five inventory for all their participants, they did not pro-
vide automatic estimation of these traits.

The closest work to our own was presented by Zen et al.
[40]. They proposed a classification method to recognize
Extraversion and Neuroticism (from the Big Five) using
proximity related features extracted from multiple cameras
in a considerably less crowded mingle event than ours (see
Fig. 1b). These features were motivated by findings from
social psychology about the relationship between proxemics
and the 2 personality traits in question. Compared to this
work, with a total of 7 participants, we present a significant
increase with experiments evaluated on 56 people. Also,
their proximity features are based on distances while ours
rely on binary neighbor detection (see Section 3).

Fig. 1. Example snapshots of typical scenarios for personality estimation.
(a) VLOG taken from the Chalearn Challenge 2016 [35], (b) mingle event
taken from [40], (c) amore crowdedmingle event (our data).

CABRERA-QUIROS ET AL.: MULTIMODAL SELF-ASSESSED PERSONALITY ESTIMATION DURING CROWDED MINGLE SCENARIOS USINGWEARABLES... 47

Authorized licensed use limited to: TU Delft Library. Downloaded on March 18,2022 at 08:21:18 UTC from IEEE Xplore.  Restrictions apply. 



To the best of our knowledge, we are the first to address
the complexity of crowded mingle scenarios using a fusion
approach of wearable devices and video cameras.

In contrast to our work, which tries to exploit the global
behavior of people during an event to estimate their traits,
other works have addressed the estimation of personality
states[17] instead of personality traits. Thus, personality is
treated as specific behavioral episodes that can change over
time. The work by Kalimeri et al. [21] was the first to address
this new approach to personality estimation. They did so in
an office setting, following up to 54 people during 6 weeks.
They used the Sociometric badge which incorporates acceler-
ometer, IR, Bluetooth and audio, but they only use the speech
and proximitymodalities for their experiments.

3 DATA

3.1 The MatchNMingle Dataset

This dataset,1 which is publicly available [7], was collected
during 3 separate social evenings in a public bar-restaurant.
The participants were mostly students who signed up for a
speed date event, each followed by a mingle session. For this
studywe only used themingle section ofMatchNMingle.

During each event, between 30 and 32 different people
participated, with a total of 92 participants for the 3 events.
From these, only 56 are used in this work (see Section 3.2.1
for a detailed explanation). Most participants were students
between 18 and 30 years old (mean = 22.09, std = 2.34), who
were recruited from a university campus. As this was part
of a heterosexual speed date event, the number of partici-
pants per gender was balanced.

While the dataset provides up to 50 minutes of free min-
gling, a 30 minutes segment was selected where the number
of people interacting was maximized. During this time, par-
ticipants interacted freely in a space for that purpose (see
Fig. 1c). They were allowed to leave the mingle area at will
(eg. go to the bathroom), and request drinks/snacks.

3.2 Modalities

Wearable Devices. All participants were asked to use through
the entire night a custom-made wearable device hung
around their neck, like an ID badge (see Fig. 2a). This wear-
ing method makes it perfect to replicate for other use-cases
such as conferences, exhibitions, or business events. The
wearable devices recorded triaxial acceleration at 20 Hz.

Also, each device communicated with other devices using a
radio-based beacon communication by emitting its own ID
to all others. Thus, close devices in a 2-3 meter radius will
detect each other as neighbors. These detections are consid-
ered as a binary proximity which updates every second.
The communication also allows all devices to synchronize
to a global timestamp. See [13] and [7] for more details.

Due to hardware malfunction, only 70 of the 92 devices
recorded during the mingle segment.2 From the functioning
70 devices, we eliminated 3 other devices due to incomplete
data, leaving us with a total of 67 devices recording wearable
acceleration and proximity. Although these missing devices
could potentially affect the social interactions on terms of
proximity, the quantitatively impact of it lies outside of the
scope of this paper. Thus, we leave this for futurework.

Finally, from these devices only 56 subjects had
both acceleration and video data available (see Section 3.2.1
for more).

Video. The mingle session was recorded by 5 GoPro Hero
+3 cameras from above at 20 FPS, synchronized to the wear-
able devices using a global time. In addition, theMatchNMin-
gle dataset provides full annotations of position and social
actions (eg. speaking, gestures) for 2 of these 5 cameras, due to
financial limitations (version V.1 of the dataset). The area for
the mingle session was limited in space to 1m2 per person to
ensure crowdedness. A snapshot of the event, for the mingle
part, can be seen in Fig. 1c where we contrast the density of
our event with that used by Zen et al. [40] (Fig. 1b).

3.2.1 Camera Low Visibility Subset

As stated before, only 2 of the 5 cameras have annotations
(including positions) for the entire 30 minutes. Hence, those
participants outside the field of view of the camera are
treated as not visible. Also, due to the dynamic nature of the
event itself, some participants are not captured by any of
the cameras at some points (eg. going to the bathroom).

We analyzed the video data to extract a subset of partici-
pants that allows a fair comparison between modalities (eg.
participants with video and wearable data). For this subset,
all participants should be under the FoV of one of the cam-
eras for at least half of the time (15 minutes). This time is
not necessarily continuous. Hence, we ensured that there is
a representative amount of data for each participants’ video,
even with missing data.

Thus, we are left with a final subset of 56 participants
that have both a working device and are visible at least
50 percent of the time.

3.3 Personality Questionnaires

Prior to the event, each participant filled in the HEXACO
personality inventory [2], for which six dimensions are
extracted: Honesty(H), Emotionality (E), Extraversion (X),
Agreeableness (A), Conscientiousness (C), and Openness to
Experience (O), by means of the HEXACO-PI-R survey [22].
In addition, each scale in HEXACO can be further separated
into facet-level scales (e.g., Social Self-Esteem, Social Bold-
ness, Sociability and Liveliness are part of the extraversion).

Fig. 2. (a) Custom-made wearable devices, which record binary proxim-
ity and triaxial acceleration, (b) Proportion of participants with a similar
score for the 6 different HEXACO traits.

1. We used the version 1 of the dataset.
2. Both wearable acceleration and proximity were missing for these

devices. These also did not send proximity information.
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This survey consists of 100 questions3 which are answered
on a scale from 1 (strongly disagree) to 5 (strongly agree).

We chose the HEXACO rather than the more frequently
used 5 factor models such as the Big-5 or the Five Factor
Model (FFM). While the Big-5 andHEXACO are both derived
from the same lexical studies (see [4] for review), the six-
dimensional HEXACO model has been shown to more opti-
mally capture the data in cross-cultural replications [2], and to
outperform the Big-5 in both self-ratings (i.e., when partici-
pants complete the inventories about themselves) and in
observer ratings (i.e., when participants complete the scale
about another individual) [3].

Nevertheless, the HEXACO and five factor models are
related in a number of ways: 1) extraversion and conscien-
tiousness are the most similar among all the dimensions to
their five factor counterparts, 2) agreeableness and emotional-
ity in the HEXACO are rotated versions of their five factor
counterparts, with traits related to anger loading onHEXACO
Agreeableness instead of Big-5 Neuroticism, and traits relat-
ing to sentimentality loading on HEXACO Emotionality
instead of Big-5 Agreeableness, and 3) terms such as honest,
sincere, fair etc. that load on Big-5Agreeableness are the sepa-
rate dimension of HEXACO Honesty-Humility instead (see
[4] for a review).

The distribution of trait scores over the participants for
the 6 traits is presented in Fig. 2b. Also, the Cronbach’s a

coefficients were 0.81 for Honesty, 0.87 for Emotionality,
0.84 for Extraversion, 0.82 for Agreeableness, 0.83 for Con-
scientiousness and 0.77 for Openness to experience.4

3.4 Manual Annotations for Speaking Status

MatchNMingle also provides manual annotations for the
position of the participants in the video, and 8 different
social actions in the mingle session. These were annotated
from video by multiple trained annotators [7].

Manual annotators 1) manually track all the people in the
video and 2) annotate the 8 selected social actions for each of
them. More than one action could be selected in parallel.
The 30 minutes corresponding to the mingle were divided
into segments of 2 minutes and annotated by 7 different
coders. For the speaking status, the mean inter-annotator
agreement between subjects using Fleiss-Kappa coefficient
was 0.55, which corresponds to a moderate agreement.

4 NON-VERBAL CUES

First, a summary of all our non-verbal cues is shown in
Table 1, separated by the modality type and the sensor they
come from (wearable or camera). Thus, from the 3 digital
modalities at our disposal (wearable acceleration, proximity
and video) we extracted 5 behavioral modality types: 1)
Speech (S), 2) Movement from wearable (W), 3) Movement
from wearable while Speaking (WS), 4) Proximity (P) and 5)
Movement from video (V).

In the next subsections, a detailed description of the
preprocessing on each sensor and the extraction of each
global feature is presented.

4.1 Wearable Devices

For the wearable devices we grouped our cues, which
originated from 2 different sensors or digitalmodalities (triax-
ial acceleration and proximity), in 3 behavioral modality cate-
gories and their combination: body movement energy (W),
speaking turns (S), body movement during speaking turns
(WS) and proximity (P). Each behavioral modality, is detailed
below.

4.1.1 Body Movement Energy (W)

For each wearable device, a single acceleration magnitude
from the 3 axes is computed. Next, we apply a sliding win-
dow calculating the variance over the magnitude of the
acceleration, using a 3s window with a 2s shift. Previous
works have shown this window size and shift to be the best
for stream association and analysis using wearables [8], [9],
[28]. A graphical representation of this process is presented
in Fig. 3. This give us a better representation of movement
energy over time than the raw acceleration magnitude, as
can be seen in Fig. 3b.

To obtain a single value for the 30 minute segment, we
calculate 2 features to represent the movement energy: the
mean and variance of the energy values over all windows.
These features are 1 and 2 in Table 1.

TABLE 1
Summary of Our Features Divided by Modality Type: W = Mov.
from Wearable, S = Speaking, WS = Mov. from Wearable While

Speaking, P = Proximity and V = Mov. from Video

(S.T. = Speaking turns.)

Fig. 3. (a) Original raw acceleration of a wearable device (after filtering
effects of the gravity). (b) Body movement energy resulting from prepro-
cessing (described in Section 4.1.1).

3. http://hexaco.org/
4. The Cronbach’s a coefficient is widely used to test the internal

reliability of scales. By convention, 0.65 is considered sufficient, and 0.8
is considered good in terms of reliability.
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4.1.2 Speaking Turns (S)

Building on prior findings that people’s speaking status is rep-
resentative of their personality [5], [34], [38], we extracted
them from each individual’s accelerometer signal. The use of
this non-traditional modality to detect speech is motivated by
the well-studied relationship between bodily gestures and
speaking [29]. To do so,we haveusedTransductive Parameter
Transfer (TPT) [41]. In previous work, this method has shown
experimentally to perform significantly better than a tradi-
tional machine learning approach [16]. We hypothesize that
TPT is much better in capturing the person specific nature of
the connection between body movements and speech. Speak-
ing turns are then used to extract high-level features repre-
senting the interaction characteristics of a participant.

Transductive Parameter Transfer (TPT). For a feature spaceX
and label space Y , N source datasets with label information

Ds
i ¼ xs

j; y
s
j

n ons
i

j¼1
and an unlabeled target dataset Xt ¼

fxt
jgntj¼1 are defined. It is assumed that samples Xs

i ¼ fxs
jgnsj¼1

and Xt are generated by marginal distributions Ps
i and Pt,

where Pt 6¼ Ps
i and Ps

i 6¼ Ps
j . In the notation used, s always

corresponds to source datasets while t corresponds to the tar-
get one. This approach aims to find the parameters of the clas-
sifier for the target datasetXt by learning a mapping between
the marginal distribution of the datasets and the parameter
vectors of the classifier in the three following steps:

(1) Train source specific classifiers on each source set Ds
i :

Instead of using a Linear SVM as in [41], we have
selected a L2 penalized logistic regressor as our clas-
sifier which is experimentally shown to perform bet-
ter with our data. Chosen classifier minimizes

min
ðw;cÞ

1

2
wTwþ C

Xn
i¼1

logðexpð�yiðXT
i wþ cÞÞ þ 1Þ: (1)

Thus, for every source dataset Ds
i , parameters

ui ¼ ðw; cÞi are computed.
(2) Learn the relation between the marginal distributions Ps

i

and the parameter vectors ui using a regression algorithm:

Training set T ¼ fXs
i ; uigNi¼1 is formed by samples Xs

i

and parameters ui obtained from each source dataset.
A mapping f̂ : 2x ! u, which takes a set of samples
and returns the parameter vector u needs to be
learned. Assuming that elements in u may be corre-
lated, we have employed Kernel Ridge Regression
[33], instead of the independent Support Vector
Regressors used in [41]. Since we need to define the
similarities between distributionsXs

i instead of inde-
pendent samples, we employ an Earth Mover’s Dis-
tance [36] based kernel. EMD kernel is computed as:

kEMD ¼ e�gEMDðXi;XjÞ: (2)

In Eq. (2), EMDðXi;XjÞ corresponds to the mini-
mum cost needed to transform Xi into Xj. The user
defined parameter g is set to be the average distance
between all pairs of datasets.

(3) Use f̂ to obtain the classifier parameters on the target dis-
tribution: After computing f̂ð:Þ, we directly apply

this mapping to target data Xt to obtain ut. With ut

known, we can infer the labels for the target dataset.
Extracting Speaking Turns. For detecting speaking turns with
TPT, we selected simple statistical (mean and variance) and
spectral features (power spectral density, using 8 bins with
logarithmic spacing from 0-8 Hz as presented in [18]) that
are expected to be representative of speech related body
movements. These features were extracted from each axis of
the raw acceleration, the absolute values from each axis of
the acceleration, and magnitude of the acceleration using 3s
windows with a 2s shift. Using the labeled data of 18 partici-
pants as sources, we obtained speaking turns for all 56 partic-
ipants during 30 minutes. The time interval used for these 18
participants is not the same as the 30 minutes used for our
experiments. As stated in Section 3, the labels for the speak-
ing status of these 18 participants (sources) are obtained by
manual annotation using the video.

Finally, derived features were extracted from the speak-
ing turns (see Table 1). We create 7 global features from the
speaking turns, which have the reference numbers 3 to 9 in
Table 1. These features are the maximum, mean, variance
and total of length of speaking turns, and the same for non
speaking turns. In addition, we create 2 additional multi-
modal behavioral features (WS), which combines the move-
ment and the speaking turns (reference numbers 10 and 11
in Table 1). These are the mean and variance of the move-
ment energy only in those windows with detected speaking.

4.1.3 Proximity (P)

As stated before, each wearable device has a binary proxim-
ity detector based on beacon communication with other
devices. So, each device emits its own ID to all other devices
and a detection of a particular ID is treated as a neighbor.
From these binary detections, a dynamic (in time) binary
proximity graph can be generated for each participant. To
eliminate false neighbor detections, the method proposed
by Martella et al. [27] was applied.

Then, 3 features (ref. numbers 12, 13 and 14 in Table 1)were
calculated for each participant from the proximity graphs:
mean size and largest size of group participated in, and the
total number of people interactedwith during the event. Since
wedonot have actual distances, these features allowus to rep-
resent statistics related to the number of people’s interactions
during the event. To consider stable interactions in our prox-
imity features, 2 nodes are only accounted as neighbors if they
detect each other formore than oneminute in the graphs.

4.2 Video Cameras

4.2.1 Movement from Camera (V)

First, we extract the dense optical flow of the entire video
frame using the Farneback’s algorithm [14]. Then, we obtain
the position of each participant in each frame using a
bounding box and extract the magnitudes of the flow vec-
tors within this box, as seen in Figs. 4b and 4c. Then, a single
movement value per participant per frame is calculated
using the mean value of the magnitudes within the bound-
ing box. This is done for all frames in the video, which are
later concatenated. Hence, we can represent the movement
of the participant in the video with a single time series
(Fig. 4d). Notice that we use the magnitude of the flow
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vectors instead of the Cartesian values, as the participants
always have a relative frame of reference (eg. their orienta-
tion changes with respect to the camera).

Next, we apply a sliding window calculating the variance
over the magnitude of the acceleration in video, similarly as
we do for the time-series from the wearable. The size od the
windows are also 3 secondswith a 2 second shift.

In addition to the above, we also extract 3 additional time
series per participant for different levels of movement inten-
sity. To do so, we separate the flow magnitudes of each
frame within each person’s bounding box in 3 bins (low,
medium and high), using the third percentile. Then, we cal-
culate the mean movement for each frame for these 3 sepa-
rate bins. Thus, we obtain 3 additional time series per
participant, as seen in Fig. 5. We do this to further analyze
the impact of the type of event (high versus low acceleration
variation) on the detection of personality.

Finally, to obtain our global features we calculate the
mean (in time) total number of zeros in the optical flow vec-
tors, and the mean variance of all time series (entire and 3
separated by bins). We also include the variance for the
entire time series. This give us a total of 6 global features for
the video modality (V).

Compensating Video Complexity. As can be seen in Fig. 6a,
sometimes the bounding box with the participant’s location
captures movement that does not corresponds to the partici-
pant itself. Hence, instead of using the raw optical flow, we
apply a multivariate Gaussian function centered at the
bounding box location as a weighting factor to compensate
for the extracted flow vectors that possibly do not belong to
the participant (eg. borders):

fðX;m;SÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jSjð2pÞ2

q eð�
1
2ðx�mÞTS�1ðx�mÞÞ: (3)

Where m ¼ ½mx;my�, mx and my are the center of the
bounding box, and S is the covariance matrix.

The aim of Eq. (3) is to adapt to the form of the person
given its position in the image plane, and give it a higher
weight to the flow vectors located in the center of the bound-
ing box where, we hypothesize, the person is truly located.
Thus, mx and my control the position of the box and the
covariancematrixS its inclination.More specifically, given:

S ¼ SXX SXY

SYX SYY

� �
(4)

We define SXX as a quadratic function of the position for
the bounding box with respect to the image plane, or
fðxÞ ¼ a � m2

x þ b � mx þ c. The same applies for SYY , using
my. Finally,SXY andSYX are define as a function of 2 variables
given by fðx; yÞ ¼ d � ðmy � w=2Þ � �ðmy � h=2Þ, were w and
h represent the width and height of the image. Here, a, b, c
and d are constants that depend of the resolution of the image.

Fig. 6c shows how the form of the Gaussian given by
Eq. (3) changes depending on the position in the image plane
of the participant with respect to that of the camera. Thus, if
the person is directly under the camera Eq. (3) produces a
more symmetric distribution, whereas Fig. 6b shows the
distribution required for the weighting of a person located in
the top right position of the image plane.

4.3 Motivation for Our Features

Previous work ([10], [18], [19], [20]) has shown that the
movement of the people while they interact is a good indic-
ative of their levels of arousal or emotional state. These
haven then been used for estimating different components
in the interactions such as cohesion or dominance. Our
movement features (1-2, 10-11, and 15-20 in Table 1) are
based on this premise. Thus, the main hypothesis is that the
amount, variance and intensity in which a person moves
during a conversation will be indicative of their personality.

Similarly, several works in both automatic computing
[21], [25], [34] and social science [30] have addressed the
predictive power of speaking status for most personality
traits, with an emphasis on extraversion and neuroticism
along the dimensions of the Big Five. In our case, we rely on

Fig. 4. Extraction of speed time series from video. (a) Participant’s
location in video. (b) Magnitude of dense optical flow for an entire frame.
(c) Magnitude of dense optical flow within a person’s bounding box.
(d) Speed time series for one participant extracted from the mean
magnitude of its optical flow.

Fig. 5. Binned velocity signals from video for one participant.
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a method for the detection of speaking turns from wearable
devices [8], [16], [18].

Regarding our proximity features, we gathered past fea-
tures used in similar setups such as that presented by Zen
et al. [40]. Nonetheless, as these works generally have a
nominal distance between people, we had to modify the
proximity features to use binary proximity information.

5 EXPERIMENTS

As summarized in Table 1, we divided our set of features in
5 behavioral modality types: 1) Speech (S), 2) Movement
from wearable (W), 3) Movement from wearable while
Speaking (WS), 4) Proximity (P) and 5) Movement from
video (V). In the next subsections we compare and analyze
the complementarity of these feature types, both with a cor-
relation analysis and during classification.

In addition, we analyze the impact of the speech detec-
tion in the overall performance of the personality estimation
by comparing it to the speech annotations provided by the
MatchNMingle dataset.

5.1 Feature Correlation Analysis

Fig. 7 shows the correlations for our final 20 features (sum-
marized in Table 1). First, we can see 5 clusters in this figure
that correspond to each modality type: 1-2 for W, 3-9 for S,
10-11 for WS, 12-14 for P and 15-20 for V.

Some of the correlations results are as expected. For
example, we can see how the features related to speaking

turns from the set S (3 to 5) are inversely correlated to those
related to non-speaking turns (6 to 8).

Nonetheless, there are some interesting results. The fea-
ture for low distribution values of OF magnitude (18) does
not correlate strongly with any of the other features, not
even those in the same modality set V. This might be due to
remaining noise in the video (after our filtering described in
Section 4.2) most likely captured by this feature.

Another interesting result in this figure are the correla-
tions between the features of mean and variance movement
from the wearable W (1 and 2) and the video V (16 and 17).
The absolute values for these correlations are low (around
0-0.2). An explanation for such low values can be that, as we
hypothesized, each modality might be providing comple-
mentary information about the person’s personality.

5.2 Comparison of Behavioral Modality Types

Oncewe have seen the correlation between all the features, we
proceed to analyze the impact of each modality type sepa-
rately. To do so, we trained 5 different binary classifiers using
only those features for the given set (W, S, WS, P or V). We
used a L1 penalized logistic regressor (to reduce possible
overfitting) and applied a 10-fold cross-validation. Note that,
as we only have one sample per subject (i.e., a 20-dimensional
vector), using a 10-fold crossvalidation is valid in our case
without contamination between the train and test set. To cre-
ate binary labels from our trait scores, we used the median
value for each trait as threshold with the higher values in the
positive class. We do this for each fold, so the median is

Fig. 6. Correction of outside flow vectors. (a) Example of third-party movement capture by the bounding box. (b) Weight correction using a multivari-
ate Gaussian function. (c) Examples of multivariate Gaussian functions given the position w.r.t the camera

Fig. 7. Correlation between all features in Table 1 (better seen in color).
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calculated only for the training set. Themean (� deviation per
fold) median values were 3.40�0.05 for H, 3.18 � 0.02 for E,
3.56 � 0.01 for X, 3.12 � 0.03 for A, 3.34 � 0.06 for C and
3.5 � 0.01 for O. This procedure resulted in balanced class
distributions.

The first rows of Table 2 summarizes the mean accuracy
and standard deviation within the folds for each trait and
modality type set. Most of these results are equal or below
the random baseline, with some exceptions.

Notice also that the accuracy values differ given the trait
and the modality set. This shows that there is not a general
modality set that would work for all traits and that each fea-
ture type has a different impact given the personality trait.
Furthermore, one of the few accuracies over the random
baseline is the Openness to experience (O) using the Prox-
imity (P) features. This correlate with what has been found
in previous research [8], [40], which supports that proximity
features are a good indicator for this trait.

5.3 Modality Complementarity

We now proceed to evaluate the complementarity of our 5
different modality types for the binary classification of

personality traits. For this purpose, we trained different clas-
sifiers with the different combinations of the modality types
using early fusion. Similar to Section 5.2, we selected a L1
penalized logistic regressor with a 10-fold cross-validation,
and use the median of the training set per fold to create
binary labels from the personality scores.

Table 2 presents the mean accuracy and deviation for
selected combinations. In addition, the significance for the
results is included. This was calculated using a t-test,
comparing against a classifier assigning labels at random
which becomes the baseline for our experiments (50 percent
chance). For each trait, the best result is in bold and the best
result when the video type (V) is used is underlined, for fur-
ther comparison between sources. The latter is done to better
compared what was obtained in previous work [8]. This
table is also separated given the number of modality types
combined (double line), and given the presence of the video
modality (bottom of each sub-block).

The Best andWorst Performing Traits. As seen in Table 2, our
best results corresponds to the traits of Honesty (H) and
Openness to experiences (O). For the trait of Openness to
Experiences (O) we already obtained an acceptable result

TABLE 2
Complementarity of Behavioral Modality Types from All Sources (Wearable + Video))

Modality set Performance per trait

Combination H E X A C O

W 0.47 � 0.10 0.46 � 0.05 0.54 � 0.13 0.35 � 0.21 0.45 � 0.11 0.58 � 0.11
S 0.59 � 0.23 0.37 � 0.19 0.36 � 0.13 0.50 � 0.10 0.58 � 0.12* 0.54 � 0.17
WS 0.64 � 0.20* 0.43 � 0.10 0.53 � 0.13* 0.46 � 0.12 0.60 � 0.17* 0.44 � 0.05
P 0.48 � 0.12 0.39 � 0.16 0.55 � 0.22* 0.63 � 0.25 0.48 � 0.15 0.63 � 0.20**
V 0.55 � 0.21 0.43 � 0.11 0.42 � 0.16 0.45 � 0.10 0.54 � 0.20* 0.56 � 0.19*

W-S 0.51 � 0.14 0.39 � 0.16 0.38 � 0.13 0.36 � 0.19 0.58 � 0.14 0.44 � 0.17
W-WS 0.59 � 0.15 0.44 � 0.09 0.47 � 0.14 0.44 � 0.21 0.53 � 0.13** 0.50 � 0.11
W-P 0.47 � 0.10 0.46 � 0.05 0.56 � 0.25* 0.49 � 0.29 0.42 � 0.13 0.69 � 0.17*
S-WS 0.49 � 0.20 0.37 � 0.17 0.37 � 0.13 0.41 � 0.10 0.65 � 0.11** 0.47 � 0.15
S-P 0.63 � 0.23 0.41 � 0.10 0.46 � 0.17 0.53 � 0.27 0.58 � 0.14 0.51 � 0.14
WS-P 0.57 � 0.13 0.44 � 0.16 0.51 � 0.22 0.64 � 0.16* 0.56 � 0.20 0.62 � 0.22

W-V 0.56 � 0.12 0.36 � 0.13 0.43 � 0.14 0.41 � 0.11 0.56 � 0.19 0.62 � 0.22
S-V 0.53 � 0.20 0.39 � 0.14 0.39 � 0.15 0.40 � 0.10 0.59 � 0.25 0.53 � 0.22
WS-V 0.63 � 0.24 0.39 � 0.12 0.46 � 0.14 0.41 � 0.09 0.51 � 0.19 0.51 � 0.19
P-V 0.56 � 0.18 0.41 � 0.09 0.48 � 0.19 0.52 � 0.17 0.59 � 0.14 0.60 � 0.17

W-S-WS 0.58 � 0.19* 0.39 � 0.16 0.38 � 0.19 0.37 � 0.17 0.57 � 0.17 0.45 � 0.16
W-S-P 0.49 � 0.15 0.37 � 0.16 0.43 � 0.18 0.41 � 0.24 0.47 � 0.10 0.52 � 0.10
W-WS-P 0.53 � 0.17 0.46 � 0.05 0.55 � 0.26 0.59 � 0.20 0.48 � 0.13 0.65 � 0.13
S-WS-P 0.53 � 0.19 0.40 � 0.15 0.42 � 0.20 0.56 � 0.24 0.63 � 0.15 0.50 � 0.11

W-S-V 0.53 � 0.13 0.44 � 0.06 0.39 � 0.15 0.43 � 0.10 0.58 � 0.22* 0.63 � 0.25
W-WS-V 0.71� 0.15** 0.46 � 0.05 0.39 � 0.09 0.39 � 0.13 0.55 � 0.21 0.57 � 0.18
W-P-V 0.55 � 0.19 0.39 � 0.16 0.49 � 0.22 0.48 � 0.22 0.55 � 0.19 0.68 � 0.20*
S-WS-V 0.54 � 0.26 0.37 � 0.17 0.37 � 0.18 0.39 � 0.11 0.60 � 0.17** 0.49 � 0.24
S-P-V 0.50 � 0.13 0.33 � 0.16 0.46 � 0.19 0.51 � 0.16 0.58 � 0.19 0.50 � 0.09
WS-P-V 0.61 � 0.20 0.41 � 0.09 0.42 � 0.17 0.58 � 0.19* 0.57 � 0.15 0.61 � 0.19

W-S-WS-P 0.56 � 0.14 0.34 � 0.16 0.47 � 0.21 0.43 � 0.21 0.61 � 0.12** 0.52 � 0.10

W-S-WS-V 0.63 � 0.09* 0.37 � 0.16 0.36 � 0.10 0.41 � 0.13 0.57 � 0.17* 0.54 � 0.21
W-S-P-V 0.43 � 0.09 0.41 � 0.10 0.46 � 0.18 0.43 � 0.16 0.50 � 0.15 0.65 � 0.16
W-WS-P-V 0.66 � 0.12 0.43 � 0.10 0.52 � 0.26 0.50 � 0.23 0.57 � 0.15* 0.61 � 0.19*
S-WS-P-V 0.50 � 0.21 0.37 � 0.16 0.50 � 0.19 0.53 � 0.18 0.56 � 0.18 0.54 � 0.15*

All 0.56 � 0.09 0.39 � 0.12 0.46 � 0.18 0.41 � 0.15 0.58 � 0.14* 0.60 � 0.18

Mean accuracy (� deviation per fold) of classification for different combinations of modality types (Table 1). Bold = best result for the trait. Underline = best
result while including video.(**p< 0:01 and *p< 0:05 for t-test comparison with classifier assigning labels at random.
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(0:63� 0:2) using only proximity-based features, but with a
high variance. In addition, we can see across Table 2 that com-
binations of this modality (P) with the types movement (W)
and video (V) tend to give the better results, even when only
combining 2 types. For instance, combining these 3 modality
types gives an accuracy of 0:68� 0:2. However, the best result
for this trait is obtained when combining only proximity and
movement (0:69� 0:17). Thus, it appears that the modality of
movement (either video or wearable) added complementary
information to that in proximity for this trait. Furthermore,
one should notice that the movement from wearables and
movement from video are, from the technical perspective,
recording similar features (eg. mean movement). Nonethe-
less, the results of each combined separately with proximity
differed, with a 0.69 against a 0.60 respectively.

For the trait of Honesty (which is our best result overall)
it appears that the type of movement while speaking (WS)
gives the most information, complemented by the proximity
and movement from video types, as can be seen in the dif-
ferent combinations of these in Table 2. Furthermore, for
this trait we obtained (0:71� 0:15) when combining the
modality types of movement (W), movement while speak-
ing (WS) and movement from video (V).

Notice also that the experiment using only the modality
sets from the wearable devices are similar to those pre-
sented in [8]. Nonetheless, here we used a different subset
of participants (eg. only those with at least a 50 percent of
time under the cameras) for a fair comparison with video.
Thus, the results might vary with respect to our previous
work but the general insights maintained. For example, sim-
ilarly to [8], here we also found that the proximity modality
is a good indicator for the trait of Openness to experience
(O) or that movement with speaking give good insights
about the trait of Honesty (H).

Except for the trait of Honesty, all the best results per
trait are obtained when combining only 2 modalities (sec-
ond sub-block of Table 2). Also, these combinations do not
include video. Nonetheless, they all included a type of
movement, with M-P having the best result for 3 traits
(Emotionality still performs under the random baseline).
Thus, these results suggest that movement features are a
feasible indicator to assess personality of people during
crowded and in-the-wild scenarios.

The trait of Extraversion (X) shows some of the lower per-
formance, with the best result been 0:55� 0:22 accuracywhile
using only the set for the proximity modality (Table 2). This
modality has also proved in previous efforts to be a good indi-
cation for extraversion [40]. Nonetheless, one should wonder
about the low results for this trait in Tables 2 and 2, which are
in most cases not even over the random baseline. We first
hypothesized that the modalities of Speech (S), Proximity (P)
and movement from video (V) could be a good indicator for
this trait, as they record elements that will help to detect an
extrovert person: speaking, proximity to others and hand ges-
tures [2], [8], [40]. However, apart from proximity, these
modalities provided performances below the random base-
line when evaluated independently. This was also the case
when combined.We can only imply that the hand-crafted fea-
tures described in Section 4 are not representative enough to
distinguish between extroverts and introverts in such a com-
plicated setup as are the mingle scenarios. Previous work [8]

showed us that fusing the information of movement while
speaking and proximity increases these results. Also, we
hypothesized that a better description of gestures status and if
these are related to speech might be a better indicator for
extraversion. Nonetheless, the detection of gestures from
video in-the-wild is by itself a challenging problem that is
beyond the scope of this paper.

Another interesting insight comes with the fact that fusing
all modalities does not guarantees the best result. In fact, as can
be seen in Table 2, none of the traits has a better performance
when combining all modality types (last column). Thus, each
trait is reflected differently in the modality types and this is in
consequence relevant for the classification. For example, we
have already discussed that features from the proximity set are
a good indicator for Openness to experience (O) and that this
increases when combined with the set of features from video.
Nonetheless,when also combining these 2 setswith themodal-
ity sets of movement (W) or Speech (S) decreases the perfor-
mance, evenwhen compared to the result for the Proximity set
only (Table 2). This shows that the type of modality itself has
an important role in the estimation of the different traits and
that this is not only related tomore information.

The Impact of Video. With respect to video, we first must
emphasize that all the results including video only have
partial information, as the subjects selected were chosen
to account only for those participants that were at least
50 percent of the time under the cameras. This means that,
although some participants have complete video data for the
entire 30 minutes, some participants have the worst case of
only 15minutes of video.

Nonetheless, Table 2 shows that movement from video
(V) alone gives results over the random baseline for the traits
of Honesty (H), Conscientiousness (C) and Openness to
Experiences (O). Furthermore, Table 2 now shows that add-
ing the modality of video (V) to any of the other modalities
improves the overall results for these 3 traits. This suggests
that the features selected for video can deal with missing
data in video (until a certain point) as they are meant to be
accumulative over time and still give complementary infor-
mation for the other modalities. Also, when adding move-
ment from video we also obtained acceptable results
(underline in Table 2) even with missing data for some par-
ticipants. Thus, we hypothesize that obtaining more data
from video might further improve these results. However,
when intended to increase the visibility threshold for the par-
ticipants from 50 percent to 80 percent to at least, we reduce
the number of participants from 56 to 22, which will not be
representative enough to generalize.

5.4 Regression Experiments

In addition to the classification experiments, we also report
the results for our regression experiments in this section,
using a simple least square linear regressor. For validation,
we also applied a 10-fold crossvalidation as in the past sub-
sections, and report the mean value of the Mean Square
Error (MSE) per fold.

Fig. 8 summarizes the results for the 6 traits using the
same modality combinations as shown in Table 2. The mini-
mum error per trait was 0.32 for H (WS-V), 0.39 for E (W),
0.23 for X (WS), 0.27 for A (WS), 0.31 for C (V) and 0.25 for
O (W-P-V). These graphs are not normalized over all traits,
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as the variance in scores differs greatly between them (see in
Fig. 2b). Using a normalization over traits could potentially
biased the results.

We can see from these results that, similar to those results
in Table 2, the trait of Emotionality performed the worst of
all traits. Nonetheless, all trait features reported rather
acceptable results with a mean amoung the feature combi-
nations of H = 0:60� 0:21, E = 0:73� 0:28, X = 0:28� 0:03,
A = 0:37� 0:08, C = 0:41� 0:10 and O = 0:32� 0:04.

One can notice that the results reported as best perform-
ing for the classification setup (see Table 2) also have low
error values in the regression. For example, the combination
of W-WS-V for H, which was our best performance in the
classification setting, has a MSE of 0.36 for the regression.
Similarly, the best MSE result for O was obtained with the
combination W-P-V. This same combination was the best
performing feature combination in classification, when
involving video. This reflects that our features are suitable to
be used in both the regression and the classification setting.

Nonetheless, we should notice the difference between the
regression and the classification results for the trait of extra-
version (X). Although the best result for classification for this
trait (0.56 for W-P) still is one of the lowest in the regression
error, the general classification performances were rather
low, mostly below the random baseline (see Table 2). In con-
trast, the overall MSE in the regression are rather acceptable
as seen in Fig. 8(X). One possible explanation is that this dif-
ference depends on the distribution of the trait scores and
the process in which the scores are converted into binary
labels.Wewill discuss this issue further in Section 6.

5.5 Feature Importance

In this section we address the importance of each feature
and feature type for the classification of the six different

traits. Thus, in parallel to training different classifiers with
different modality types, we also analyze the importance of
each feature for the classifiers’ decision.

To do so, we applied a random forest classification. Fig. 9
shows the importance of the each feature for the classifier
that involves all modality types. Notice that the features
with the highest importance are different for each trait.
Now, let us discuss the relationship of each feature with
the trait.

First, we can see from Fig. 9 that the feature for total
length of speaking turns (9) is present among the top 3
more important features for H and X. This supports what
has been found in previous work for extraversion [25], [34],
showing that knowledge about the speaking time of the
people is a good description [25]. Similarly, one or more fea-
tures associated with proximity (12-14) are included in the
top 3 for H, X, A and O. Once again, this aligns with the
findings in previous work [21], [40] which have shown,
both through analysis of social science literature [30] and
empirically, that these feature types are good indicators,
specially X and O.

Finally, one should notice that the features corre-
sponding to movement from the wearables (W) and the
video (V) generally appeared combined within the top
three more important features. For example, for O we see
that feature 18 (mean OF in the lowest bin from the
video) and 2 (variance in acceleration magnitude from
the wearables) are within the top 3. This is yet another
insight that supports the complementarity between
wearable and video movement features, as discussed in
Section 5.1.

We will discuss more about the relationship between
this feature importance analysis and the results obtained in
Section 5.3 in Section 6.

Fig. 8. MSE for regression experiments for different traits.
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5.6 Impact of Speech Detection on the Personality
Estimation

Finally, we intended to assess the impact of the speech esti-
mation status in the personality estimation performance. As
recall, for obtaining our global speech features we relied in
a transfer learning approach which extracted binary speech
status from wearable acceleration (see Section 4.1.2). Now,
we intend to compare the estimation of the personality traits
using this speech estimation with the speech ground truth.

To do so, we used the annotated binary speech status pro-
vided by the MatchNMingle dataset [7]. These annotations
were done manually by trained annotators every frame at
20 FPS. To performed a fair comparison against the speech
estimation, we applied the same window to the annotations
as we applied to the speech detection using TPT (see
Section 4.1.2). Thus, we obtained binary time-series (speak-
ing/no speaking) with the same number of samples that can
be directly compared to those extracted from the TPTmethod.

From these ground truth time-series, we extracted our 7
global features for speaking (3 to 9 in Table 1) using the same
process as described in Section 4.1.2. In addition, we use these
streams to calculated the global features for movement while

speaking (10 and 11 in in Table 1). The procedure was the
same as in Section 4.1.2, when using the TPT estimation.

Table 3 shows the comparison of the accuracy, for each
trait, when using the ground truth speech and the speech
estimated using our TPT. Similarly to previous sections,
these results were obtained using a 10-fold cross-validation
and a L1 penalized logistic regressor.

First, we can see that all the best results (for Table 3 only)
correspond to the modality set of movement while speaking
(WS). This is interesting as the set itself is a multimodal
representation, taking into account the status in one modal-
ity (speech) to filter the information on the other (move-
ment). Thus, also in this experiment we can see how the
complementarity between modalities increases the perfor-
mance of the estimation.

Furthermore, perhaps the most intriguing result in this
table is that using the ground truth from the speech status
does not necessarily implies a better performance in the esti-
mation of personality traits. As can be seen in Table 3, only 5
results (those underlined in the table) are better when using
the ground truth speech.One could hypothesized that improv-
ing the performance in an early stage (speech detection, in this
case) will have a positive impact in the final estimation (per-
sonality). However, this experiment proves that this is not nec-
essary the case.

For this case in particular, we hypothesize that the better
performances while using the estimation for speech instead of
the ground truth are due to themethod thatwas used to detect
the speech from the wearable acceleration. Our TPT method
relies in the assumption that we move when we speak and
hence we can use this to approximate the speaking status.
Nonetheless, it is quite possible that this is not necessarily the
case for all events. Thus, the speech estimation might also be
taking into account movement from other components of the
interaction (eg. gestures or fidgeting movements), which can
be informative for the estimation of the personality traits.

Fig. 9. Importance of all features for different traits unsing a random fores classifier.

TABLE 3
Impact of Speech Detection in the Personality Estimation

Trait Ground Truth Estimated (TPT)

S WS S WS

H 0.53 � 0.24 0.43 � 0.09 0.59 � 0.23 0.64 � 0.20
E 0.40 � 0.11 0.42 � 0.15 0.37 � 0.19 0.43 � 0.10
X 0.49 � 0.17 0.42 � 0.14 0.36 � 0.13 0.53 � 0.13
A 0.53 � 0.20 0.59 � 0.16 0.50 � 0.10 0.46 � 0.12
C 0.50 � 0.17 0.40 � 0.17 0.58 � 0.12 0.60 � 0.17
O 0.53 � 0.21 0.60 � 0.13 0.54 � 0.17 0.44 � 0.05

Mean accuracy ( � deviation per fold) of classification for the S and WS types
using the Ground Truth and the estimated (TPT) speech. (Bold = best result
for the trait in this table, underline = ground truth has better result).
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6 DISCUSSION

First, we will discuss the difference between our classifica-
tion and regression results for some traits.

As previously mentioned in Section 5.3, the mean of each
trait (per fold) was used as a threshold to separate the trait
scores into high and low categories for a binary classifica-
tion task. This is common practice in previous works on the
automatic estimation of personality [34], [38].

Nonetheless, performing this separation could result in
missclassifications for samples close to the median, as we
are separating samples which are close together. Moreover,
the non-verbal behavior between two close scores can be
almost indistinguishable. Because of this issue, some prior
work on personality classification only take the data from
the scores below the first and above the third quartile, leav-
ing out those samples which are around the median[37].
Their aim is to separate those people with high and low
extraversion levels, and has reported better performances
than the median thresholding.

The above analysis could explain why our results for the
classification are not optimal for traits such as extraversion
(X), but does not explain why the regression performs with
acceptable errors for this trait in particular. We hypothesize
that this is due to the distribution of the trait scores. As can
be seen in Fig. 2b, the distribution for extraversion is some-
what uniform around its median ( 3.5), whereas for other
better performing traits such as honesty (H) or openness (O)
the distribution around each median is skew towards one
class. Thus, even when both classes (high/low) have a bal-
anced number of samples, it seems that for O, for example,
these samples came from a particular bin in the scores. In
contrast, for extraversion the samples for the same class are
distributed across different bins. This could explain why
the extraversion has so low accuracy values for classifica-
tion, as the samples categorized with the same label (low/
high) have different scores in reality and, quite possibly, dif-
ferent and more discriminative non-verbal behavior within
each class.

Furthermore, we have seen that overall our findings
aligned with those presented by previous work on personal-
ity estimation [8], [21], [25], [40]. Mainly, proximity feature
have proven to be a good indication for the traits O or A,
and speaking-based features (e.g., speaking time) are good
when predicting extraversion (X).

Although must of the works cited also involved standing
conversational groups, similar findings for feature types
importance for given traits (e.g., speaking status or move-
ment from video) have been made for efforts involving
seated meetings or VLOGS [38]. Unfortunately, features
such as proximity cannot be mapped from one setting (free/
standing) to the other (seated), but we hypothesize that for
setups similar to ours the features here presented could gen-
eralize rather acceptably.

We should also discuss the trait of Honesty, as this is not
directly found in the Big Five inventory, and was our best per-
forming feature when combining movement of wearable(W),
movementwhile speaking(WS) andmovement fromvideo (V).

To properly link the modalities’ impact with the trait, one
must study the nature of the trait itself. Honesty is inversely
equivalent to the common element shared by the Dark Triad

variables [23]. Its sub-scales are sincerity, fairness, greed
avoidance and modesty [4]. People with low Honesty scores
‘will flatter others to get what they want, (...) and will feel a strong
sense of self-importance.5 This might get reflected better in
WS, P and V as all these modalities take into account an
interaction with someone. Moreover, one can see in Fig. 9
for honesty, that within the top 3 of importance for features
are those of total length of speaking and mean length of no
speaking turns. This could reflect another part of the trait,
as people with high honesty score tend to speak less but
more truthfully [23].

Finally, note that the feature combination for the classifi-
cation task with the best performing results (see Table 2)
have the same trend as the importance in the feature found
in Section 5.5. For instance, the best performing result for A
in classification came from the combination of the feature
types WS-P. Similarly, in Fig. 9, we can see that the features
11 and 13, which are in the top three most important for this
trait, are features corresponding to WS and P, respectively.
The same can be seen for the best results for X,C, O. More-
over, in both the classification and regression task we can
see that features from the wearables (W) and the video (V),
which had a low correlation as was discussed in Section 5.1,
tend to perform better when combined. This furhter implies
the complementarity nature of these two feature types.

7 CONCLUSION

In this paper we have shown a novel approach to estimate
self-assessed personality during crowded mingling events
leveraging wearable accelerometers, proximity and video
cameras. To the best of our knowledge, we are the first to
address this complex problem for a mingle scenario with
such a high number of subjects (56).

We compared 5 different sets given the modality type
that generate them: movement (W) from the wearable accel-
eration, speech (S) status obtained from a novel transfer
learning method, TPT [41] to extract reliable speech infor-
mation from acceleration, movement while speaking (WS),
proximity from wearables (P), and movement from video
(V). This comparison was done in the classification perfor-
mance and as feature correlation.

Our best performing trait were Honesty (H) with a 71
percent mean accuracy when using the modality type set
M-MS-V, and Openness to Experiences (O) with 69 percent
mean accuracy when using W-P. When estimating all other
traits, except for Emotionality (E), our method performed
significantly above a random baseline.

Finally, we analyze the impact of the speech estimation
in the final performance for personality trait estimation. We
found that having a better estimation for the speech detec-
tion, or even the ground truth, does not necessarily reflects
in a better estimation of the personality trait.
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