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Abstract

Based on the multi-source data available for bus operations, this paper proposes a health
diagnosis system for single-line bus operation systems from two aspects: The operation
efficiency and stability. Firstly, the index weight has been defined and calculated based on
the Entropy Method. The composite index of bus operation has been obtained, and the
health classification standards that pertain to efficient and effective bus operations have
also been constructed (Very Healthy, Healthy, Sub-Healthy, and Unhealthy). Secondly, the
more efficient machine learning method has been used in order to establish the classifi-
cation algorithm training set. The effect of the k-Nearest Neighbour and Decision Tree
Classification Model has also been compared and analysed in this particular study. Finally,
a bus line in Foshan is taken as a case study to verify the effectiveness of the method. This
paper can effectively improve the diagnosis efficiency and accuracy by introducing the arti-
ficial intelligence algorithm into bus operation diagnosis. It provides a foundation for the
development of bus operation health diagnosis decision support system with the function
of “bus disease” prevention and treatment.

1 INTRODUCTION

As a critical component of urban internal passenger trans-
portation, the urban bus service is the primary mode of
transportation for most of the urban residents in China. How-
ever, the buses in many cities are in the long-term unhealthy
operation, manifesting low punctuality, speed fluctuations and
other “bus diseases” [1]. Therefore, it is very urgent to improve
the bus operation state. The health diagnosis of bus operation
is the prerequisite of scientific management of “bus disease”.
An early and accurate diagnosis of any underlying issues tends
to play a vital role in solving problems in a timely manner.
It has become possible to monitor the bus operation status
and realize the potential holographic perception regarding the
future trends with the popularization of accumulating large
amounts of data in bus operation systems and the maturity in
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artificial intelligence technology [2]. Therefore, it is a rather
revolutionary phenomenon to dig deeper into the extensive
amount of multi-source data that has been captured on the
bus operation, diagnose the health status of bus operation and
analyse operation bottlenecks addressed to the needs of the
consumer.

Comparing bus operation system to human body, analysing
bus operation based on multi-source data is like making a com-
prehensive examination for bus system. The health diagnosis
based on the examination results is equivalent to the doctor’s
interpretation of the examination report. It provides a system-
atic and accurate grounds for the treatment of “bus disease”.
The diagnosis of bus operation should be carried out in the
order of “physical examination, health judgment, disease diag-
nosis” like the diagnosis process of patients in the hospital [3].
In order to accurately diagnose the bus operation health status
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based on multi-source data, it is necessary to select an appro-
priate index set first, which helps to examine the bus operation
level from different aspects. Then a reasonable health classifica-
tion standard is needed which helps to judge what constitutes an
unhealthy state and how unhealthy it is. Finally, the health status
of bus operation can be diagnosed according to the results of
“physical examination”.

Based on the multi-source data fusion and machine learn-
ing this paper first determines the evaluation index system of
bus operation. After that, a health classification standard is dis-
cussed and determined. Then, we propose a method for bus
operational health diagnosis. Finally, a case study is used to ver-
ify the effectiveness of the method.

2 LITERATURE REVIEW

The current researches carried out on the discipline of bus oper-
ation diagnosis mainly focus on three aspects: (1) The applica-
tion of multi-source data in the evaluation of bus operation;
(2) bus operation evaluation indexes; (3) the health diagnosis
method pertaining to bus operation.

The newer generation of high-tech systems and operative
methods primarily represented by computers, mobile internet,
big data and artificial intelligence, has seen a gradual but definite
development over time. In this regard, data such as bus auto-
matic vehicle location (AVL), global positioning system (GPS),
bus application (APP), bus trajectory, taxi floating car, integrated
circuit card (IC card), mobile phone signalling data has also been
further improved. It provides the possibility for the early and
effective diagnosis of complex bus operation systems [4]. In
particular, the growth and application of the big data concept
further supports the continuous development of experimental
transportation research. Therefore, in terms of public transport,
this research mainly focuses on the analysis pertaining to the res-
idents’ travel characteristics [5], travel behaviour, and passenger
flow forecast [6], by using the IC card data [7]. In the era of big
data, it is possible to evaluate the bus services by integrating the
service capacity of the bus line network with the spatial infor-
mation of crowd activities, or to analyse supply levels of bus by
predicting the travel needs of citizens [8]. Moreover, in terms
of data fusion, there are many available data sources that have
been explored, in addition to the widely used AVL and auto-
matic vehicle identification (AVI) data [9]. It is anticipated that
there will be many complications if the GPS data pertaining to
bus operations is not integrated with other data. These com-
plications might include exposure to insufficient data samples,
unbalanced spatial distribution, and insufficient coverage rate,
etc. Therefore, many scholars have proposed a variety of data
fusion methods, that too from various angles, such as the genetic
algorithm, fuzzy logic and wavelet transform [10], in order to
make the best possible analysis of the bus operation systems.
Based on the floating car data fusion of taxi and bus, the accu-
racy of traffic state judgment is higher than that based on the
single data [11], and the fusion analysis of mobile phone data
and bus data [12] can be used for the evaluation of bus network
optimization.

TABLE 1 Classification of evaluation indexes

Target layer Criterion layer Index layer

Efficiency Based on the bus
operation efficiency

Running speed

Running speed between stations

Running time ratio

Reliability

Based on the bus
timetable

Schedule adherence

Departure interval

Based on the bus
operation stability

Weighted delay index

Coefficient of variation of running
speed between stations

Coefficient of variation of running
time

Stability ratio of time headway

Coefficient of variation of time
headway

Convenience Based on passenger
perception

Waiting time

Transfer time

Station coverage rate

Congestion level (full load coefficient
of carriages)

It is noteworthy that the evaluation of bus operation reliabil-
ity [13, 14] plays an important role in public transport planning
and management. The research about the bus operation eval-
uation indexes is mainly divided into four categories accord-
ing to different focus points (the bus timetable, the operation
efficiency, the operation stability and the passenger perception).
When viewed from different perspectives, various evaluation
indexes can be used for the evaluation, such as the schedule
adherence, station coverage rate, the travel time [15–17], the
running speed [18], the coefficient of variation of the bus run-
ning time (CVt) [19], and the transfer time [20]. In this paper,
the evaluation indexes are classified after comprehensive analy-
sis, and they are summarized in the Table 1.

Once the evaluation indexes are determined, the health diag-
nosis of the bus operation status can be performed. The Health
diagnosis is a research tool which is initially applied mainly in
the field of bridges and tunnels. Some scholars had introduced
it to the field of transportation in recent years. The bridge health
diagnosis methods are mainly divided into non-artificial intel-
ligence methods and artificial intelligence methods. The non-
artificial intelligence diagnosis methods mainly include the sig-
nature analysis approaches [21, 22], model updating approaches
[23–25], identification methods based on statistical analysis [26],
genetic algorithms [27, 28], and the fuzzy method [29–31].
Whereas, the artificial intelligence methods mainly include the
neural network [32, 33], and the support vector machine [34]. In
addition, further development of ensemble learning, deep learn-
ing, and transfer learning also provide newer and more innova-
tive ideas for carrying out the bridge health diagnosis [35]. At
present, there have been relatively comprehensive tunnel health
diagnosis standards, including the qualitative criteria, quantita-
tive criteria, or even a combination of the two. Diagnosis based
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on tunnel health, which is based on the analysis of tunnel dis-
ease investigation and testing results, is to establish a tunnel
computational model to analyse the health status of the tun-
nel structure [36] by applying mathematical mechanics methods
such as finite element model [36] and shear crack model [37].In
the field of urban traffic and bus health diagnosis, it is indispens-
able to construct an evaluation index system, and then calculate
the weights. The weight calculation methods include the Fuzzy
Comprehensive Evaluation Method [38], the Analytic Hierarchy
Process, Expert Decision-Making [39, 40], the Data Envelop-
ment Analysis [41], and the Entropy Method [42].

There has been a large amount of research studies based
around multi-source data fusion, bus operation evaluation, and
health diagnosis. However, most of the traditional research
methods focused only on the evaluation system construction
and result calculation of the bus operation status. They only pro-
vided the values of the evaluation index but not the diagnostic
standards which were a necessary part of the analysis. For bus
management and operators, a judgment result is not enough.
They are more interested in how this result is judged, what fac-
tors it based on, and how it should be solved. A machine learn-
ing based approach can give explicit judgment criteria. In fact,
the logic of the machine’s judgment is exactly what the human
has actively made it learn. Secondly, when using non-artificial
intelligence methods to assess the health status of bus opera-
tions, it is necessary to calculate all bus routes within a city. Due
to the excessive amount of data, the computation time of this
type of method is unacceptable. The introduction of machine
learning algorithms can significantly increase the computational
speed. Thirdly, the judgment in non-artificial intelligence meth-
ods is generally based on the absolute magnitude of the calcu-
lated results. It requires not only consideration of global data,
but also subjective factors. Machine learning methods can effec-
tively alleviate this problem by simply optimizing the training
set. In this process, the subjective factor is greatly weakened.

The purpose of this study is to provide fast and accurate diag-
nosis of bus operation health by means of data fusion and effi-
cient machine learning methods, relying only on basic data sets
such as GPS. Compared to traditional evaluation methods, the
method in this paper allows for autonomous classification and
diagnosis capabilities through learning. It has significant advan-
tages in terms of calculation speed, result accuracy and imple-
mentation difficulty. The method represents a very effective tool
in preventing and eradicating urban “bus disease”.

3 CONSTRUCTION OF HEALTH
DIAGNOSIS SYSTEM FOR SINGLE-LINE
BUS OPERATION

In order to diagnose the health level of bus operation, the eval-
uation system should be constructed firstly. The appropriate
indexes should be selected by analysing the data characteristics
available and the construction principles. And then, the eval-
uation index is calculated to provide training samples for the
subsequent classification algorithm through the processing and
analysing of multi-source data of bus operation.

3.1 Preparation of bus operation data

Based on the multi-source data like GPS data of bus operation,
the bus operation data is pre-processed and the useful data is
extracted. Through the fusion processing of different data, it is
transformed into the data format needed for the research.

3.1.1 Data source and overview

The multi-source data in this research comes from the bus oper-
ation data that is specific to Foshan city, from the time period
spanning from November 21 to 23, 2016. It includes variables
such as the bus GPS data, bus operation schedule, bus IC card
data, Foshan road network vector data, and the bus network
data.

The GPS data used for the purpose of this study does not
include the name of the bus line, the up and down line direc-
tions, the arrival time, the departure time, and the dwell time at
the station. It just includes vehicle identification number, record
time, longitude, latitude, and valid. Therefore, it is necessary to
fuse the GPS data with other data, in order to make the data
availability better. In this specific study, the mapping relation-
ship between the line and the license plate in the IC card data
was mainly used to obtain the single-line bus operation data.
Other than that, the geographic information science (GIS) data
includes the Foshan road network data and the bus network
data. Combining the national road network data and the Foshan
boundary data, and using the ArcGIS geoprocessing function
for intersection processing, the researchers also obtained the
Foshan road network data. Furthermore, based on the Python
Crawler Algorithm, the direction of the Foshan bus line through
the application programming interface (API) of Gaode map is
also mapped out. The data structure mainly includes the line
name, the originating station, the terminal station, the longitude
and latitude of the line direction, the station name, and its lon-
gitude and latitude information.

3.1.2 Data pre-processing

For the original data obtained, it needs to be pre-processed to
extract the useful data. The whole process of pre-processing is
shown in the Figure 1 below.

Single-line data matching
For the purpose of this study, standardization of the opera-
tion schedule of each company was undertaken. After that the
mapping table of bus line and the license plate number was
expressed in a unified format. In case the operation schedule
was missing, this study made use of the IC card data to obtain
the mapping relationship. The combination of the two kinds of
data [43] could then match the line and bus license plate num-
ber more accurately and avoid any wastage of the obtained data.
Other than that, based on the obtained mapping relationship
between the license plate and the line, the license plate num-
ber of each line has been extracted and stored as a new comma
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FIGURE 1 Process of data pre-processing

separated value (CSV) file that has been named after the bus line
designation. Finally, the GPS data of the bus operation of each
line in a day has also been obtained.

GPS data processing
It was already anticipated that there would be some errors in the
process of collecting the GPS data transmission. As a result, it
is necessary to pre-process the GPS data to improve the relia-
bility of GPS data. In this regard, the cleaning process of the
GPS data basically refers to the deletion or modification of the
data which has a problem. This may include problems such as a
completely duplicated data, partially repeated data, offset data,
or erroneous data [44]. When processing with the duplicated
data, the most common and effective practice is to retain the
first occurrence of the data and eliminate duplicate values. For
the offset data, the map matching principle is used to match the
GPS data of the bus with the data of the bus network crawled
by the GIS. Therefore, the Nearest Neighbour Analysis Method
[45] in ArcGIS has been used to match the offset GPS data to
the nearest road network. Similarly, the offset coordinates have
been calculated in this manner.

GPS data acquisition for a single trip
In order to calculate the distance between each of the GPS data
points and the originating station, there are a number of mea-
sures that need to be considered. First, there must be a judge-
ment regarding whether the data points are in the originating
station, in the terminal station, or in the operation range (50 m
radius of the station is the judgment standard). Then, the GPS
data points need to be read and interpreted cyclically to judge
the bus operation direction. When the judgment is completed,
the operation data of each trip is stored separately.

It is noteworthy that the bus always runs along the existing
road. But the existing road is curved. Therefore, its actual run-
ning distance is related to the shape of the road. Keeping this
in mind, this paper adopts the cumulative method to calculate
the actual running distance of the bus. It means that the GPS
data of each bus is sorted in chronological order and the dis-
tance between two points is calculated. Then all the distances are
added to get the actual running distance of the bus. Finally, the

relationship between the actual running distance and the time of
each trip is obtained. The distance between stations can be cal-
culated in the same way. This is the specific processing of GPS
data to calculate the distance between each station and the orig-
inating station. By subtracting the distance between this station
and the originating station from the distance between its next
station and the originating station, the distance between the two
adjacent stations can also be obtained.

Data standardization
Sometimes the dwell time at the physical location of the sta-
tion lasts only a few seconds. If the dwell time happens to be
between two GPS points, it may not even be recognized. In
order to improve the accuracy of the dwell time, it is necessary
to standardize the GPS data. Before this standardization proce-
dure, the data collection frequency tends to be 3–10 s. After the
standardization, the data update time changes to 1 s. For this
purpose, Lagrange Interpolation Method [46] has been used to
standardize the data.

3.2 Construction of health diagnosis system

In Table 1 we listed a large number of indicators related to the
evaluation of bus operation status. It is unrealistic to calculate
and take into account all the indicators. Therefore, it is neces-
sary to screen. Some indicators are not available through the
data we have in hand, such as waiting time. Some indicators are
not applicable to single-route bus systems, such as station cov-
erage. Therefore, we selected the metrics in terms of efficiency
and stability respectively, according to the operation mode of
the study scenario.

Bus operation efficiency is mainly expressed in terms of
speed. Therefore, we chose the average running speed of the
line and the running time index as the two metrics. The stabil-
ity can be mainly reflected by variance. After comparison, the
coefficient of variation of time headway and the coefficient of
variation of the running speed between the stations were finally
chosen as the other two indices. After that, the definition and
calculation of specific indices will be completed.
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3.3 Definition and calculation of health
diagnosis index

3.3.1 Running speed

The running speed (v) refers to the average running speed of a
bus from the originating station to the terminal station. It is a
critical index to measure the efficiency of passenger bus travel.
Therefore, it can be represented by the following equation:

v =
l

Tactual
(1)

In the equation, v represents the average running speed of
the bus. l denotes the actual running distance of the bus. Tactual

represents the actual travel time of the bus. Its value can be cal-
culated by reading the operating data of each trip in a single line
circularly, and dividing the actual running distance by the actual
running time.

3.3.2 Running time index

The running time index (Tr ) refers to the ratio of the actual run-
ning time that is consumed by the bus during the entire opera-
tion, to the time required for driving under the condition of free
flow velocity. The lesser the running time index is, the faster the
operation of the bus. Thus, the calculation formula is as follows:

Tr =
Tactual

Tfree flow velocity
(2)

In the equation, Tr is the running time index. Tactual denotes
the actual running time of a single trip. Tfree flow velocity is the
running time of a single bus under the condition of free
flow velocity, which is expressed by the speed limit of the
road section. The running time under the free flow velocity
is calculated by constructing the cost matrix in ArcGIS, while
the speed limit of the road section is taken as the free flow
velocity.

3.3.3 Coefficient of variation of time headway

For bus services with short departure intervals, the reliability of
bus operation is determined by the stability of the time headway.
(Ccv) represents the coefficient of variation of time headway of
vehicles, arriving at a certain station, on a specific line. Since the
GPS device in the bus may not exactly collect the data at any
section, only the time headway of the station section is calcu-
lated for convenience.

Ccv =

√
1

N

∑N

i=1

(
T Hactual − T Hplanned

)2

T Hplanned
(3)

In the equation, Ccv is the coefficient of variation of time
headway. N represents the number of stations. T Hactual denotes
the actual time headway of station section. T Hplanned shows
the planned time headway of this line. First, the arrival interval
between each car and the next car is calculated. After the whole
line is calculated, the standard deviation of arrival interval is cal-
culated. Finally, it is divided by the planned departure interval
to be the coefficient of variation of time headway. In order to
calculate the actual time headway, it is necessary to judge the
arrival time and the departure time at the station, and then cal-
culate the arrival interval between each bus, and the next bus. In
this paper, when the GPS data point is 50 m away from the bus
station, it is considered that the bus has arrived or departed to
or from its desired destination. In this manner, the planned time
headway is obtained according to the operation schedule.

3.3.4 Coefficient of variation of running speed
between stations

Vcv refers to the standard deviation of the running speed
between stations. It primarily describes the fluctuation of the
average running speed of the different trips between the sta-
tions. It can reflect the stability of the bus operation.

v̄s =
1
m

m∑
i = 1

vi (4)

Vcv =

√√√√ 1
N

N−1∑
i=1

(vi − v̄s )2 (5)

In the equation, Vcv represents the coefficient of variation of
the running speed between stations. vi shows the average run-
ning speed between the i-th station and the (i+1)-th station dur-
ing the statistical period. v̄s denotes the average value of vi during
the statistical period. m represents the number of trips during
the statistical period. N shows the number of bus stations.

4 HEALTH DIAGNOSIS BASED ON
MACHINE LEARNING

4.1 Construction of training set based on
entropy method

The most common training set construction methods include
the Expert Scoring Method, the Analytic Hierarchy Process, and
the Entropy Method. However, the Expert Scoring and Ana-
lytic Hierarchy Process are greatly influenced by human subjec-
tive factors. Since this study is based entirely on the data per-
taining to bus operations, the Entropy Method is deemed to be
more appropriate, and has been referred to in order to obtain
the weight of the evaluation index, in an objective manner. This
method has been widely used by the government authorities,
and for professional research as well.
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FIGURE 2 Calculation process of entropy method

4.1.1 Weight calculation for each index

The Entropy Method can make full use of the existing data,
determine the index weight according to the degree of vari-
ation of the index value, and avoid the deviation caused by
human factors. The basic calculation process is shown in
Figure 2.

1. Build the original matrix

It is assumed that there are n samples and m evaluation indi-
cators. The initial data matrix (X ) of the evaluation system can
be calculated by the equation:

X =
(
xi j

)
m×n

(6)

In the equation, xi j represents the calculated value of the i-th
sample under the j-th index. There are 455 bus operation sam-
ples and 4 evaluation indicators in this study.

2. Data standardization

Due to the different calculation methods of each index,
there will be different units and orders of magnitude, which
makes it impossible to directly compare each index. In order
to solve this problem, the index needs to be dimension-
less. In this paper, the method of data standardization is as
follows:

Standardization method of Positive Indexes,

x′i j =
xi j − min

{
x1 j , … , xn j

}
max

{
x1 j , … , xn j

}
− min

{
x1 j , … , xn j

} (7)

Standardization method of Negative Indexes:

x′′i j =
max

{
x1 j , … , xn j

}
− xi j

max
{

x1 j , … , xn j

}
− min

{
x1 j , … , xn j

} (8)

3. Calculate the Proportion (Pi j ) of the i-th sample under the
j-th index:

Pij =
x′i j∑n

i=1 x′i j

; j = 1, … ,m (9)

4. Calculate the Entropy (e j ) of j-th index:

e j = − k

n∑
i = 1

Pi j ln
(
Pi j

)
; j = 1, … ,m (10)

In the equation, k =
1

ln n
, 0 < e j < 1.

5. Calculate the Difference Coefficient (d j ) of j-th. Gener-
ally, the higher the difference coefficient, the lower the
entropy. So the d j can be represented by the following
method.

d j = 1 − e j (11)

6. Calculate the Wight Index (w j ) of j-th,

w j =
d j∑m

j=1 d j

(12)

7. Calculate the Composite Index (Fi ) of i-th sample based on
the w j ,

Fi =

m∑
j=1

w j Pi j , i = 1, … , n (13)

This paper has selected three typical bus lines in Foshan, as
the training set to determine the weight value. These include
the 391, 125, and the 123 lines. In this regard, 125 is the urban
bus line, 391 is the suburban bus line of Foshan, and 123 is the
bus line that connects the urban and the suburban areas. These
three typical lines are capable of representing the overall health
status of the bus operation in Foshan. It is noteworthy that on
November 21st, 455 trips were recognized from the valid data
of the three lines that have been considered. Therefore, these
455 trips were taken as the sample training set for this anal-
ysis. According to the calculation steps mentioned above and
the running of Python code, the result of weight calculation is
shown in Table 2.

According to the result, it can be observed that the most crit-
ical index for the health diagnosis of bus operation is the run-
ning speed, followed by the running time index, while the third
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TABLE 2 Calculation results of entropy method

Health diagnosis index

Entropy

e j

Difference

coefficient d j

Wight

w j

Running speed v 0.984 0.016 0.514

Running time index Tr 0.993 0.007 0.242

Coefficient of variation of
time headway Ccv

0.995 0.005 0.167

Coefficient of variation of
running speed between
stations Vcv

0.998 0.002 0.078

and last one in order of importance is the coefficient of vari-
ation of time headway. The coefficient of variation of running
speed between stations has the least influence on the composite
index. Whereas, the running speed is the most important index
that characterizes the health of bus operation.

4.1.2 Health classification standard of bus
operation

The quantile method is commonly used in traffic engineering
discipline studies to reflect the fluctuation of vehicle speed oper-
ating on a roadway. The composite index is closely related to
speed. This method was used in the next step to analyse of the
composite index. The prerequisite for using the quantile method
is that the speed obeys a normal distribution during the statisti-
cal period. To verify whether the composite index conforms to
a normal distribution, the computed results of the training set
were plotted as a frequency distribution histogram and a Q–Q

plot. Q–Q plot (Quantile–Quantile plot) refers to a scatter plot
based on the quartiles of the actual data distribution and the
quartiles of the theoretical normal distribution. It visually shows
whether the data obeys the specified theoretical distribution. If
the data points in the Q–Q plot are distributed on the diagonal,
the data are proven to conform to the normal distribution.

Figure 3 shows that the composite index basically obeys nor-
mal distribution. The skewness coefficient is at a level of 0.097,
and the kurtosis coefficient is at 0.611, both of which are less
than 1. Other than that, the data in Figure 4 is evenly distributed
on the diagonal. So the composite index is considered to be
approximately normal in terms of the distribution. Therefore,
the division can be done by using the idea of subdivision. In this
paper, three bounds of 15%, 50%, and 85% were chosen. Refer-
ring to the classification method of Shanghai traffic index, we
likewise classify the health levels into four levels: very healthy,
healthy, sub-healthy and unhealthy. Figure 5 shows the compos-
ite index value of the three lines that have been taken into con-
sideration.

As can be seen from Figure 5, most of the trips pertaining to
line 391 are in a very healthy or healthy state. This is primarily
because it is located in the suburbs and possesses a high oper-
ation efficiency. However, line 123 and 125 are in a poor oper-
ative state. Most of them are in the unhealthy operation state
especially in the morning peak period. The operation states of

line 123 and 125 are greatly affected by the morning peak in the
urban area. Besides, the operation state of line 125 is the worst
in comparison to the other lines.

4.2 Machine learning classification
algorithm

According to the value range of the composite index, each bus
operation sample in the training set had been assigned a value.
The value of the unhealthy operation state is represented by 0,
the sub-healthy state is represented by 1, the healthy state is rep-
resented by 2, and the very healthy state is represented by 3.
It is worth noting that there is not a strict functional relation-
ship between the value of the composite index and the level of
health. This is because the results of the composite index are
related to the line that was chosen for the calculation. When
classifying levels by the quantile method, the composite index
has value only within the group. A direct comparison of this
number between different experimental groups is not meaning-
ful. In this study, the machine learning approach understands
how the segmentation is performed by learning the results of
segmentation of different groups of data. Then the diagnosis
problem was transformed into a multi-classification problem.

The data set in section 4.1 was divided into training set and
test set. The machine learning algorithm was used to learn the
classification model on the training set. Then, the performance
of the classification model was tested on the test set. Finally,
the health level of the bus operation could be judged based on
the machine learning classification algorithm. In this paper, the
k-Nearest Neighbor (KNN) Categorization algorithm and the
Decision Tree algorithm were used to establish the classifica-
tion model. Moreover, the K-Fold Cross Validation was used to
verify the generalization ability of the model. According to the
evaluation index, the model with a better classification effect
was selected to classify and diagnose the health level of the bus
operation in Foshan.

4.2.1 KNN categorization algorithm

The KNN Categorization Algorithm is a simple, yet intuitive
classification algorithm. It is often used to solve binary classi-
fication problems and multi-classification problems, primarily
because of its high accuracy and insensitivity to outliers. Table 3
shows the implementation flow for classification using this algo-
rithm.

In the KNN algorithm, the model parameters need to
be optimized, and mainly include the k value and distance
function.

Selection of the k value
The effects of the classification depend largely on the selec-
tion of the relevant k value. When the value of k is too small,
the model will become complex, and will therefore be prone to
be overfitting. Whereas, when the value of k is too large, it is
equivalent to using training examples in a larger neighbourhood
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FIGURE 3 Histogram of composite index distribution

FIGURE 4 Q–Q normal distribution of composite index

for prediction, so the learning approximation error will tend to
increase. Accuracy is used as the score to reflect the effect of
parameter taking on the model. Figure 6 shows the influence of
different k values on the accuracy of the health diagnosis, after
model training. The distance function adopts the Euler distance
(which will be explained in detail in the next point), and the
accuracy is calculated by taking the average value of the fivefold
cross validation.

As can be seen from Figure 6, for the training set constructed
in this study, when k = 15, the classification effect is at its best
position, and level of accuracy reaches a value of 0.925. With the
increase in the value of k, the accuracy experiences a downward
trend.

FIGURE 5 Statistics of composite index of bus operation

TABLE 3 KNN algorithm process

KNN classification algorithm

1: Input:Dataset D = {(x1, y1,), … , (xm , ym ,)}, x is the characteristic matrix, y

is health grading

2: Randomly take 70% of the data as the training set D and 30% of the data as
the test set T

3: for test set T Sample values per row t

4: Calculate the distance between t and the training set data according to the
distance function Distance (D,T) respectively

5: Order by increasing distance

6: Get the k closest points

7: Get the class with the most classification among the k points
return

8: end for

9: Output: Final classification result of the test set
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FIGURE 6 Practice curve of k value

FIGURE 7 Practice curves of distance function

Selection of the distance function
Common distance functions include the Euler Distance, Man-
hattan Distance, and the Chebyshev Distance. Figure 7 shows
the accuracy of the model under different distance functions,
when k is in the range of 1–20.

It can be seen from the Figure 7, that when k = 15,
and the distance function takes into account the Euler dis-
tance, the model classification effect is at its best level, with
the level of accuracy at 0.925. The evaluation results after
the optimizing model parameter are shown in the Table 4
below.

4.2.2 Decision tree classification algorithm

The Decision Tree is a common machine learning algo-
rithm. The decision process of the decision tree can be rep-

TABLE 4 Results of model evaluation

Labels of health

classification Precision Recall F1_Score

0 (Unhealthy) 0.91 0.85 0.84

1 (Sub-healthy) 0.84 0.93 0.88

2 (Healthy) 0.96 0.96 0.96

3 (Very healthy) 1.00 0.94 0.97

Overall accuracy 0.925

resented by the tree structure. Table 5 shows the imple-
mentation flow for classification using the Decision Tree
algorithm.

The parameters that need to be optimized in the decision tree
can be divided into two categories: purity parameters, and prun-
ing parameters.
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TABLE 5 The Decision Tree algorithm process

The Decision Tree classification algorithm

1: Input:Dataset D = {(x1, y1,), … , (xm , ym ,)}, Feature set T = {t1, … , td }

2: Construct function Tree Generate(D,T)

3: Calculate the impurity of the feature set
4: Select the feature with optimal impurity and generate node n

5: if all samples in the training set belong to the same class C

6: Mark n as a leaf node of category C, return

7: end if
8: if the differences in all eigenvalues of the samples in the training set D are

within the threshold
9: Mark n as a leaf node whose represented class is the class with the largest

number of samples in the training set D, return
10: end if
11: if the difference in the eigenvalues of the samples in the training set D is

not within the threshold
12: Select optimal segmentation attribute t∗ from feature sets
13: for each value t v

∗

14: Generate a branch for n. Let Dv denote the subset of samples in D that
take the value t v

∗ at t∗
15: if Dv is an empty set
16: Branch nodes are labelled as leaf nodes and classes are labelled as the class

with the highest number of samples in the training set, return
17: else
18: Use Tree Generate (Dv , T {t∗}) as a branch node
19: end if
20: end for

21: Output: Decision tree with n as the root node

Purity parameters
The key step of the decision tree learning is to select the optimal
partition feature. That is to say that there are three decision tree
algorithms that can accurately, and efficiently select the appro-
priate feature. These include the Iterative Dichotomiser 3 (ID3),
C4.5, and the Classification and Regression Tree (CART). The
ID3 uses information gain, in order to select the optimal par-
tition features, while the C4.5 uses gain ratio, and the CART
uses the Gini index. The information entropy method is very
easy to appear as an overfitting phenomenon for small samples,
but the effect of the Gini coefficient is often better when ana-
lyzed under smaller samples. In this context, there are a few
relevant features in this study, and the data dimension is not
high as well, therefore, the CART has been deemed to be more
appropriate.

Pruning parameters
The decision tree algorithm is prone to appear as an overfitting
problem. Pruning is generally used to solve the overfitting prob-
lem, in order to improve the generalization performance. More-
over, the pruning strategy tends to extend great amount of influ-
ence on the decision tree. Applying the correct pruning strat-
egy is the core to effectively optimizing the decision tree algo-
rithm. The common pruning parameters mainly include max-
imum features (f_max), maximum depth (d_max), minimum
samples leaf (sl_min), and minimum impurity decrease (id_min).
When performing optimization, the most important thing is to
ensure the accuracy of the model. Therefore, accuracy is used

TABLE 6 Optimal parameter value

Parameter Value

d_max 6

sl_min 2

id_min 0

TABLE 7 Evaluation results of Decision Tree Model

Labels of health

classification Precision Recall F1_Score

0 (Unhealthy) 0.98 0.85 0.91

1 (Sub-healthy) 0.88 0.98 0.93

2 (Healthy) 0.97 0.93 0.98

3 (Very healthy) 1.00 0.96 0.98

Overall accuracy 0.941

as the score to reflect the effect of parameter taking on the
model.

a. f_max: This is a pruning parameter used in order to limit the
overfitting of the high-dimensional data. There are only four
features in this study, so the parameter optimization process
is not needed to consider it.

b. d_max: This measure is used to limit the maximum depth
of the decision tree. It cuts the tree beyond the set depth in
a direct manner. In this regard, Figure 8 shows the practice
curve of the maximum depth, in which the d_max dwells in
the range of 1–20. Moreover, Figure 8 shows that when the
range of d_max is [3, 6], the classification effect tends to be
enhanced. When the d_max is greater than 6, the overfitting
phenomenon is likely to become more obvious.

c. sl_min: Each leaf node in the decision tree must contain at
the sl_min samples after branching. Otherwise, the branch
will not continue ahead. Figure 9 shows the practice curve of
the sl_min, where the range lies in between 1 and 50. More-
over, Figure 9 shows that the effect tends to be better when
the sl_min is [5, 17], and with the increase of the sl_min, the
classification effect of the model gradually tends to become
worse.

d. id_min: If the information gain is less than the set value, the
branch will not continue ahead. As can be seen in Figure 10,
the accuracy decreases with the increase of information gain.
Therefore, the model effect is better when the id_min is [0–
0.08].

According to the optimal range of the three parameters that
have been defined, the grid search method is used to obtain
the optimal parameter value. The optimal parameter values is
shown in Table 6, where the rate of accuracy reaches a value of
0.941.

After optimizing the parameters in the Decision Tree model,
the results of the model evaluation are shown in Table 7.
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FIGURE 8 Practice curves of d_max

FIGURE 9 Practice curves of sl_min

FIGURE 10 Practice curves of id_min
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FIGURE 11 Comparison of evaluation indexes

FIGURE 12 Comparison of confusion matrix

4.3 Effect evaluation of the algorithm

In terms of the overall accuracy, the average accuracy of the
KNN classification algorithm is 0.923 after considering the 5-
Fold Cross Validation. The Decision Tree algorithm is 0.94. In
terms of the evaluation index of each of the classification labels,
Figure 11 shows that the evaluation index of the Decision Tree
algorithm is higher than that of the KNN algorithm in each
health category.

Figure 12 shows the normalized confusion matrix of the
Decision Tree model and the KNN model. It can be observed

that both the effect that is exerted by both the models is
favourable. This is primarily because the maximum value is at
the diagonal position. However, the Decision Tree model has a
higher level of accuracy in the aspect of overall accuracy when
it comes to judging the different health levels. Moreover, its val-
ues on the diagonal are higher than those observed in the KNN
algorithm. Therefore, the Decision Tree algorithm tends to have
a more enhanced effect.

When considering a comprehensive comparison of the var-
ious evaluation indexes that have been evaluated for the pur-
pose of this study, it is evident that the classification effect
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TABLE 8 Overall health level of Line 101

Nov. 21 Nov. 22 Nov. 23 Nov. 24 Nov. 25

Morning peak Unhealthy Unhealthy Sub-healthy Unhealthy Unhealthy

Off-peak Healthy Sub-healthy Healthy Healthy Sub-healthy

Evening peak Sub-healthy Sub-healthy Unhealthy Sub-healthy Unhealthy

Overall health level Sub-healthy Sub-healthy Sub-healthy Sub-healthy Unhealthy

FIGURE 13 Health level judgment of Line 101

of Decision Tree algorithm is better than that of the KNN algo-
rithm. Therefore, the Decision Tree algorithm exerts a better
performance for the bus operation data of health classification.

4.4 Case study: Health diagnosis of Line
101 in Foshan

Figure 13 shows the space-time diagram of bus operation, which
reflects the health status of Line 101 in November 21, 2016.
It can be observed that the operation health seems to be poor
between 7:00-9:00 in the morning peak and 17:00-19:00 in the
evening peak. Due to the unreasonable settings of the depar-
ture interval, this unhealthy operation also appears evident dur-
ing the off-peak period. Moreover, the unreasonable setting thus
leads to the small station passenger flow. It eventually leads to
a situation where the bus does not stop at some stations, which
affects the stability of the arrival time at the station. This then
results in the large coefficient of variation of time headway and
the coefficient of variation of the running speed between the
stations.

In order to analyse the overall health level of Line 101, the
average values of each evaluation index during the morning
peak, off-peak and evening peak timings were calculated. Fur-
thermore, the Decision Tree algorithm was used to judge its
health level. The results are reflected in the Table 8.

If the bus operation is in a very healthy, or healthy level,
it is not necessary to adjust the bus operation. But if the bus
operation is at an unhealthy level, some adjustments have to
be adapted. Similarly, if it is at a sub-healthy level, the adjust-
ment can be postponed. In this regard, Table 8 shows that Line

101 is in sub-healthy or unhealthy level during the five days,
especially during the morning peak and evening peak periods.
It is evident that the operation levels are poor. As a result,
the operations of the bus need to be adjusted and optimized
accordingly.

5 CONCLUSION

This paper constructed a health diagnosis system for single-
line bus operation systems from efficiency and stability. The
Python, ArcGIS and other data processing methods were
applied to analyses the GPS and other data of bus opera-
tions. The KNN and the Decision Tree algorithm were also
used in order to build the health diagnosis model. Firstly, the
standard training set had been constructed by the Entropy
method based on the selected typical lines. After that, the health
diagnosis standard was also determined using the quantile
method. By comparing the classification effects of the two
algorithms, the Decision Tree algorithm came with a higher
classification accuracy. So it was selected to diagnose the health
level of each running trip of Line 101 in Foshan. Finally, we
had demonstrated that the developed model can accurately
and quickly determine the health level with data simulation
experiments.

Applying in the thought of human health diagnosis, and
bridge or tunnel health diagnosis, this paper introduces the arti-
ficial intelligence and machine learning algorithm into the bus
operation diagnosis. It can effectively diagnose the health level
of single-line bus operation systems. This study is conducted
only on the basis of a large amount of easily available data,
reducing the workload of the actual investigation. The method
can reduce the cost of analysis and improve the efficiency of
diagnosis. The results of this study have theoretical significance
for enriching the existing theories of bus system operation anal-
ysis and diagnose.
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