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Abstract: Complex acoustic systems typically present three-dimensional distributions of noise sources. Conventional acoustic
imaging methods with planar microphone arrays are unsuitable for three-dimensional acoustic imaging, given the computa-
tional demands and the incapability to explicitly account for the presence of multiple sources. This paper proposes the use of
global optimization methods to solve these shortcomings. An experiment with three incoherent speakers proved that this
method can accurately determine the three-dimensional location and the respective sound level of each individual source. In
addition, super-resolution is achieved beyond half the Rayleigh resolution limit. VC 2022 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Recent studies by the European Union under the Environmental Noise Directive and the World Health Organization
show that a large part of the European population is exposed to noise levels that can be harmful for physical and mental
health.1–3 Noise exposure can lead to annoyance, hypertension, sleep disturbance, hearing impairment, decreased perfor-
mance, and ultimately coronary artery diseases.4,5 Thus, it is essential to reduce noise levels, which requires accurate
knowledge of the location and individual contributions of all noise sources within a system.

To localize and quantify noise sources, phased microphone arrays are typically used. The pressures emitted by a
complex sound source can be measured by the microphones in the array and then imaged with a beamforming method.
The most well-known method is conventional beamforming (CB).6 Although robust and easy to implement, CB suffers
from high sidelobe levels and limited spatial resolution.7–9 Moreover, CB requires an exhaustive search of source locations
within a scanning grid. Given the predominant use of planar arrays and their poor resolution in the depth direction, nor-
mally two-dimensional scan grids are placed parallel to the array plane.10,11 Also, CB assumes that a single monopole
source is present per grid point, potentially causing an overestimation of the source amplitude when other sources are pre-
sent elsewhere.12

Over the past years, a multitude of research was invested in a vast range of acoustic imaging methods to over-
come these limitations.13 Most methods are based on enhancing the CB source map through deconvolution, examples of
which include DAMAS14 and CLEAN methods.15–17 Modifications to improve the CB algorithm also exist, such as func-
tional beamforming18,19 and orthogonal beamforming.20 This paper, however, approaches the localization and quantifica-
tion of acoustic sources as a global optimization (GO) problem.21

By using the GO approach, the use of a scan grid is not necessary, and a search in three-dimensional (3D) space
can be initiated. As was shown in previous research, this approach can be used to determine the location of multiple sour-
ces simultaneously but also to determine propagation parameters of the medium, such as the sound speed.22–25 In previous
research, simulations of a single point source and multiple point sources were analyzed. Additionally, a single speaker in
an anechoic room at a single frequency was used to test the algorithm. GO was even applied on an airfoil measurement in
an aeroacoustic wind tunnel, although it was concluded that the energy function would have to be changed from point
source to a distributed line source.25

These cases proved the ability of the algorithm to correctly identify sound sources by explicitly accounting for
the simultaneous presence of multiple sources in simulations. However, for the case with multiple sources, all sources had
the same normal distance to the array. In reality, sources might be located at different normal distances from the array.
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Therefore, this research compares the ability to find multiple sources at the same normal distance and at different normal
distances, to assess whether GO with differential evolution (DE) is able to locate real sound sources in a 3D space.

Additionally, this research investigates the ability of DE to separate sources below the Rayleigh resolution limit
in a multi-source environment.

The paper is organized as follows: Sec. 2 explains the method of DE, including the energy function used and the
choice of its optimal settings. The experimental setup used is described in Sec. 3. The results and discussion of DE applied
to the experimental case are presented in Sec. 4. Last, Sec. 5 contains the conclusions of this research.

2. Method of DE

Generally, in GO, a population of candidate solutions, which contain the unknown parameters, is entered into the energy
function, which quantifies the error between the measured data and the predicted data for a candidate solution. A popula-
tion of size q contains q candidate solution members (m) per generation. By updating the candidate solutions through a
number of iterations, the energy function is minimized. If the algorithm uses robust settings for the search, it converges to
the (global) optimum. Possible methods for updating a candidate solution include simulated annealing,26,27 genetic algo-
rithms,28,29 and ant colony algorithms.30,31 Previously, the DE method from the group of genetic algorithms was used as a
GO algorithm for experiments with acoustic sources.21,22

The candidate solution member contains possible values for the unknown parameters, henceforth called search
parameters. For acoustic source identification, these are the source location coordinates (x, y, z) and source amplitude s.
The source amplitude is squared in the search to s2, such that the sound pressure level (SPL) can easily be calculated as
10 log10ð0:5s2=p2ref Þ, where pref ¼ 20 lPa. Considering a single source, a candidate solution member contains four search
parameters; thus, m ¼ ðx; y; z; s2Þ. When multiple sources are present, the size of a candidate solution member should be
extended accordingly. For the experimental case considered featuring three sources, the candidate solution member is
m ¼ ðx1; y1; z1; s21; x2; y2; z2; s22; x3; y3; z3; s23Þ.

For the explanation of DE, a general reference is made to an energy function E, which could be any energy equa-
tion (see Sec. 2.1). The first population of candidate solutions is randomly determined within preset search boundaries,
but to iteratively minimize the energy function, the candidate solutions have to be updated with DE. This approach follows
Darwin’s evolution theorem, in which natural selection takes place over multiple generations on the basis of how fit a
member of a population is. The updated candidate solution members are so-called descendants d, created from a member
of the original population m with a partner population member s. The partner population should be equal in population
size to the original population, and it is created from a combination of members of the original population. A member of
the partner population is created according to

sc;r1 ¼ mc;r2 þ Fðmc;r3 �mc;r4Þ: (1)

The generation c and population member index r are used to indicate which m or s is meant. The partner popu-
lation is made from the same generation c but from different original members r, which are mutually exclusive. The part-
ner member is thus created by the values of an original member and F times the difference between two other original
members. Multiplication factor F defines how different the partner member should be from the first original member as a
larger F increases the difference between sc;r1 and mc;r2 . This increased difference between the partner and the original
member leads to a stronger exploration of the search space as more substantially different combinations are formed and
vice versa for smaller F. F can be set anywhere between 0 and 1 for optimal performance.32

A descendant d from a current population member m with a partner population member s is found by crossover
per search parameter between these members from the same generation. There are different types of crossover like single
point crossover, two-point crossover, uniform crossover, or exponential crossover.33 Uniform crossover has been used in
aeroacoustic implementations.25 It is applied by comparing a random number b from a uniform distribution on the inter-
val [0,1] to a predefined crossover probability pc lying between 0 and 1. By decreasing pc, more often m is chosen, and
thus the combinations of promising search parameter values are less exploited and vice versa.

The population of descendants is now assessed by the energy function. When a descendant has a lower energy
compared to the original population member, it is included in the next generation and vice versa.

This process is repeated for a limited number of generations Ngen, which should be selected high enough to
ensure convergence. The outcomes are used to assess the energy landscape, and in particular the existence of local optima.
This is then repeated for a number of independent runs (Nruns). Therefore, the so-called setting parameters contain q, F,
pc, Ngen, and Nruns. F and pc can be found through a sensitivity analysis where convergence is analyzed. The number of for-
ward calculations is determined by

Nforward ¼ qNgenNruns: (2)

The number of forward calculations is not dependent on the number of search parameters. This number can be
compared to the number of calculations necessary for acoustic imaging methods, such as CB, where it is dependent on the
number of grid points.
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2.1 Energy function for DE

The energy function that is evaluated is based on minimizing the difference between the measured cross-spectral matrix
(CSM) and the modeled CSM. Therefore, this method uses both the phase and amplitude information. The measured
CSM is constructed by Fourier transforming a time window of the measured time domain pressures of each microphone
to the frequency domain. For a single frequency, the Fourier transform of the pressure of each microphone is placed into
the pressure vector Pmeas. The measured CSM is then estimated by

Cmeasð f Þ ¼
1
2
hPmeasP

�
measi; (3)

where hi indicates the ensemble average over time. The factor 1
2 is introduced as the effective pressure is taken for the

CSM. The asterisk indicates the complex conjugate transpose.
The modeled CSM explicitly accounts for the presence of multiple sources. This requires one to simultaneously

search for the source amplitudes. The CSM is modeled based on the fact that, in the absence of background noise or
reflections, the measured pressure on a microphone is the result of a pressure wave caused by a source of amplitude s that
is phase shifted and attenuated over a distance r to an observer.

Often this is combined into the modeled pressure vector Pmod ¼ sg , where gðm; f Þ is the steering vector contain-
ing the phase shifts corresponding to the distance between the source position and the different microphone locations.
The elements of the steering vector for a single microphone n, a candidate solution member m, and frequency f are

gnðm; f Þ ¼
1
rn
e�2pifrn=c; (4)

where rn is the distance between microphone n and a source location included in m and where c is the speed of sound.
Then the modeled CSM can be represented by

Cmodðm; f Þ ¼
1
2

PmodP�mod ¼
1
2
sgg�s ¼ 1

2
s2gg�: (5)

When multiple incoherent sources are present, the CSM is modeled for each source separately and then summed
to obtain Cmod . The energy of a solution, ECSM, is finally computed as

ECSMðm; f Þ ¼
X

elements of CSM

jCmodðm; f Þ � Cmeasðf Þj2: (6)

2.2 Choice of optimal DE settings

The settings for the DE algorithm vary per publication due to the variety of applications and also the computational bud-
get available.21,23–25 In general, decreasing F means a decreased exploration of the search space and therefore a need for a
larger population size q when Ngen is kept constant. This would, however, lead to an increase in forward calculations and
hence computational cost. The same logic can be applied for decreasing pc, which decreases the exploitation of promising
search parameters of the partner population. Thus, an optimal balance between F and pc should be found for a certain
population size and number of generations.

For this paper, an analysis was performed to assess the energy of the final solution as a function of F and pc for
a baseline case. The baseline case is the most complicated case used, which has three different sources in a 3D domain,
i.e., case 2 of Sec. 3. The case was analyzed only at f¼ 4992Hz for Ngen¼ 600 and Nruns¼ 5. At this frequency, it is possi-
ble to recognize the sources separately with CB, and the image is not corrupted with a high level of sidelobes; thus, it is
expected that DE will converge well. Two possibilities for the population size, i.e., q¼ 64 and q¼ 128, were considered.
The multiplication factor F was increased from 0.2 to 1 in steps of 0.2, while the crossover probability pc was increased
from 0.45 to 0.85 in steps of 0.1. The search was initiated in a 3D space with bounds for x from –2 to 2m, for y from –2
to 2m, for z from 0 to 4m, and for s2 from 0 to 0.5 Pa2. These boundaries are used throughout the whole research.

The final energy of the best run, i.e., having the lowest final energy, per combination of search parameters was
evaluated. q¼ 128 reached the lowest energy for F¼ 0.4 and pc ¼ 0:55. q¼ 64 has a minimum energy for F¼ 0.6 and
pc ¼ 0:75. Although using q¼ 128 results in a slightly lower energy, it requires more forward calculations than q¼ 64. As
both solutions converge, the less computationally expensive solution is chosen. Thus, the final DE setting parameters are
q¼ 64, F¼ 0.6, and pc ¼ 0:75. All runs converged to the same final solution.

3. Experimental setup

For the experiment, the anechoic chamber of the Faculty of Applied Sciences at Delft University of Technology was used.
The room has dimensions 8m � 8m � 8m and is covered with 1m long glass wool wedges. The chamber is entirely
decoupled from the building and has its own support, creating a fully vibration- and (virtually) sound-free room. There is
no structural floor present, but there is a wire net on which a rigid floor can be installed if necessary. To set up the
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equipment for the experiment, a small grid was placed as floor to support the tripod of the microphone array. The sound
sources were placed on a separate support system that did not need a rigid floor.

The acoustic measurements were recorded with a CAE Systems (G€utersloh, Germany) Bionic-M microphone
array of 1m in diameter, consisting of 112 microelectromechanical system (MEMS) digital microphones. Each microphone
has been calibrated for phase and amplitude over the full frequency range. The microphone distribution is shown on the
left of Fig. 1. Three microphones were ill-performing, and those were taken out of the analysis and hence are not present
in the overview. The sound sources were placed in front of the array, on a wooden bar. As sound sources, three Visaton
(Haan, Germany) FRWS 5 speakers were used. These speakers were coupled to an amplifier with white noise signals as
input, which were generated in MATLAB. Each of the speakers had its own input signal to create incoherent signals. All
speakers were set at the same overall SPL of 60 dBA measured at 1m in front of the speaker baffle at the start of the mea-
surement campaign. An amplitude degradation of source 1 was found throughout the campaign. The combination of three
speakers in a 3D domain aims to simulate a complex noise source where multiple closely spaced elements cause noise.

The reference system is defined from the center of the microphone array. The bar with the three speakers is
located in the xz-plane; thus, all speakers have the same y-coordinate of 0m. One speaker is placed exactly opposite the
center of the microphone array at a distance of 2.32m, i.e., (x, y, z)¼ (0, 0, 2.32). This is speaker 2 (S2), which is the mid-
dle speaker. Speaker 1 (S1) is located in negative x-direction at x¼ –0.3m, and speaker 3 (S3) is located in positive x-
direction at x¼ 0.5m. S1 and S3 can be moved in z-direction to create two different test cases: (1) all sources at the same
z-distance at z¼ 2.32m and (2) all sources at different z-distance for which S1 was moved 10 cm toward the array, to
z¼ 2.22m, while S3 was moved 20 cm forward to z¼ 2.12m. See Fig. 1 for a top view of the experimental setup with the
speaker numbering. Note that for all frequencies above 796Hz, the array is in the far-field according to the Fresnel dis-
tance.34 Generally, this makes it more difficult to search for source distance z.

The microphone array is connected to a data acquisition system with a sampling frequency of 48 kHz. From the
15 s of measured signal, a part of 3 s is selected. This part is subdivided into time blocks of 2048 samples (0.043 s), which
are averaged over 70 time blocks in the CSM. Thus, the resulting frequency resolution is 23.4Hz. The results in this paper
are presented for frequencies from 100 to 6000Hz in steps of 2 times the frequency resolution to save computational cost.

4. Results and discussion

Before the more complex multi-source cases were analyzed, the sound emissions of each speaker were analyzed individu-
ally. This analysis provides an insight into the performance of DE on the experiments, which can help in understanding
the results of the multi-source cases. The single source analysis is only described here briefly. The case resulted in a perfect
match for x and y and an accurate estimation of the source spectrum. However, an overestimation is present for z over a
wide range of frequencies. This overestimation has a maximum around f¼ 4008Hz of 24 cm but reduces to 4 cm for
f � 7195Hz. In this experiment, it was not possible to determine whether this offset for z is an effect of the algorithm,
the directionality of the source, or perhaps an artifact of the microphone array or other experimental errors. As this offset
is already present for the single source results, it was taken into account for the multi-source cases.

The first multi-source case is the case with the three speakers placed at the same z-distance. The results, pre-
sented in Fig. 2, are shown solely for the run resulting in the lowest energy function value with the colors defining the
results from different speakers: S1 is yellow, S2 is orange, and S3 is blue. The solid black horizontal lines indicate the true
location, while the Rayleigh resolution limit is indicated by the solid vertical gray line. It represents the minimum
frequency (3236Hz) at which the two closest spaced sources, i.e., S1 and S2, are separable in a CB source map at
z � 2.32m.35 In the results for z, the true location is indicated as well as the z estimated by DE for the single source
analysis to determine whether multi-source cases find the same offset. For the source amplitude, the reference lines were
determined by the average SPL in dB measured on the array for a single speaker, which is transferred back to the source

Fig. 1. (Left) The microphone array distribution as seen from behind. (Right) Top view of the speakers with respect to the microphone array
in the anechoic room of Delft University of Technology. The speakers are indicated by orange dots, with lighter orange for the first position of
S1 and S3. Their second position, darker orange, is set relative to the z-location of S2 to generate out-of-plane positions.
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by correcting for the spherical spreading. Additionally, the predicted spectra are summed and presented in black and com-
pared with the total measured SPL, corrected to z¼ 2.32m.

The results in Fig. 2 show that DE is able to overcome the Rayleigh resolution limit. The x and y location of
each sound source are correctly determined for f � 1523Hz and f � 1148Hz, respectively, which correspond to roughly
one-half and one-third of the Rayleigh resolution frequency of 3236Hz. Figure 2 also shows that S1 is the weakest source
for most frequencies, while S2 and S3 are of comparable strength. Note that although y is the same for all speakers, it
does not simplify the search for DE as it still has to find three individual source positions that are not linked to each
other. The results for z show similarities with the single speaker results in terms of offset from the true values. All the
three locations are only found at a similar z for f � 2508Hz. The results for SPL show that the individual spectra are
determined quite well. However, the total spectrum is slightly overestimated, which can be explained from the overestima-
tion of z. The average offset for f � 1523Hz per search parameter is also presented in Table 1. The values l are calculated
as modeled value minus true value per parameter and consecutively averaged over the frequency range considered. Thus, a
positive l represents an overestimation. This frequency range was chosen as f � 1523Hz, because this is the minimum
frequency at which both x and y are accurately modeled. Including offsets for lower frequencies would increase l and not
represent the offset trend well.

Thus, DE with the CSM energy function is successful in quantifying individual sources even under the Rayleigh
resolution limit, which is not possible with other energy functions. This is due to the capability of the CSM energy func-
tion to account for multiple sources in the model.

This case has already proven two main advantages of DE over CB: (1) its ability to localize sources under the
Rayleigh resolution limit and (2) its ability to correctly quantify individual sources when multiple sources are present.

The most complicated case presented in this paper has three out-of-plane sources as presented in Fig. 1. The
Rayleigh frequency used is the same, although now the distance to the source varies per speaker, yet z¼ 2.32m is the
worst case scenario. The results for this case are shown in Fig. 3. Note that the total measured SPL is still corrected with
z¼ 2.32m, as it is not possible to correct the combined spectrum for individual distances.

Fig. 2. Estimated location (x, y, z) and SPL for each speaker per frequency for the case with the same normal distance z. The gray vertical line
represents the Rayleigh resolution limit, while the black horizontal lines represent the true source coordinates. For z, the colored lines indicate
the values of a single source search, while for SPL, the colored lines indicate the measured SPL in a single source measurement. S1 is yellow,
S2 is orange, and S3 is blue.

Table 1. Mean offset between the modeled parameter value and true parameter value for f � 1523Hz. For the same z case, the mean offset of
total DSPL is 0.709 dB. For the different z case, the mean offset of total DSPL is 0.315 dB.

Same z Different z

S1 S2 S3 S1 S2 S3

lDx (m) �0.016 0.032 0.045 �0.027 0.003 0.022
lDy (m) 0.017 0.029 0.042 0.026 0.039 0.039
lDz (m) 0.269 0.253 0.229 0.262 0.237 0.167
lDSPL (dB) 0.730 0.413 0.668 0.970 0.133 0.527
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Again, DE is able to localize the three different sources correctly in x and y below the Rayleigh resolution limit,
and it does so for f � 1523Hz and f � 1242Hz, respectively. These new limitations correspond to roughly half the
Rayleigh resolution frequency of 3236Hz. The algorithm has more difficulty finding the correct z locations for the three
sources, especially for S1, which is the weakest source. Whereas the two stronger sources already show a constant trend
for z for f � 3023Hz, this happens only at 4992Hz for the weakest source (S1). For all three, z is overestimated with the
same offset as the single speaker cases; however, the relative Dz between the three sources is correct for high frequencies.
This overestimation of z presents the same offset for the SPL as was seen for the previous case. Table 1 presents the aver-
age offset for f � 1523Hz per search parameter.

This last case proves that DE is also able to find the relative z-distances between sources at higher frequencies
but that there still is an offset present in the absolute values for z. In the controlled environment used in this research,
the offset of a single source can be used to correct for this. However, this can be a problem in uncontrolled
environments.

A comparison was made between DE and CB to provide a first indication of the performance of DE. CB was
applied to the case with different z for a frequency of 4992Hz with a Df of 23.4Hz, as a comparison is only fair well
above the Rayleigh resolution limit that CB suffers from. For this case, 3D beamforming has to be applied to find the dif-
ferent z, and thus a 3D grid of potential source locations was specified with the same boundaries as DE and with a grid
step size of 1 cm. This results in 64 481 302 grid points, whereas the necessary forward calculations for DE are 192 000 for
five runs. It is challenging to compare CB and DE in computational time since CB requires the calculation of a scan grid.
This step is time consuming; however, it can be reused for every frequency. On the other hand, if DE has well-evaluated
setting parameters and thus converges, a single run equals one CB source map. To give the reader an initial indication,
DE took 179 s for a single run, and CB took 309 s for a single frequency on a Dell (Round Rock, TX) Precision Tower
5810� 64-based personal computer (PC), with a four-core Intel (Santa Clara, CA) Xeon central processing unit (CPU)
E5-1620 at 3.50GHz with 64 GB RAM.

Table 2 shows the offsets per method per source calculated as modeled value from CB or DE minus the true
value. The offsets found with DE are generally slightly lower, hence indicating a more accurate result that holds for any

Fig. 3. Estimated location (x, y, z) and SPL for each speaker per frequency for the case with different normal distances. The gray vertical line
represents the Rayleigh resolution limit, while the black horizontal lines represent the true source coordinates. For z, the colored lines indicate
the values of a single source search, while for SPL, the colored lines indicate the measured SPL in a single source measurement. S1 is yellow,
S2 is orange, and S3 is blue.

Table 2. Offsets found by 3D CB for each of the sources in the case with different z compared to the offsets found by DE at the same fre-
quency. The offsets are calculated as modeled value minus true value, at f¼ 4992Hz with a Df ¼ 23.4Hz.

CB DE

Dx (m) Dy (m) Dz (m) DSPL (dB) Dx (m) Dy (m) Dz (m) DSPL (dB)

S1 0.02 �0.04 �0.20 �1.30 0.023 �0.03 �0.17 �1.20
S2 0 �0.04 �0.28 0.24 0 �0.03 �0.19 1.33
S3 �0.03 �0.05 �0.20 �1.10 �0.027 �0.05 �0.16 �0.57

ARTICLE asa.scitation.org/journal/jel

JASA Express Lett. 2 (5), 054802 (2022) 2, 054802-6

https://scitation.org/journal/jel


frequency above the Rayleigh resolution limit of 3236Hz. Especially for z, DE shows an increased accuracy. For y, both
methods show a similar offset of 3 or 4 cm, which is most likely caused by measurement inaccuracies due to the non-rigid
floor in the anechoic room.

5. Summary and conclusion

In this research, the applicability of DE with the CSM energy function as a GO method to identify multiple acoustic sour-
ces was investigated. Additionally, the analysis was used to assess the identification of sources below the Rayleigh resolu-
tion limit and simultaneously find sources that are at different normal distances to the planar microphone array.

The algorithm was applied to an experimental case with three speakers in an anechoic room, which emitted
incoherent white noise. For the first case, the three speakers had the same normal distance z to the array. DE was able to
accurately localize the speakers in x and y but overestimated z by 15 cm with respect to the true distance of 2.32m. This
offset, however, is comparable to the offset when DE was applied for a single source. The x, y, and SPL were correctly
determined even under the Rayleigh resolution limit, i.e., the spatial resolution was improved by approximately a factor of
2 with respect to CB.

For the second case, the speakers were located at different normal distances to the microphone array. Again, DE
was able to accurately localize the speakers in x and y, with a 2 times better spatial resolution than conventional acoustic
imaging methods. The SPL is also determined accurately, however with an overestimation for the weakest source. This off-
set can be explained by the overestimation that DE found in z. Again, the algorithm had difficulty determining z for each
source, especially at low frequencies for the weakest source. However, for higher frequencies, the final solution was stable,
and the three sources were found at the correct distances with respect to each other.

Although this method is less sensitive to differences in z than differences in x and y, it is still able to locate and
quantify sources accurately with a planar array. The localization is less accurate with CB methods and can only be per-
formed above the Rayleigh resolution limit, thus giving DE an advantage over CB. Additionally, DE requires fewer forward
calculations for a single frequency than CB to find source locations with a high accuracy, as for CB the grid step should
be reduced to do so, while DE can search grid free.

The advantages of DE with the CSM energy function as presented in this research are fourfold: (1) it is able to
accurately quantify individual sources in a multi-source environment, (2) it is able to localize and quantify sources even
under the Rayleigh resolution limit, (3) it is able to find the respective normal distances between sources in a 3D space
with a planar array, and last (4) it is able to achieve a high localization accuracy without a fine predefined 3D scan grid,
thereby reducing computational costs.
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