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SUMMARY

The present thesis investigates recrystallization and related phenomena in interstitial free
(IF) and low carbon (LC) microstructures. Emphasis is given mostly on the early stages of
recrystallization, i. e. nucleation stage. The investigations are performed with experimental
measurements and computer simulations. In all studies, recrystallization is observed with
close coupling to the deformation substructure. Crystallographic texture analysis is used as
a means to: (a) confirm trends between the simulated and experimental microstructure and
(b) interpret the evolution of recrystallization in terms of selective subgrain growth. The
goal of this thesis is to obtain insight into recrystallization initiation and evolution in low
alloyed cold rolled steel sheets.

The first study (Chapter 2) incorporates a site-specific experimental investigation with
the use of 2D electron backscatter di�raction (EBSD) to assess primary recrystallization in
low carbon (LC) steel cold-rolled up to 65% thickness reduction. Various samples of the
sheet are subjected to isothermal annealing at 600 ˝C. The heating is interrupted in spe-
cific time intervals to characterize the microstructure in marked areas. At each sample, the
partially recrystallized microstructure is observed in correspondence to the prior deformed
state. It is shown that grains characterized by high intergranular orientation gradients in the
as-deformed state recrystallize fast, whereas grains with low interior misorientations resist.
The spatial heterogeneity of recrystallization is also confirmed from the large variability
of the recrystallization kinetics when quantified in di�erent regions of the sheet, especially
during the early stages of annealing. Despite the variability in the kinetics, rapid recrys-
tallization is confirmed to take place in the first 20 s of heating, during which 40-60% of
the material recrystallizes. Thenceforth, the recrystallization kinetics decrease insofar as
even after additional 340 s of heating there is still some deformed material. The latter is at-
tributed to the low stored energy in some regions, to the concurrence of recovery and to the
particle pinning (Zener force) at grain boundaries. As for the crystallographic texture, the
recrystallized volume is characterized by mostly g-fiber (Í111Î fl normal direction, ND),
a-fiber (Í110Î fl rolling direction, RD) and z-fiber (Í110Î fl ND) texture. Given that g-
and a-fiber texture components comprised the material already at the as-deformed state,
it is clear that the z-fiber orientations are particularly favored during the recrystallization
of the present material. This is attributed to the fact that such components are located in
fragmented regions within deformed grains and therefore have su�cient driving force to re-
crystallize while also preserving high misorientation from their surroundings (i. e. they are
mobile).

Although the above study shows the onset and evolution of recrystallization in close
coupling to the deformation substructure, nucleation cannot be traced for two reasons: (a) a
one-to-one comparison of the state at each material element through the microstructure evo-
lution is not feasible and (b) distinguishing strain-free volumes from the deformed matrix
requires the recrystallized volume to have already expanded at least for a few micrometers.

xxi
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For this reason, the next studies involve the use of computer simulations where the nucleation
stage is also modelled. In particular, a cellular-automaton (CA) model for grain and sub-
grain growth simulations is developed, in a way that it allows its application to deformation
substructures of highly strained materials described at the mesoscopic scale, i. e. where the
state variables (crystal orientation) exhibit high spatial variations insofar as many elemen-
tary volumes (cells) are dissimilar from their surroundings. The present approach has two
main advantages when used for recrystallization simulations: (a) nucleation is not imposed
but it occurs naturally out of the evolving substructure and (b) all stages included in recrys-
tallization annealing (primary & secondary recrystallization, grain growth) are described in
the same physics based framework1. This enables recrystallization and related phenomena
to be simultaneously simulated, which is crucial, especially since di�erent regions in the
material can undergo for example recovery or grain growth at the same time another region
recrystallizes. Hence, any attempt to model recrystallization nucleation can only be done
by applying a subgrain/grain coarsening algorithm without di�erentiating the kinematic and
transformation rules between primary recrystallization (nucleation and growth), secondary
recrystallization, and grain growth.

Such full-field simulations of recrystallization, i. e. by using a model that operates with
kinematic and transformation rules likewise for grain coarsening phenomena, were intro-
duced by works, e. g. by Humphreys [3] and Holm et al. [4], who used a network and the
probabilistic CA method based on the multistate Monte-Carlo (MC) Potts kinetics, respec-
tively, in artificially generated grain/subgrain structures and varied the mobility and size of
particular boundaries and subgrains. Such works served as the basis for the full-field model-
ing of recrystallization in terms of selective grain/subgrain growth that followed. In partic-
ular, using input from crystal plasticity (CP) full-field simulations and electron backscatter
di�raction (EBSD), Han et al. [5] and Bate [6], and Suwa et al. [7], respectively, used de-
terministic grain coarsening techniques such as the multi phase-field (MPF) method [8–12],
the deterministic curvature-driven CA method [13] and the network model described in [3].

Such works are very important and pertinent to our current understanding of recrystal-
lization, because the stage of nucleation is unresolved in terms of the physical mechanisms
leading to such pronounced selective subgrain growth and orientation selection. Therefore,
the approach taken in this thesis is similar to the aforementioned works, yet based on a dif-
ferent assumption regarding the substructure. In particular, in [6], [5] and [7] the authors
had to assume and generate an artificial substructure based on the mesoscopic quantification
of the stored deformation energy. This means that the substructure is assumed to be uniform
and equiaxed at the level of grains, [5] or generated as (often as equiaxed) with a qualitative
conversion of stored energy-related indicators such as the image quality (IQ) [7] or the von
Mises stress [6].

However, in highly plastically strained steels, the substructure also comprises rectangu-
lar and elongated subgrains, while especially in regions of interest (i. e. deformation het-
erogeneities) the substructure is not uniform. On the other hand, generating the subgrains
based on the gradients of the IQ or the stress, means that (a) heterogeneous subgrain for-
mation is assumed to take place prior to the simulation and (b) a part of the competitive
subgrain growth at the early stages of recrystallization has already taken place prior to the

1This framework was explained by Humphreys et al. [1], Humphreys [2] and it was implemented in the present
thesis in a full-field description.
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simulation. Despite the physical basis of all these techniques, here we want to investigate
the growth competition of material elements by using the input deformed state as it is mea-
sured/modelled (i. e. unmodified) such that nucleation occurs naturally only due to discon-
tinuous subgrain growth and high-angle boundaries’ bulging. In other words, the aim here is
to follow a di�erent path: instead of assuming the substructure and generating it artificially,
to operate based on a di�erent assumption, i. e. that the input deformed state shows the ac-
tual substructure. Therefore, the modeling approach requires the use of a grain/subgrain
coarsening algorithm that can operate even in highly deformed regions where the mesh size
is close or even equal to the actual subgrain size. As this is not feasible with the present
deterministic full-field methods, a deterministic CA method is developed, which in terms of
driving force, is very similar to the well-known probabilistic CA based on MC-Potts kinetics
algorithm.

The developed CA model is described in (Chapter 3) where it is also extensively tested
for its applicability in di�erent grids, with the use of representative volume elements (RVEs)
of simple grain coarsening examples (Chapter 3). A bicrystal, a tricrystal and a polycrystal
(characterized by random crystallographic texture) RVE are used for this purpose. Thence-
forth, the model is applied to deformed starting microstructures.

The recrystallization simulations concern a cold-deformed IF steel sheet, of 75% thick-
ness reduction. The temperature-time profile applied is in accord with the experimental mea-
surement that is used for validation purposes. For the first investigation (Chapter 4), a 2D
EBSD scan which consists of only a few deformed grains is used as starting microstructure.
Deformation features (e. g. shear and deformation bands, grain boundaries) are distinguished
and with a one-to-one comparison to the subsequent recrystallization several insights are
obtained. The subgrains that successfully recrystallize are mostly located at intergranular
boundaries. Deformation bands exhibit high relevance to recrystallization and the following
mechanism is established: subgrains invade in bands that consist of smaller subgrains. After
surpassing the first band, the recrystallized volume in most cases stops expanding as it meets
similar crystal orientations. If, however, the recrystallization front meets high orientation
gradients the recrystallized volume may continue to grow. A particularly favorable configu-
ration for nucleation concerns regions where intersecting deformation bands are present. It
is shown that such deformation features facilitate the onset of recrystallization. As for grain
boundaries, these also act as nucleation sites, but are less active compared to intergranular
recrystallization. This is attributed to the fact that the recrystallized volume produced by
the motion of grain boundaries typically meets a rather coarse substructure which cannot
provide su�ciently high driving forces. The microtexture evolution during the simulation
is such that the deformation texture of combined g- and a-fiber changes into a mostly g-fiber
texture. This trend is confirmed by the experimental measurement of the annealed state, that
was performed in the investigated IF steel after following the associated heat treatment.

In the next study (Chapter 5), additional simulations are performed using more inputs,
i. e. 2D orientation maps obtained from EBSD. The aim of this study is to obtain insight into
the extent of recovery (discontinuous subgrain growth) and its relationship with the g-fiber
texture formation. Again, a one-to-one comparison is used to trace the state variables of
each CA cell upon the analysis. In order to arrive in reliable quantifications, the e�ect of the
resolution is also studied and discussed at each stage of the investigation. This is because
the grid spacing of the EBSD may be larger than the subgrain size (especially in regions
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of high stored energy) and thus any quantification is required to be done in simulations of
di�erent resolutions. Having established which quantifications depend on the resolution
used, the di�erent nucleation mechanisms that naturally occur through the simulation are
investigated regarding their extent and relationship with crystallographic texture formation.
It is shown that recovery, in terms of discontinuous subgrain growth, indeed occurs, but it
neither dominates as a nucleation mechanism, nor is it responsible for forming the g-fiber
texture. Rather, recrystallization initiates directly at high-angle grain boundaries (HAGBs).
Considering the previous investigation regarding the substructure topology, these HAGBs
are mostly intergranular. As for the transition of the deformation to the recrystallization
texture, this is shown to be a gradual phenomenon that happens during the expansion of
the recrystallized volume. In particular, it is not the subgrains that initiate growing through
HAGBs that are characterized by the recrystallization texture of the material, but only the
ones that continue being competitive.

The last study (Chapter 6) incorporates a 3D coupled computation framework, where
the input for simulating recrystallization is obtained from a crystal plasticity dislocation-
density based simulation, performed based on advanced remeshing techniques introduced
by Sedighiani et al. [14], Sedighiani [15]. The latter allows us to perform a simulation for
high-level of deformation while preserving a su�ciently high resolution insofar as we can
assume that the material elements are close to the actual subgrain size. Hence, in line with
the objective of the present thesis2, we apply the CA model - likewise in the previous chap-
ters - and observe the selective subgrain growth in 3D. The coupled computation is applied to
a simple bicrystal under isothermal annealing conditions at 800 ˝C. Despite its limited statis-
tics, the deformed bicrystal incorporates in-grain orientation gradients and hence selective
subgrain growth occurs during the recrystallization simulation. Additionally, the simulated
microtexture evolution shows relevant trends with the material’s recrystallization texture,
which highlights the importance of the in-grain description and high resolution when mod-
eling deformation and recrystallization. The evolution of recrystallization is discussed in
di�erent principal cross-sections and in the three-dimensional volume. The latter shows
that the highest recrystallization rate is found in the range of 10* 15 s instead of the first
seconds of heating. Thenceforth, the applicability of the coupled approach and its potential
to address numerous scientific matters in the field of recrystallization are discussed.

The thesis ends (Chapter 7) with summarizing the performed studies, methods and find-
ings. Aspects for which the present thesis forms a basis for future applications in line with
contemporary research directions and availabilities in the field of recrystallization are also
discussed.

2Normally, coupled deformation and recrystallization approaches are performed such that the dislocation content
within material elements can be exploited. However, the main idea of the present thesis is to treat the material
elements as subgrains or parts of them, in order to simulate nucleation.
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1
INTRODUCTION

1.1. RECRYSTALLIZATION ANNEALING

Recrystallization and related phenomena (recovery, grain growth) are thermally activated
processes involved in the heat treatment known as recrystallization annealing. This heat
treatment is applied subsequent to deformation to restore the ductility of the metal, which is
significantly reduced after cold working. However, this occurs at the expense of strength and
hardness, which decrease during recrystallization annealing. Generally, recrystallization
annealing alters several microstructural aspects that determine important metallic properties
including magnetic, mechanical, electrical. For this reason, tailoring the material properties
upon metal manufacturing requires the understanding and controlling of the microstructure
evolution during recrystallization.

In the case of cold-rolled low alloyed steels, such as interstitial-free (IF) and low-carbon
(LC) steel sheets, the microstructure control associated with recrystallization annealing is
focused on attaining optimum values of strength and formability. While the former depends
on the annealed microstructure’s grain size the latter is also majorly a�ected by the crys-
tallographic texture [1]. More specifically, the strength is associated with the dislocations
mean free path and hence it is readily determined from the recrystallized sheet’s average
grain size (known as Hall-Petch strengthening). As for the formability of the sheet, this
relates to both the grain size and the crystallographic texture of the annealed sheet. The
grain size a�ects the hardening of the metal and hence it is also considered upon control-
ling the microstructure with regard to metal forming. The crystallographic texture of the
material a�ects its formability because the strain distribution and plastic flow depend on the
crystal orientation. To achieve good drawability, the annealed sheet should be characterized
by high normal anisotropy and small planar anisotropy - known as Lankford values r and
�r [1]. This is typically accomplished when the recrystallized material is characterized by
high fractions of orientation components with Í111Î fl normal direction (ND). Some texture
components amount to very di�erent normal and planar anisotropy values (e. g. see values
for some texture components in [2]) insofar as small changes in the recrystallized sheet’s

1
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texture can majorly change its formability. Hence, understanding the onset and evolution of
recrystallization and related phenomena in IF and LC steel sheets has been of high interest
for many decades.

1.2. RECRYSTALLIZATION IN STEEL SHEETS - THEORETICAL
BACKGROUND

During deformation the free energy of the material becomes high, primarily due to the
increase in the dislocation density [3]. For example in cold-rolled low-alloyed steels, a
thickness reduction above 50% typically changes the dislocation density from approximately
1011_m2 to 1014*1016_m2. Driven by the reduction of this excess in free energy, recrystal-
lization occurs: defined as the growth of strain-free volumes via the migration of high-angle
grain boundaries (HAGBs). During this process, the prior elongated grains characterized by
interior orientation gradients and high dislocation density are gradually replaced by equiaxed
strain-free grains.

The origin of these strain-free grains is often related to the deformed material. In par-
ticular, when the deformation structure arranges in dislocation cells and subgrains [4] the
formation of strain-free volumes is attained by the growth of particular subgrains, i. e. the
so called nuclei. The subgrain formation and growth mechanism was developed around 70
years ago by works such as [4–11] to explain the process of nucleation in recrystallization
and has been used as fundamental knowledge ever since.

Although the process of nucleation is indeed well-explained by the subgrain formation
and growth mechanism, there are still many complications. Most are related to the fact that
there are numerous dislocation cells and subgrains comprising the deformation substructure,
while only few nucleate. Even if we consider that a HAGB is required for a subgrain to re-
crystallize, still there are numerous subgrains that abut or form HAGBs. Therefore the term
nucleation does not correspond to a particular mechanism but rather to the fact that some
subgrains grow faster than their surroundings insofar as their expanded volume becomes
distinguishable at the mesoscopic scale. Considering that the boundary migration rate - in
the case of recrystallization and grain growth - can be decomposed in the product of a ki-
netic factor (mobility) and driving force [5, 12], a subgrain will grow faster than others if it
has (and preserves) high mobility and larger size compared to its changing neighbourhood.
These prerequisites are known as kinetic and energy1 advantage. And there are numerous
mechanisms that relate to either of the two, and that are able to explain particular phenom-
ena, for example regarding the evolution of specific texture components. Here it should be
mentioned that crystallographic texture formation, besides its high industrial relevance in
terms of microstructure control, has majorly contributed to the field of recrystallization by
serving as a statistical tool for providing, questioning, and validating scientific insights.

Table 1.1 summarizes the nucleation mechanisms relevant to IF and LC steel sheets2.
As is shown, many mechanisms are responsible for providing either a kinetic or an energy

1The energy advantage is also known as size advantage. However, to be more precise the term energy advantage
will be used since the energy stored at subgrain boundaries is also related to their misorientation.

2For detailed explanations and findings regarding the nucleation of recrystallization the reader is prompted to books
and reviews such as [2, 13–21].
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advantage to particular subgrains. And while Table 1.1 includes the mechanisms that are
already established, there are still more reasons that are able to explain the selective growth
of subgrains, such as the e�ect of the dislocation character in the mobility of HAGBs [22]
or variations in the small-angle boundaries mobility [23]. Eventually, the problem of re-
crystallization nucleation in terms of selective subgrain growth is still unresolved [24].

Table 1.1: Nucleation mechanisms participating.

Mechanism Contribution Relevant stud-
ies

Static subgrain formation Subgrain formation continues upon heating and happens
heterogeneously resulting in only some subgrains being
larger (i. e. energy advantage) and more misoriented (i. e.
kinetic advantage) than the rest.

[25, 26]

Discontinuous subgrain growth Subgrains growing in regions with high orientation gra-
dients form HAGBs and become kinetically unstable (i. e.
kinetic advantage).

[6, 7, 9, 27–29]

HAGB bulging Subgrains in contact with HAGBs can have or obtain
larger size if the abutting substructure (on the other side
of the HAGB) has much smaller subgrains (i. e. energy
advantage).

[10, 11, 28–33]

Subgrain coalescence Pairs of subgrains rotate into the same crystal orientation,
thus forming a larger subgrain (i. e. energy advantage)
of higher misorientation (i. e. kinetic advantage) from its
surroundings.

[19, 34, 35]

Inhomogeneous particle pin-
ning/solute drag

Boundaries with orientation relationships close to the
ideal coincidence site lattice (CSL) relationship are less
attractive to particles/solutes and hence are exempted
from the Zener force (i. e. energy advantage) or from the
solute drag (i. e. kinetic advantage).

[36–38]

1.3. OUTLINE OF THE THESIS

The structure of the present thesis incorporates six chapters where:

• Chapter 2 presents an experimental investigation of recrystallization annealing ap-
plied to a 65% thickness reduction LC steel sheet. The study is conducted in quasi in
situ conditions: samples of the steel sheet are isothermally heated at 600˝C and re-
peatedly interrupted for microstructure characterization in marked regions. The latter
is accomplished with the use of electron backscatter di�raction (EBSD). The studies
are focused on relating the deformation structure with the subsequent recrystalliza-
tion. In particular, the inhomogeneity of recrystallization is discussed and it is related
to the spatial distribution of misorientations at the prior deformed state. Relevant phe-
nomena such as particle pinning at grain boundaries and texture formation are also
observed and discussed.

• Chapter 3 presents a boundary energy-driven algorithm for grain and subgrain growth
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simulations based on the deterministic cellular automaton (CA) method. The algo-
rithm di�ers from the existing deterministic models as it does not calculate the bound-
ary curvature but the energy change resulting from a cell’s re-orientation. The rea-
sons for taking this approach are explained in detail in Chapter 3 and Chapter 4. In
this chapter, the algorithm is described, extensively tested in simple grain structures
(bicrystal, tricrystal, polycrystal), and discussed regarding its applicability in di�erent
CA grids. The aim of this chapter is to present the model that is used in the subse-
quent chapters for recrystallization simulations and to establish the appropriate grids
and input settings.

• Chapter 4 investigates recrystallization using the method described in Chapter 3 ap-
plied to a deformed IF steel sheet of 75% thickness reduction. The latter is obtained
through 2D high resolution EBSD. The goal of this study is to investigate the onset and
evolution of recrystallization by using (a) a method that does not impose nucleation
but allows it to naturally occur through the simulation and (b) a one-to-one compar-
ison between the temporal evolution of recrystallization and the prior deformation
structure. The aim is to discuss the e�ect of the deformation topology in the subse-
quent recrystallization. More specifically, deformation features such as shear bands,
deformation bands and grain boundaries are distinguished and investigated regarding
their role in facilitating recrystallization.

• Chapter 5 studies the extent of recovery (discontinuous subgrain growth) and its ef-
fect on the g-fiber texture formation that accommodates recrystallization in the IF
steel sheet. For this purpose, 2D EBSD orientation maps are used as starting mi-
crostructures. Each input corresponds to a di�erent grid spacing such that the e�ect
of the resolution can be separated when conducting the necessary quantifications.

• Chapter 6 presents a 3D coupled deformation-recrystallization computation frame-
work. In particular, a crystal plasticity dislocation-density based model is used to
provide the starting microstructure for the recrystallization simulation. A simulation
is presented and discussed in a deformed bicrystal. The goal of this study is to inves-
tigate the applicability of a very promising approach - namely the combination of the
particular physics-based models. More specifically, the simulated deformed bicrystal
incorporates deformation features (e. g. shear bands) and heterogeneously distributed
in-grain misorientations which result in a realistic recrystallization simulation where
nucleation occurs naturally. The temporal evolution of the microstructure, the micro-
texture and the kinetics and presented in this chapter and eventually the approach is
discussed regarding its applicability and importance for future investigations.

• Chapter 7 summarizes the studies performed in the present thesis and highlights the
main findings. The research work is evaluated for its advantages/disadvantages and
discussed regarding its potential to address current issues related to recrystallization.
Additionally, various future advances are described based on the approach followed
in this thesis.
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2
SITE-SPECIFIC QUASI IN SITU
INVESTIGATION OF PRIMARY

STATIC RECRYSTALLIZATION IN A
LOW CARBON STEEL

In the present work, the recrystallization behavior of a low carbon steel cold-rolled up to
65 % thickness reduction is studied. A quasi in situ setup that enables site-specific char-
acterization is employed to gain a local picture of the nucleation and recrystallization pro-
cess. Investigations in the microstructure evolution of individual samples confirm a relation-
ship between the kernel average misorientation (KAM) values of the deformation structure
and the subsequent onset and evolution of recrystallization. This, in combination with the
orientation-dependent deformation inhomogeneity, results in the deformed grains with ori-
entations within the �-fiber (<1 1 1> // normal direction, ND) being the first to recrystallize,
while the ↵-fiber (<1 1 0> // rolling direction, RD) grains exhibit high resistance on recrys-
tallizing. The recrystallized grains are characterized mostly by �- and ↵-fiber orientations
and then by ⇣ -fiber (<1 1 0> // ND) orientation components. As only the latter are essen-
tially absent from the prior deformation texture, their presence in the recrystallized material
indicates that such orientation components are favoured during selective subgrain growth
(nucleation) in the present material.

Parts of this chapter have been published in [1] by M. Diehl, L. Kertsch, K. Traka, D. Helm, and D. Raabe, Site-
specific quasi in situ investigation of primary static recrystallization in a low carbon steel, Materials Science and
Engineering: A 755, 295 (2019).
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2.1. INTRODUCTION

As a topic of high industrial relevance, the evolution of microstructure and crystallographic
texture resulting from primary static recrystallization [2] during the annealing step has been
extensively studied, e.g. by Hölscher et al. [3], Raabe and Lücke [4, 5], Inagaki [6], Hutchin-
son [7], Samajdar et al. [8, 9], and Barnett [10], Barnett and Kestens [11]. From these pre-
vious studies1 it is known that a comprehensive understanding of recrystallization requires
to consider the full thermo–chemo–mechanical history of the material, starting at least with
its state after hot rolling.

Some features already present in the hot rolled state remain mostly unchanged dur-
ing cold rolling and can, therefore, influence the recrystallization behavior. These fea-
tures include chemical inhomogeneity and—with the exception of changes due to internal
fracture—precipitate size and distribution. Moreover, despite the severe texture formation
during cold rolling, even certain recovery texture components from the hot rolling texture
can be passed down to the deformation texture [4, 15, 16].

During cold rolling the grains accumulate high defect densities, i.e. mainly dislocations,
and form crystallographic textures which are characteristic of the imposed near-plane strain
deformation. In most low carbon steels the cold rolling texture is characterized by the grad-
ual build up of a pronounced a-fiber (Í110Î fl rolling direction, RD) and g-fiber (Í111Î fl
normal direction, ND) texture [17]. Typically, the a-fiber texture accumulates lower disloca-
tion densities and weaker local orientation gradients compared to most texture components
on the g-fiber2.

Primary static recrystallization during annealing subsequent to the cold rolling process
alters mainly two aspects of the material state: It firstly replaces the elongated and heav-
ily deformed grains of the cold-rolled microstructure by small, globular grains with low
dislocation density and secondly, it changes the crystallographic texture insofar as it of-
ten diminishes the prevalent a- and strengthens the g-fiber texture components [8, 9]. The
recrystallization tendency correlates strongly with the crystallographic orientation as the
latter determines the degree of plastic deformation and, hence, the stored energy. Recovery
in regions with low recrystallization tendency can further amplify the di�erences in stored
energy, even to such an extent that only partial recrystallization occurs. Other factors re-
tarding or hampering recrystallization include grain boundary pinning due to second phase
particles [18, 19], impurity drag due to solute decoration of the grain boundaries and the
limited mobility of grain boundary junctions [20].

For beneficial mechanical properties, i.e. good formability, a fully recrystallized mi-
crostructure that consists of small globular grains and a pronounced g-fiber is desirable [21].
Such a microstructure can only be obtained when su�cient preceding deformation provides
a high enough driving force for recrystallization, the heating rate is fast enough to suppress
extensive recovery, and the annealing lasts for a su�cient amount of time to allow for newly
formed crystals to sweep the adjacent deformation microstructure. For low carbon steels,
a thickness reduction by at least 60% during cold rolling, heating rates higher than several

1See also the older overview articles by Hutchinson [12] and Ray et al. [13] and the concise, recent one by Kestens
and Pirgazi [14].

2Note that an orientation component can belong at the same time to more than one fibers - e. g. in the case of a-
and g-fiber {111}Í110Î belongs to both.
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Ks*1, and a annealing time of 1min or longer at temperatures above 600 ˝C should result
in a fully recrystallized microstructure [22].

In the present work, the recrystallization behavior of a commercial low carbon steel
(DC04 grade) is studied. A quasi in situ setup [10, 23–26] that enables site-specific charac-
terization is employed to gain a local picture of the nucleation and recrystallization process.
This approach, which is based on scanning electron microscopy/electron backscatter di�rac-
tion imaging (SEM/EBSD) allows to link nucleation and growth directly to microstructural
features such as grain shape, crystallographic orientation, and deformation level. For an in-
vestigation on the e�ects of second phase particles, the material is characterized additionally
by secondary electron (SE) imaging. More specifically, the influence of Fe3C carbides at
the grain boundaries and dispersed manganese sulphide (MnS) precipitates is investigated.
Finally, the combination of multiple measurement series allows to complement the observed
behavior at the microstructure scale with global texture evolution data.

The study is structured as follows: First, in Section 2.2, the material is specified and the
two employed experimental setups are presented. The results are presented in Section 2.3
which forms the basis for the following discussion (Section 2.4).

2.2. EXPERIMENTAL INVESTIGATION

2.2.1. MATERIAL

The material used in this study is a DC04 mild steel. Its chemical composition, measured
with infrared absorption after combustion (content of C and S) and inductively coupled
plasma and optical emission spectrometry (ICP-OES, remaining elements), is given in Ta-
ble 2.1.

Table 2.1: Chemical composition of the investigated material in wt%. Balance is Fe.

C Mn Cr Cu Mo N Ni P S Si Al Ti
0.044 0.185 0.0186 0.0225 0.0017 0.0052 0.0105 0.0066 0.0121 0.0060 0.0426 0.0013

The material was industrially cold rolled to approximately 65% thickness reduction.
Fig. 2.1 shows optical micrographs of the hot rolled and subsequently cold rolled material.
The hot-rolled microstructure (Fig. 2.1a) consists of globular grains and two di�erent kinds
of precipitates: small globular MnS precipitates are randomly distributed within the grains
and larger carbides are located along the grain boundaries. As a consequence of cold rolling,
the initially globular grains became elongated and some of the carbides broke up into smaller
pieces (Fig. 2.1b).
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(a)	After	hot	rolling (b)	After	cold	rolling

RD

TD
10	μm 10	μm

Figure 2.1: Light microscopy images of the DC04 microstructure; (a) is the hot-rolled material and (b) the
cold-rolled material.

2.2.2. QUASI in situ RECRYSTALLIZATION OBSERVATION APPROACH

The employed quasi in situ characterization approach, presented in similar form e.g. by
Zhang et al. [25] and Zeng et al. [26], is based on interrupted annealing heat treatments.
Interrupting the heat treatment is necessary to perform site-specific EBSD imaging which
has an acquisition time much longer than the time required for full recrystallization in the
investigated material in cold rolled state. Two challenges are associated with this approach:
Firstly, a high quality of the sample surface for the EBSD measurements needs to be pre-
served, i.e. deterioration due to oxidation needs to be avoided. Secondly, recovery processes
during heating up and cooling down for the measurements should be minimized. It should
be noted that, while several studies reveal that the free surface only has a minor influence on
the recrystallization behavior [27–29], nucleation events in the subsurface material cannot
be tracked with this approach.

In the following, the two setups used in this study to perform the measurements are
presented. In both setups, a polished sample (surface perpendicular to the normal direc-
tion, i. e. ND) was first characterized by means of EBSD and SE and then heat-treated and
characterized with EBSD several times.

SETUP A - LONG HEATING RANGE

The first setup consists of a Gleeble 3150 integrated digital closed loop control thermal and
mechanical testing system and a Zeiss SUPRA 40VP scanning electron microscope with
TSL Orientation Imaging Microscopy for EBSD.

In order to minimize oxidation, the evacuated test chamber was twice flushed with ar-
gon before the experiment. Then, the heat treatment was performed in a low-pressure argon
atmosphere. At the beginning of each cycle, the sample was heated up by resistance heat-
ing to 600 ˝C within 5 s using a two step procedure in order to prevent an overshoot of the
temperature. To rapidly cool down the sample for the EBSD characterization, the heat dis-
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charge of the cooled jaws was enhanced by exposing the sample to an argon stream. By
this, a cooling rate of *40K s*1 until 300 ˝C was reached. The measured time–temperature
diagram of one experiment is shown in Fig. 2.2a. Since after several heat treatment cycles
the quality of the polished surface was not su�cient for EBSD characterization anymore,
for total annealing times longer than 20 s the sample was slightly re-polished after the heat
treatment steps. Scans were taken with a step width of 0.5 µm. After the last heat treatment
step, the specimen was etched with 3% nitric acid in ethanol and investigated by SE and
energy-dispersive X-ray spectroscopy (EDX).

SETUP B - SHORT HEATING RANGE

For the heat treatment in this setup, a Bähr DIL 805A/D dilatometer was employed. To
prevent corrosion, the chamber of the dilatometer was evacuated and flushed with argon
three times before each heating cycle. The experiment itself was conducted in a low-pressure
argon atmosphere. Via inductive heating the sample was heated up from room temperature
to 600 ˝C in 4 s (average heating rate of 145K s*1). Flushing with Nitrogen enabled cooling
rates of approx. *150K s*1 until 100 ˝C was reached, see Fig. 2.2b). As in setup A, the
overshooting of the temperature owing to the limited response time of the control system
at high heating rates was minimized by decreasing the heating rate before approaching the
target temperature. However, despite decreasing the heating rate at 530 ˝C, overshooting
could not be completely prevented (see red curves in Fig. 2.3a). A JEOL JSM 6500F FEG-
SEM microscope with an EDAX/TSL was used for EBSD and SE characterization. EBSD
measurements have been performed at a step width of 0.25 µm, a small safety margin ensured
that an overlapping area for each sample was achieved.

(a)	Setup	A	– sample	1 (b)	Setup	B	– sample	5

Figure 2.2: Temperature-time profile where (a) represents setup A, as measured for sample 1 (b) represents
setup B, as measured for sample 5.
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(a)	Heating	stage (b)	Cooling	stage

Figure 2.3: Measured temperature-time profile where (a) represents the heating cycles with time 0 s
corresponding to the nominal beginning of annealing and (b) represents the cooling cycles with time 0 s

corresponding to the nominal end of annealing.

2.2.3. POST PROCESSING

The orientation data has been processed and analyzed with the TSL OIM software in ver-
sions 5.3 and 7.3, respectively. Filtering operations include Neighbor Orientation Correla-
tion, Neighbor CI (Confidence Index) Correlation, Grain CI Standardization, and Dilation.
Additional analysis, such as calculating the orientation distribution functions (ODF) to plot
the intensity of orientation components with �2 = 45°, has been performed with the MTEX
toolbox for MATLAB [30].

2.3. RESULTS

Altogether, the results of six specimens are presented. Two specimens have been heat-
treated using setup A for a total nominal time of 400 s (sample 1, five steps) and 360 s (sam-
ple 2, six steps), respectively. After cropping all scans to the same area, they have a size
of 146 µmù170 µm (sample 1) and 142 µmù161 µm (sample 2). Setup B has been used
to subject three samples (sample 3, sample 4, and sample 5) to a three-step heat treatment
with a nominal time of 5s + 5s+ 10s = 20s and one (sample 6) to a single step one (i.e.
5 s). Sample 4, sample 5, and sample 6 encompass an area of approx. 100 µmù300 µm
while sample 3 has a size of approx. 600 µmù600 µm. The measured area of all samples
includes the sheet’s RD and the transverse direction (TD), while sample 3 was additionally
characterized in a longitudinal section (i. e. RD-ND) after the final heating step.

2.3.1. TIME–TEMPERATURE PROFILE

The measured temperature evolution over time is shown in Fig. 2.2 and selected details (end
of heating/start of cooling) are given in Fig. 2.3. Here and in the following figures, blue lines
belong to setup A and red lines to setup B. Fig. 2.3a shows that setup A allows heating from
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560 ˝C to 600 ˝C within only 0.5 s compared to 2 s in the case of setup B where a slower
heating rate is employed in an attempt to minimize overshooting. On the other hand, cooling
from 600 ˝C to 560 ˝C takes almost 1 s with setup A compared to less than 0.3 s in setup B
(Fig. 2.3b). In summary, the samples heat-treated with setup B are approximately 2 s longer
in the critical temperature region 560 ˝C to 600 ˝C than prescribed while for the ones treated
with setup A the actual heating duration is only 1 s longer than the nominal one.

2.3.2. RECRYSTALLIZED VOLUME FRACTION

By selecting measurement points belonging to regions with low Grain Orientation Spread
(GOS), recrystallized grains are identified and the recrystallized volume fraction v is de-
termined. The resulting evolution of v over the nominal heat treatment duration is shown
in Fig. 2.4. The error bars added in the graph incorporate the uncertainty upon estimating
the recrystallized fraction based on the orientation gradients. In particular, a 3% error is
assumed to account for possible misidentifications of recrystallized/deformed regions - e. g.
due to misorientation artifacts induced by surface polishing. A consistent trend among the
di�erent setups and samples is seen in this figure. However, some unsystematic variations
between the five samples can be observed:

• after 5 s, between 4 vol.% (sample 3) and 36 vol.% (sample 6) recrystallized volume
fraction is observed.

• sample 1 has 14 vol.% of remaining non-recrystallized grains after 400 s while sam-
ple 2 is essentially fully recrystallized after 360 s (3 vol.% are not recrystallized).

These variations exceed the uncertainty of 3% incorporated in the identification of the re-
crystallized volume and hence cannot be attributed to a systematic experimental error. The
di�erences in the recrystallized fraction between the samples can be explained by con-
sidering the statistical sample size of each scan. More specifically, besides sample 3, all
scanned areas comprise less than 200 µm at each dimension. As will be discussed later in
Section 2.3.6 - see Fig. 2.14 - already along the RD the recrystallized fraction varies majorly.
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Figure 2.4: Comparison of the evolution of the recrystallized volume fraction of all samples presented in this
study.

2.3.3. MACRO-TEXTURE

To investigate the evolution of the overall crystallographic texture in the early stage of re-
crystallization (up to 20 s), the ODF is calculated for the combined data of samples 3 to 5
and plotted in section �2 = 45°. The initial texture is given in Fig. 2.5a and the texture after
annealing for 20 s at 600 ˝C in Fig. 2.5b.

(a)	0 s:	initial	state	(cold-rolled)

(b)	After	20 s at	600	℃

Figure 2.5: Samples 3 to 5: ODF quantified and plotted in section �2 = 45° for (a) the initial condition after cold
rolling and (b) after 20 s of annealing at 600 ˝C.
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(a)	20 s:	Non-recrystallized	volume

(b)	20 s: Recrystallized	volume

Figure 2.6: Samples 3 to 5: ODF quantified and plotted in section �2 = 45° for the material after 20 s annealing
of at 600 ˝C where (a) corresponds to the (still) deformed material and (b) to the recrystallized areas.

In the as-received condition, the typical plane strain compression texture of a material
with bcc crystal structure is visible, i.e. the pronounced a- and g-fibers are present. After
the final heat treatment, Fig. 2.5b, the texture is weaker but qualitatively similar. To further
investigate the orientation-dependency in recrystallization, the combined data of samples 3
to 5 are shown for non-recrystallized and recrystallized regions after 20 s in Fig. 2.6. It be-
comes obvious that the recrystallization texture di�ers from the deformation texture. More
precisely, the intensity of Í110ÎflRD and Í111ÎflND fibers decreases, although the latter
still constitutes a large portion of the recrystallized volume. On the other hand, orienta-
tions with Í110ÎflND, and particularly the Goss (i. e. {110}Í100Î) and rotated Goss (i. e.
{110}Í110Î) components dominate the texture evolution, especially since their respective
intensities at the prior deformed state were insignificant.
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(a)	0 s:	initial	state	(cold-rolled)

(b)	After	400 s (sample	1)	and	360 s (sample	2)		at	600	℃:	only	recrystallized	volume	

Figure 2.7: Samples 1 and 2: ODF quantified and plotted in section �2 = 45° for (a) the initial condition after
cold rolling and (b) the recrystallized volume after the heat treatment with setup A. The orientations of the

recrystallized grains from sample 1 after 400 s and from sample 2 after 360 s are combined.

The findings from setup B, focusing on the initial stage of recrystallization, are comple-
mented by results from setup A which give the texture evolution until almost full recrystal-
lization. The ODFs of the combined data from samples 1 and 2 in cold rolled condition and
after the heat treatment are given in Fig. 2.7, as plotted in section �2 = 45°. Fig. 2.7a shows
the initial condition. Fig. 2.7b shows the texture of the recrystallized grains after the last
heat treatment step. Despite the significant di�erence in statistics between the two setups
(47,682 µm2 is the total scanned area in setup A and 390,000 µm2 in setup B), the results
from setup A are in a certain compliance with the observations of setup B. Of course, the
limited statistics of setup B cannot compare with the results derived from the data in setup
A. However, the observed trends in terms of texture evolution between the two setups are
not in disagreement, thus revealing no substantial trend reversal during the later stage of
recrystallization.

2.3.4. TEXTURE COMPONENTS AND INDIVIDUAL ORIENTATIONS

For a more detailed analysis of the texture evolution, characteristic fiber components and
individual orientations have been independently studied. All measured points that deviate by
up to 10° from the nominal fiber direction or orientation, respectively, have been considered
for the following analysis.

Fig. 2.8 shows the evolution of a-, g-, and z-fiber components in sample 3 to 5 for all
points (Fig. 2.8a) and separately for the non-recrystallized (Fig. 2.8b) and recrystallized
(Fig. 2.8c) volume.
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(a)	Whole	volume (b)	Non-recrystallized	volume (c)	Recrystallized	volume

Figure 2.8: Evolution of the texture fibers of samples 3 to 5. The misorientation range is 10°. The volume
corresponds to (a) the whole material (b) the non-recrystallized material and (c) the recrystallized material.

As expected from the intensities of Goss and rotated Goss components shown in Fig. 2.5a,
Fig. 2.6b and Fig. 2.7, the z-fiber is totally absent in the deformation texture and appears only
during recrystallization. The initially slightly weaker g-fiber decreases also slightly faster
than the a-fiber (Fig. 2.8a). The separate consideration of the non-recrystallized (Fig. 2.8b)
and the recrystallized (Fig. 2.8c) volume allows to investigate the reasons for this observa-
tion: while the growth-rates are similar, see Fig. 2.8c, recrystallized grains preferentially
consume orientations belonging to the g-fiber (Fig. 2.8b).

As for the individual orientations, quantifying their respective volume fractions3 reveals
that neither the “rotated cube” orientation, {001}Í110Î, (maximum of 5% volume fraction
in the deformed state) nor the Goss orientation (maximum of 1% after recrystallization)
exist with a significant volume fraction in any sample at any state.

2.3.5. DISLOCATION DENSITY

To determine the stored energy, the density of geometrically necessary dislocations (GNDs)
can be estimated with an approach described in Field et al. [31]. It should be noted that 1)
the technique gives only a lower bound, and 2) statistically stored dislocations (SSDs) might
also contribute significantly to the total dislocation density, i.e. the stored energy. There-
fore, interpretation is limited to a relative comparison. Fig. 2.9 shows the GND evolution
in the deformation and recrystallized microstructure of sample 3-5. As expected, the GND
density is much lower in the recrystallized microstructure. Moreover, it can be seen that dur-
ing annealing the GND density in the deformation microstructure and in the recrystallized
microstructure decreases significantly.

3The volume fractions are calculated based on the misorientation from the ideal component, using a threshold of
10°.
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Figure 2.9: Sample 3 to 5: Evolution of GND density during the annealing in the recrystallized and deformed
microstructure.

2.3.6. MICROSTRUCTURE

The microstructure of sample 1, colored according to the inverse pole figure (IPF) maps
parallel to ND, is shown in Fig. 2.10 in the initial condition and after the first (20 s), second
(45 s), and fifth (400 s) annealing step. The alignment of the grains stretched during cold
rolling with RD (horizontal) is clearly visible in the initial condition (Fig. 2.10a). The initial
microstructure consists mainly of regions with the Í100Î and the Í111Î parallel to ND,
colored in red and blue, respectively. The inhomogeneous deformation in the grains can
be seen from the color gradients, their varying wavelengths reveal that some grains are
continuously bent while others have an alternating in-grain orientation spread. Within the
first 20 s of annealing, approximately 100 new grains (recognizable by the absence of in-
grain orientation scatter) appeared at the surface. These new grains either nucleated at the
surface or nucleated in the subsurface microstructure and grew to the surface. As seen
from Fig. 2.10b, the grain size of these new grains varies significantly. Moreover, many of
the grains have orientations that are only seen as small fragments in the highly deformed
regions at the initial microstructure, e.g. an alignment of the Í110Î direction with ND
(green). After another heating range of 25 s, Fig. 2.10c, more grains nucleated and the
previously recrystallized grains grew further. Finally, Fig. 2.10d shows the microstructure
after 400 s, i.e. after five annealing steps. Most of the microstructure is replaced with newly
formed grains with an average diameter (assuming equivalent circular grain areas) below
50 µm. The randomization of the texture observed in the section �2 = 45° of the ODF
(Section 2.3.3) manifests itself in a very colorful IPF map. Still, 14% of the scanned volume
is not recrystallized after this time. This fraction forms few relatively large areas, from
which the former grain shapes are still visible to some extent. As the remaining deformation
microstructure has reddish colors, their Í100Î direction is aligned with ND.
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(a)	0 s (b)	20 s:	! = 34% (c)	20 s + 25 s:		! = 62% (d)	20 s + 25 s + 50 s +
+ 85 s + 220 s:	! = 86%

IPF//ND

40	μm RD
TD

Figure 2.10: Sample 1: Microstructure shown at di�erent annealing states. The recrystallized fraction is denoted
by v.

After the heat treatment, sample 1 and sample 3 were etched and investigated by SEM
in order to study the influence of local microstructural features on the recrystallization be-
havior. Two types of second phase particles were detected by SEM and EDX, manganese
sulphides (MnS) and cementite (Fe3C). While the first are randomly dispersed globular par-
ticles with diameters between 0.1 µm and 0.5 µm, the latter are larger elongated precipitates
that are preferably located along the prior grain boundaries. Complementary investigations
of hot rolled DC04 sheet showed that Fe3C is formed during hot processing at the boundaries
of the globular grains, cf. Fig. 2.1a.

2μ

(a) BSE image, sample 3
after 30 s annealing. A
MnS precipitate at the
boundary between a
recrystallized grain

(center) and the deformed
surrounding.

(b) SE image, sample 1
after 400 s annealing. MnS

precipitates at the
boundary between a
recrystallized and a

deformed grain (center)
and at a triple point (right).

(c) SE image, sample 1
after 400 s annealing. Pits

formed by cementite
precipitates at the

boundary between a
recrystallized and a

deformed grain.

(d) SE image, sample 1
after 400 s annealing. Pits

formed by cementite
precipitates, probably
located at a prior grain
boundary, now inside
recrystallized grains.

Figure 2.11: High magnification Secondary Electron (SE) and Backscatter Electron (BSE) images of
particle–recrystallization interaction events.

During cold rolling, the grains are strongly elongated, such that the cementite breaks
into smaller pieces and gets detached. As Fig. 2.11a and Fig. 2.11b show, MnS precipitates
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are often observed at boundaries/triple points. This is observed at boundaries between two
recrystallized grains as well as between a recrystallized and a deformed grain. Occasionally,
MnS particles are observed at triple points of the two-dimensional section, see Fig. 2.11b.
On the contrary, Fe3C is rarely directly observed after the heat treatment. This, however,
might be an artifact of the experimental investigations as the repeated heating, cooling, and
polishing, might have removed some of the incoherent precipitates leaving only small pits
in the matrix. After annealing, some of the grain boundaries occupied with cementite are
still present as can be seen in Fig. 2.11c but such prior boundaries are also found inside
recrystallized grains, see Fig. 2.11d.

Similar as for sample 1 in Fig. 2.10, the IPF maps of sample 5 are shown in Fig. 2.12.
Despite minimal cleaning e�orts using the TSL OIM software, less non-indexed points are
observed in Fig. 2.12b in comparison to Fig. 2.10a. Grains belonging to the a-fiber appear
in green color in Fig. 2.12a and the ones belonging to the g-fiber appear in blue color in
Fig. 2.12b-Fig. 2.12e. Since only some grains in the deformed microstructure appear as
green color in Fig. 2.12a and at the same time in red color in Fig. 2.12b, the observation of
a low fraction of rotated cube grains is confirmed (v= 0.5% in this sample).

40 µm

a)	0 s:	IPF//RD b)	0 s:	IPF//ND c)	5 s:	
IPF//ND,	! = 20%

d)	5 s + 5 s:		
IPF//ND,	 ! = 49%

e)	5 s + 5 s + 10 s +
polishing:			

IPF//ND,		! = 61%

RD
TD

40	μm

Figure 2.12: Sample 5: Microstructure shown at di�erent annealing states. The recrystallized fraction is denoted
by v.

As already apparent from Fig. 2.4, recrystallization happens comparably fast in this sam-
ple, i.e. after 10 s the recrystallized volume fraction is already at 49% in sample 5 while after
20 s only a value of 34% is reported from sample 1. Still, qualitatively the same observations
can be made: Regions with the Í100Î orientation parallel to ND show the lowest recrystal-
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lization tendency and grains with g-fiber texture are preferentially consumed. This means
that new grains appear in regions where the highest deformation has been accumulated: A
comparison between the initial microstructure (Fig. 2.12b) and the microstructure after the
first heat treatment with duration of nominally 5 s (Fig. 2.12c) shows that a significant por-
tion of the recrystallization microstructure is located in regions in which the orientation is
fluctuating at a high frequency in the deformed state.

(c)	0 s:	IPF//ND(b)	0 s:	SE

(d)	5 s:	" = 4% (e)	5 s + 5 s:		" = 10%

TD
ND

(a)	0 s:	light	optical	microscope

IPF//ND

KAM °

0 12

Recrystallized:

Non-recrystallized	:

(f)	5 s + 5 s + 10 s:	" = 46%

150	μm

IPF//ND

Figure 2.13: Sample 3: Initial microstructure and partially recrystallized states plotted with combined IPF and
KAM maps. The scanned area is equal to 600 µmù600 µm and the recrystallized fraction is denoted by v.

Fig. 2.13 shows the initial microstructure of the larger sample 3 from SE imaging, light
optical microscopy imaging, and EBSD together with EBSD maps of the recrystallization
process. The grain boundaries are clearly visible from the light optical microscopy image
(Fig. 2.13a); the SE image (Fig. 2.13b) reveals that most of them are decorated with cemen-
tite. Besides the prevalent Í100Î fl ND and Í111Î fl ND regions already seen in the IPF
maps of sample 1 and sample 5, regions having Í110Î are also occasionally observed in
Fig. 2.13c. The EBSD maps showing the recrystallization process (Fig. 2.13d-Fig. 2.13f)
are composed from the Kernel Average Misorientation4 in the deformed microstructure and
the IPF fl ND in the recrystallization microstructure. From these images, it can be seen
that sample 3 shows a comparably slow recrystallization rate and only after 10 s the recrys-
tallization microstructure is obvious. As an addition to the finding from Section 2.3.4 that

4The Kernel Average Misorientation (KAM) is evaluated for each pixel up for its neighborhood until (and up to)
the distance of the 3rd nearest neighbors with a cuto� of 12°.
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a significant portion of the recrystallization texture belongs to the z-fiber, the microstruc-
ture maps reveal that these new grains are preferentially located in highly deformed regions.
Considering the fact that these orientations are found in such fragmented regions, their pref-
erential growth can be explained by the fact that they are more likely to preserve their high
misorientation (i. e. kinetic instability) when consuming the adjacent deformed matrix.

Sample 3 was cut along the TD after the third heating cycle, i.e. nominally 20 s at
600 ˝C and characterized with a coarse resolution to measure an area of approximately
200 µmù800 µm. Fig. 2.14 reveals two important aspects: First, the grain shape of the
deformed grains can be described as “wavy”, indicating that the grains size calculations
from ND sections give too small values. Second, the variability in the recrystallized volume
fraction is relatively high, i.e. there are regions of 200 µmù200 µm (approximately 1_5 of
the whole area) with less than 20% recrystallized volume fraction and regions of the same
size with more than 60%. This observation explains the variations in the recrystallization
evolution between the samples shown earlier, i. e. Fig. 2.4.

25 µm

RD

ND

(a)	20 s :	IPF//ND

(b)	20 s :	IPF//ND	for	recrystallized	volume

Recrystallized:

IPF	//ND

Non-recrystallized:

IPF	//ND

50	μm

Figure 2.14: Sample 3 at 20 s where a) shows the microstructure and b) the recrystallized volumes only.

2.4. DISCUSSION

In the following, the employed approach is critically discussed and the findings with respect
to the physics of nucleation and recrystallization are discussed.

2.4.1. SPATIAL CORRELATION

The presented EBSD images show that the employed approach enables the site-specific
tracking of the microstructure evolution in highly deformed materials with high spatial res-
olution. By comparing the non-recrystallized regions before and after the polishing, it can
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be seen that no significant error is introduced due to the slight polishing that is required in
between some heating cycles.

However, it was not possible to overlay the measurement points from subsequent mea-
surement steps in a one-to-one fashion. This is due to two inaccuracies: First, the manual
mounting in the EBSD system always results in a slight misalignment. This misalignment
can be corrected by linear deformation-like operation, which, however, will not make it pos-
sible to track individual pixels. Second, the slight temperature fluctuations in the electron
microscope during one measurement cycle introduce nonlinear distortions. These distor-
tions would require elaborated post-processing. While similar approaches exist for gen-
eral image processing, the routines used to align slices in 3D EBSD [32, 33] seem to be a
promising approach. However, it is not clear how they could cope with the abrupt changes
in microstructure caused by the formation of new grains.

Another limitation of surface measurements is the missing in-depth information. This
especially means that the nucleation environment cannot be investigated as any grain ap-
pearing at the surface might have been nucleated below.

2.4.2. ANNEALING CONDITIONS

The interrupted annealing aims at simulating continuous annealing at 600 ˝C. The heating
and cooling required for the SEM measurements, therefore, disturb the desired heat treat-
ment and might cause recovery and, hence, either retard recrystallization by reducing the
stored energy or lead to the formation of nuclei via subgrain formation. As site-specific re-
covery dislocation density estimates are influenced by polishing, only the global quantities
presented in Section 2.3.5 are discussed here. The results clearly show that on average also
the non-recrystallized areas show a noticeable deformation energy reduction, which can be
explained in various ways:

1. The regions that are preferentially consumed are the ones with higher dislocation den-
sity, and therefore the overall GND density is decreased.

2. The regions that are not consumed by a new grain have a decreased GND density due
to recovery in terms of subgrain coarsening and dislocation annihilation.

Since higher dislocation density promotes recovery and recrystallization, subtle di�erences
in deformation microstructure and heating conditions determine where recovery takes place
[34]. It is obvious from the spatially resolved analysis (Section 2.3.6) that grains with higher
dislocation density are consumed first, hence it can be assumed that the first e�ect dominates
under the heating conditions investigated here. Moreover, the di�erent time intervals used
between setup A and setup B do not lead to a significantly di�erent recrystallization behavior
as would be the case if recovery between the nominal annealing cycles played an important
role.

An additional source of inaccuracy is the overshooting of the temperature during heating
which is especially pronounced in setup B. Retrospectively, it would have been better to
reduce the initial heating rate to decrease the kink angle when reducing the heat rate before
reaching the nominal temperature. Still, the consistency of the results obtained from both
setups shows that their temperature control is su�ciently precise.
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2.4.3. STATISTICAL RELEVANCE

The recrystallization rates of the di�erent samples are in good agreement if one takes into
account the highly non-linear kinetics of recrystallization. The observed scatter seems to be
caused by the limited size of the individual specimens which is individually not fully rep-
resentative for the material. This reasoning is also supported by the partially recrystallized
state shown in Fig. 2.14, which shows that even within the same longitudinal area there is
high variability in the recrystallization kinetics. In contrast, the texture evolution is consis-
tent among the samples and can be predicted with good reliability even from the individual
samples. This observation is a�rmed by the fact that the observed texture evolution is not
in contradiction with known results from similar materials [35, 36].

2.4.4. NUCLEATION SITES AND ORIENTATION

The results show that the local tendency of the deformed microstructure to be consumed by
new grains can be approximately predicted from the deformation state in cold rolled con-
dition. More precisely, the KAM or GND values in the deformation microstructure allow
us to envision which regions are consumed first. This directly relates to crystallographic
orientation, i.e. grains with a higher TAYLOR factor (typically g-fiber) are among the ones
that are consumed first. This finding is in agreement with previous studies [35]. Moreover,
the regions of high grain fragmentation are the ones where new grains nucleate first. While
in silicon steels typically Goss-oriented grains nucleate in the highly fragmented shear band
regions [37], in interstitial free (IF) steels they are the nucleation sites for g-fiber grains
[10]. In this study, it is also found that only a few Goss grains nucleate but a substantial
fraction of the z-fiber—which contains the Goss orientation—is found. Despite the ap-
pearance of “new” orientations, the spatial maps (Figs. 2.10 and 2.13) show—in agreement
with texture plots (Figs. 2.6 and 2.7)—that the orientation of many recrystallized grains can
be related to the orientations found in the vicinity of their appearance. However, a direct
one-to-one observation of this behavior is di�cult to obtain as nucleation also occurs in
sub-surface regions which are not accessible to the employed surface characterization ap-
proach. In addition, a further increased spatial resolution would be required to resolve all
sub-grain structures found in the heavily deformed grains with g orientation to characterize
all crystallographic orientation present at the surface in the vicinity of a nucleation event.

2.4.5. INFLUENCE OF PRECIPITATES

Precipitates can pin moving grain boundaries, e.g. by Zener pinning [2]. While at some
places the motion of the recrystallization front is retarded due to the presence of cemen-
tite and MnS precipitates, cf. Fig. 2.11, precipitates are also found in the interior of newly
formed grains. According to the Zener equation [38], the pinning force of such particles is
proportional to the particle volume fraction and inversely proportional to the mean particle
size. As seen in Fig. 2.1a, the MnS precipitates are randomly distributed in the microstruc-
ture and the individual precipitates are small (diameters below 0.5 µm) and of globular shape.
Hence, Zener pinning can explain the jagged shape of the grain boundaries.

The cementite precipitates are larger, of elongated shape, and are very heterogeneously
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distributed, predominantly along prior grain boundaries of the hot-rolled microstructure.
In the cold-rolled microstructure, the broken precipitates are still limited only to the grain
boundaries. Therefore, they can only e�ectively pin new grain boundaries when they cross
the grain boundaries of the cold-rolled microstructure. Although cementite precipitates can
locally delay recrystallization, cf. Fig. 2.11c, it can be assumed that the inhomogeneous
distribution and large particle size prevents e�ective grain boundary pinning.

2.5. CONCLUSIONS

2.5.1. SUMMARY OF DISCUSSED ITEMS

Quasi in situ experiments have been performed using two di�erent setups which allow to
track microstructure evolution with high resolution in time and space. Consistent results
among various samples have been collected which grounds the present study on a statisti-
cally relevant basis.

The influence of crystallographic orientation on the recrystallization behavior from pre-
vious mean-field investigations is confirmed [35, 36]: from the kernel average misorienta-
tion (KAM) values of the deformation structure, the consumption tendency can be predicted.
Crystallographic analysis shows that the most deformed regions have either a g-fiber orien-
tation or belong to heavily fragmented shear band regions. New grains nucleate especially
in such highly deformed regions and inherit often the orientation from the deformation mi-
crostructure [10]. This leads to an increase of the z-fiber via nucleation from the highly
deformed region and an initial decrease of the g-fiber which is preferentially consumed due
to its high stored energy. As a-fiber and g-fiber are present with the same volume fraction
in recrystallized grains, the fully recrystallized microstructure has roughly the same volume
fraction of both components. While from an industrial perspective a higher volume fraction
of g-fiber would be beneficial, for the strain level of "= 65%, such behavior is not surprising
[35]. The overall weakening of the texture can be explained by the preferred nucleation in
regions with very high grain fragmentation. The large di�erences in the stored energy due
to dislocations are decisive for the tendency to recrystallize and dominate over the e�ects of
precipitates.

2.5.2. GENERAL DISCUSSION AND OUTLOOK

The design, experiments and analyses conducted to address the evolution of recrystalliza-
tion were performed by a very systematic and straightforward approach. Hence, although
the insight obtained from the performed analyses is rather limited to confirming aspects
within our current understanding of recrystallization in LC steel, the investigation itself is
meaningful and such confirmations are still important given the advances and contemporary
availabilities of experimental equipment. As for the inability to extract further information
for the nucleation stage from the datasets analyzed here, this is related to the fact that: (a) a
one-to-one comparison of the state at each material site is not feasible, and such an attempt
could even lead to unreliable conclusions (for example due to small deviations in the spatial
coordinates of individual material elements the energy advantage of subgrains could be in
fact reversed) and (b) because the recrystallized volumes through the microstructure evo-
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lution can only be di�erentiated from the still deformed material after having expanded at
least a few micrometers. This means that the very early stages of the substructure evolution
cannot be observed. For these reasons, all the next chapters use computer simulations as a
means to investigate recrystallization, with a method developed and tailored to address the
nucleation stage.
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3
CELLULAR-AUTOMATON MODEL
FOR BOUNDARY ENERGY-DRIVEN

GRAIN/SUBGRAIN GROWTH

In order to overcome challenges when modelling recrystallization based on switching rules
identical to grain/subgrain coarsening, particularly for highly deformed materials described
in the mesoscopic view where the grid spacing is close to - or even equal to/larger than - the
actual subgrain size, a cellular-automaton (CA) is developed. The model operates based
on deterministic transformation rules: a cell re-orients to an adjacent dissimilar crystal
orientation with a rate that relates to the migrating boundaries’ mobility and the energy
change associated with its surrounding boundaries. The algorithm is implemented in 2D
square and hexagonal grids and in a 3D cubic grid. Investigations in these grids by varying
the number of neighbours per cell and the grid-related input settings are presented in sim-
ple bicrystal, tricrystal, and polycrystal grain structures. The analysis reveals which grids
are appropriate to simulate grain coarsening phenomena in terms of decreasing the arti-
facts associated with the boundary energy anisotropy. The kinetics upon simulating simple
curvature-driven grain coarsening are also discussed and analyzed for their sensitivity in
the grid-related settings. Discussions and comparisons to existing CA full-field approaches
of the boundary motion associated with grain/subgrain coarsening are also presented.

Parts of this chapter have been published in [1] by K. Traka, K. Sedighiani, C. Bos, J. Galan Lopez, K. Angenendt,
D. Raabe, and J. Sietsma, Topological aspects responsible for recrystallization evolution in an IF-steel sheet –
Investigation with cellular-automaton simulations, Computational Materials Science 198, 110643 (2021).
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3.1. INTRODUCTION

3.1.1. CELLULAR-AUTOMATA MODELS FOR GRAIN COARSENING - BACK-
GROUND

The CA method incorporates an algorithm that describes the discrete spatial and temporal
evolution of physical processes by applying kinematic and transformation rules that change
the state variables of elementary volumes (cells). The kinematics and transformation rules
are defined according to the observation or underlying mechanism of the phenomenon that
is simulated. The concept of the CA algorithm was first introduced by Von Neumann et al.
[2]. Detailed description and relevant terminology of the CA method particularly in the
field of metallurgy can be found in [3, 4]. Processes such as grain growth, which are driven
by incremental changes of the energy state of boundaries are suitable to be described by
cellular-automaton models. This is because the CA method enables the definition of dis-
similar sites (i. e. cells with neighbours in di�erent grains) which gives information on the
interfacial size and shape in terms of boundary segments/areas between cells. With the use
of appropriate constitutive state variables and kinematic rules, these local changes result in
the transformation of cells imitating grain coarsening phenomena.

More specifically, the capillary-driven motion of grains is usually modelled by the con-
sideration of the boundary energy change resulting from a cell’s re-orientation, i. e. when
a cell is fully consumed by an adjacent neighbour cell and inherits its crystal orientation.
Thenceforth, the decision rule for whether a cell will re-orient is found by a prescribed prob-
ability (to each CA cell) that relates to the aforementioned energy change. This method was
introduced by Anderson et al. [5, 6] as an extension of the Ising model [7] and it is known
as Monte-Carlo (MC) Potts kinetics model. MC-Potts grain growth simulations have been
investigated and used numerous times - e. g. in [8–17].

On the other hand, in deterministic CA simulations, the current state’s boundary curva-
ture is approximated. The latter is done by comparing the number of elementary volumes
constituting the grains/subgrains abutting to the boundary. The boundaries’ velocity can
then be found from the driving force which is proportional to their curvature. Thenceforth,
the decision for whether a cell re-orients is made based on its area/volume that has been
surpassed by the boundary. This method was first introduced to simulate the solidification
process [18] and was later adopted for simulating grain growth-related phenomena [19–24].

3.1.2. PRESENT METHOD AND PURPOSE

The approach that is presented here operates based on the deterministic CA method (see [4]
for details), yet it is also similar to the aforementioned MC algorithm. This is because it
approximates the incremental change of the energy state upon a cell switch. The underlying
physical mechanisms and technical assumptions that are made to derive the kinematic and
transformation rules in the CA algorithm are explained in detail in Section 3.2. The algo-
rithm is implemented in the simulation package CASIPT [25, 26] (Cellular Automata Sharp
Interface Phase Transformations).

The reason for developing a deterministic CA method for grain/subgrain coarsening in-
stead of using the existing one developed by Kremeyer [18], is not related to advancing our
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current understanding of normal grain coarsening phenomena. Rather, it has to do with
developing a method that is applicable to simulating the associated boundary motion on
prior deformed structures (i. e. recrystallization) described at the mesoscopic scale, e. g. by
electron backscatter di�raction (EBSD) measurements. More specifically, as explained in
Section 3.1.1, the existing curvature-driven grain coarsening CA algorithm approximates
the driving force for boundary motion based on the di�erence in the number of CA cells
constituting the surrounding subgrains. This means that: (a) subgrains of the same size,
but of di�erent misorientation on their surrounding boundaries (i. e. di�erent values kernel
average misorientation, KAM) cannot compete, which is not ideal if we want to consider
the energy advantage at the mesoscopic scale, (b) a subgrain/grain grows into adjacent sub-
grains/grains only when it contains at least half the number of cells of a predefined neigh-
borhood (typically 5x5 cells), and hence a subgrain grows when it is described from at least
15 cells, which is not typical when dealing with grid spacings close to the actual subgrain
size and (c) it is not yet clear how curvature-driven algorithms operate when dealing with
rather di�erent shapes, such as rectangular and/or elongated subgrains, which are expected
to be found for example in banded deformation features.

These indicate that using the existing CA method for subgrain coarsening, or other
curvature-based methods, in a highly plastically strained material requires the simulation
to be done in at least an order of magnitude finer mesh size in comparison to the actual
subgrain size, and more specifically on what is considered to be a subgrain for the compu-
tational grid. Hence, EBSD data or deformation simulations can still serve as inputs, but
only if the substructure is then artificially generated either by following grain mean-field
attributes (e. g. as was done by Han et al. [27]) or by assuming some pixels to be a part of a
subgrain after the very early stages of recovery, as was done by Suwa et al. [28].

One way to avoid the artificial generation of the substructure, and simply operate the
subgrain/grain coarsening algorithm in the mesocopic scale (e. g. as measured by EBSD) is
to approximate the actual energy release and therefore driving force for a cell switch. In other
words, the driving force for a cell to re-orient comes from the energy change considering
all the boundaries that surround the elementary volume prior to and after its re-orientation.
Hence, we neither need to define grains/subgrains nor require multiple cells to constitute
a subgrain/grain for it to grow. Instead, each CA cell describes a crystal orientation, and
whether or not this is part of a subgrain/grain or it itself describes the actual subgrain does
not matter. When in adjacent CA cells one is surrounded by boundaries amounting to larger
energy in comparison to the other, there is a positive driving force to re-orient it. And this
can be due to the curvature of the boundary separating them (e. g. grain growth) or due to
the presence of a substructure and hence dislocations stored at the boundaries surrounding
this cell (e. g. primary recrystallization). Hence, all the recrystallization-related phenomena
are modelled under the same transformation rule.

Altogether, the developed CA method, although deterministic, shares the same basis
with the probabilistic CA method based on MC-Potts kinetics for grain coarsening explained
earlier in Section 3.1.1. Despite some expected di�erences - inherent to their respective
fundamentals - when comparing a probabilistic Potts kinetics and a deterministic computer
method, the approach taken here can be understood as a deterministic alternative to the
MC-Potts CA method, at least when it comes to normal grain coarsening phenomena. The
di�erences between the latter and the present CA method are discussed later, in Section 3.7.
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3.2. MODEL DESCRIPTION

The CA algorithm can operate in di�erent grids, namely in square, cubic, and hexagonal
(regular hexagons) grid, and can consider boundaries within the 1st Von Neumann or the
Moore neighbourhood (see [3, 4]).

In the following sections, the model is described with expressions regardless of the grid
settings used. Illustrations regarding its implementation in the di�erent grid settings will be
shown wherever relevant. The following terms will be used when referring to specific grid
settings:

• Sq(1,1): A 2D square grid that considers the 1st Von Neumann (i. e. nearest) neigh-
bours for each cell - i. e. all square cells that share a side (distance is equal to the
square’s side).

• Sq(1,2): A 2D square grid that considers the Moore neighbourhood for each cell - i. e.
all square cells that share either a side or a vertex (distance is equal to the square’s
side or diagonal).

• Hex(1,1): A 2D hexagonal grid (regular hexagons) that considers the 1st Von Neu-
mann (i. e. nearest) neighbours for each cell i. e. all hexagonal cells that share a side
(distance is equal to twice the hexagon’s height).

• Cub(2,2): A 3D cubic grid that considers the Moore neighbourhood for each cell i. e.
all cubic cells that share either a face, an edge, or a vertex (distance is equal to the
face’s side, face’s diagonal, or main diagonal).

3.2.1. CONSTITUTIVE STATE VARIABLES USED IN THE AUTOMATON GRID

In the automaton grid every cell i is assigned a crystal orientation g
i
. Each boundary area

between material volumes i and j carries an interfacial energy value equal to:
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j
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where in Eq. (3.2):
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• ✓
min

[°] is the lower cut-o� misorientation to consider the existence of a boundary
between i and j.

For low angle grain boundaries (LAGBs) the energy density decreases with the dislocation
content and hence misorientation angle in accord with the Read-Shockley equation which
reads [29]:

�(gi,gj ) =

h

n

n

l

n

n

j

�HAGB if ✓ij g ✓HAGB

�HAGB �
✓ij

✓HAGB

�
`

r

r

p

1* ln
H

✓ij

✓HAGB

I

a

s

s

q

if ✓ij < ✓HAGB

(3.3)

where in Eq. (3.3):

• ✓
HAGB

[°] is the lower threshold misorientation to consider a HAGB.

3.2.2. INCREMENTAL ENERGY RELEASE DURING KINETIC EVOLUTION OF
THE CA

EXPRESSION

If the automaton cell i with orientation g
i
, is swept by the boundary with its neighbour cell j,

it assumes the new orientation g
j
. The energy release on cell’s i neighbourhood is calculated

as:

�E
giôgj

[J] =
…

k

A
ik
� (1*�

ik
) � �(g

i
,g

k
)*

…

k

(1* c ��
lkij

) �A
ik
� (1*�

jk
) � �(g

j
,g

k
) for c À (0,1]

(3.4)

where in Eq. (3.4):

• k is an index referring to cells with A
ik
ë 0 , i. e. k is neighbour of cell i.

• c À (0,1] is constant that is related to the configuration of the grid.

The four indices’ Kronecker-like operator �
lkij

and the constant c used in Eq. (3.4) are
here introduced to account for the cases that two adjacent similarly oriented cells j and k

may grow together. This assumption is made because long before cell j consumes cell i, a
neighbour cell of the same orientation can have also started to grow toward its own closest
neighbours. This is due to the high local curvature that would otherwise be created and
“drag” the similarly oriented regions. When �

lkij
= 1 a neighbour cell l, which is oriented

as j, can grow together with j cell to transform cell k. Cell k is another neighbour of cell i,
thus the next state’s energy reduces by c � �(g

j
,g

k
) �A

ik
, since a fraction of cell’s k volume

(defined as c) will have the same orientation as i, which is g
j
. The four indices’ Kronecker-

like operator used in Eq. (3.4) is then defined as:

�
lkij

=
T

1 if « l : íji= ílk· �
jl
= 1· �

lk
= 0

0 if not
(3.5)
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where in Eq. (3.5):

• íji is the position vector of cell’s i center with respect to the center of cell j.

Figs. 3.1 and 3.2 illustrate the assumption that is made upon calculating the energy state
after a cell’s re-orientation, using the grid Hex(1,1) and Sq(1,1), respectively. In both ex-
amples, cell 27 grows into cell 21. If we assume the energy state after cell 21 re-orients into
g27 without considering that also other cells will get partially consumed (i. e. if c = 0), then
the energy change is equal to 0. More specifically, in Fig. 3.1a cell 21 is surrounded by 2
boundaries. If we do not consider that cell 28 grows into cell 22 the same direction as cell 27
grows into cell 21 we arrive in the dashed boundaries 21,22 and 28,22 and therefore cell 21
is surrounded by 2 boundaries after its re-orientation and we have zero energy change. The
same happens in the hexagonal grid. If cells 15 and 22 are not considered when we examine
the energy change for cell’s 21 re-orientation, then cell 21 has 3 boundaries (dashed lines
in Fig. 3.2b) after cell 27 grows into it. But cell 21 was surrounded by 3 boundaries also
before its re-orientation Fig. 3.2a so again the energy change is equal to 0.

These implications occur because the CA algorithm operates under the sharp-interface
condition [4] and hence does not consider that long before cell 21 re-orients completely,
adjacent cells would have also re-oriented at least a part of cells that are neighbours to
cell 21. This would happen because otherwise high local curvature is created between the
growing cell and its neighbours (e. g. between cell 21 and 22 in Fig. 3.2b). So in reality, the
boundaries after the re-orientation of cell 21 would not be like the dashed lines shown in
Fig. 3.1b and Fig. 3.2b, but rather like the boundaries indicated inside cell 22 in Fig. 3.1b
and inside cells 22 and 15 in Fig. 3.2b. Therefore, when we examine the growth of a cell into
another - here 27 into 21, it is reasonable to assume less energy for the next state depending
on the growing cell’s neighbourhood. The exact formulation is for the examples presented is
described in Fig. 3.1c and Fig. 3.2c. For the other two grids - namely Sq(1,2) and Cub(2,2)
the e�ect of c and �

lkij
is similar to the one shown in Fig. 3.1 for Sq(1,1).
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(a)	! (b)	! + #! (c)	Energy	release

boundary boundary	for	$ =	0		

Figure 3.1: The role of c - illustration in Sq(1,1) grid; (a) two grains at the current state - time t (b) the configuraion
that is assumed for calculating the energy state at time t+ �t (c) calculation of energy release.
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Figure 3.2: The role of c - illustration in Hex(1,1) grid; (a) two grains at the current state - time t (b) the configuraion
that is assumed for calculating the energy state at time t+�t (c) calculation of energy release.

It should be made clear that the correction introduced here (i. e. �
lkij

and c) regarding
the next state’s energy is an approximation. It does not mean that adjacent cells (e. g. cell 28
in Figs. 3.1 and 3.2) are indeed imposed an additional growth rate to other cells (e. g. into
cell 22 in Figs. 3.1 and 3.2). These will be examined for the growth into their dissimilar
neighbourhood independently of whether cell 27 grows into cell 21. The intention of the
suggested correction is simply to calibrate and assign a driving force for the growth of cells
that would otherwise not grow, although there is clearly curvature at the boundary near cell
21. For example, in the MC method, this calibration is done by assuming that if the boundary
size/energy change is 0 the cell still can transform. So here we use c as a means to calibrate
the energy calculations in a reasonable way, i. e. by assuming that the CA grid overestimates
the next state’s energy due to the sharp-interface condition.

3.2.3. KINEMATIC RULE

If the energy release in Eq. (3.4) is found positive the boundary segment ij exerts a driving
force to re-orient the adjacent cell’s i volume V

i
, which is equal to:

�G
giôgj

[J_m3] =
�E

giôgj
[J]

V
i
[m3]

(3.6)

This driving force displaces the boundary ij with velocity:

ív
giôgj

[m_s] =M(g
i
,g

j
)[m4_Js] ��G

giôgj
[J_m3] � íu

ji

(3.4),(3.6)
-----------------------------------Ÿ

ív
giôgj
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j
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k
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ik
� (1*�

ik
) � �(g
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k
)*

…

k

(1* c ��
lkij

) �A
ik
� (1*�

jk
) � �(g

j
,g

k
)
I

� íu
ji
_V

i

(3.7)

where in Eq. (3.7):

• íu
ji

is the unit vector normal to the plane ij.
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In Eq. (3.7) M(g
i
,g

j
) is the boundary mobility [30, 31], which depends on the bound-

ary’s misorientation as follows [32]:

M(g
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j
) =
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s

s
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s

s

s

q

if ✓
ij
< ✓

HAGB

(3.8)

where in Eq. (3.8) M
HAGB

is defined as [30]:

M
HAGB

[m4_Js] =M0 � exp
H

*Q
g

R �T

I

(3.9)

In Eq. (3.9):

• Q
g
[J_mol] is the activation energy for boundary migration.

• R= 8.314 J_mol �K is the universal gas constant.

• T [K] is the applied temperature.

• M0[m4_Js] is the pre-exponential factor.

The pressure on the boundary ij imposes a force equal to:

íF
ij,giôgj

[N] =�G
giôgj

�A
ij
� íu

ji
(3.10)

Every cell k which is neighbour to cell i and is misoriented less than ✓
min

from the grow-
ing orientation g

j
(i. e. �

kj
= 1) will grow toward cell i perpendicularly to the boundary’s ik

plane, with velocity given from Eq. (3.7) - i. e. the same as boundary’s ij. Hence, the total
force for re-orientation of a cell i results from all migrating boundaries and their relative
direction, such that:
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Û
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(3.11)
where in Eq. (3.11):

• íu
r

is the unit vector for the r axis of the reference system - here r= {x,y,z}.

After some time �t the boundary will have traveled an average distance equal toÙÙ
Ù

ív
giôgj

Ù

Ù

Ù

�
�t and the force will have performed a work equal to the energy di�erence:

Ù

Ù
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giôgj

(3.12)



3.2. MODEL DESCRIPTION

3

41

Defining Üf
giôgj

as the growth rate of g
j

in cell i, we have:

Üf
giôgj

= 1_�t
(3.4),(3.6),(3.7),(3.11),(3.12)
-----------------------------------------------------------------------------------------------Ÿ
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i

(3.13)

3.2.4. TRANSFORMATION RULE

A cell i re-orients to g
j

with rate Üf
t

giôgj
from Eq. (3.13) calculated at time t. The simulation’s

time step �t
CA

at time t is found by the maximum growth rate among all growing orientations
such as:

�t
CA

= 1_max{ Üf
t

giôgj
} (3.14)

And the re-orientated fraction of each cell i is:

f
t+�tCA

giôgj
= Üf

t

giôgj
��t

CA
+f

t

giôgj
(3.15)

Cell i re-orients completely into g
j

when f
t

giôgj
becomes equal to (or exceeds) the value of

1. Until then, besides the re-orientation fraction that is stored at every simulation step, cell
i is considered to be oriented as g

i
- i. e. the algorithm operates under the sharp-interface

condition. The description of the algorithm’s steps can be found in Section 3.3.

3.2.5. GRID-RELATED SETTINGS

In this section, the implementation of the methodology described in the grids investigated
is presented.

SQUARE GRID WITH NEAREST NEIGHBOURS

Fig. 3.3 shows the boundaries and forces considered in Sq(1,1). The parameter ↵ refers to
the side of the grid’s elementary unit. Implementing the algorithm in grid Sq(1,1) requires
the following (see Fig. 3.3):

• the volume of a cell i is V
i
=
�

�xCA
�2 �Û

Û

íz
CA

Û

Û

≈ i.
• ↵ =�xCA.
• the area of a boundary ij is A

ij
= �xCA �Û

Û

íz
CA

Û

Û

≈ A
ij
ë 0.

• the direction of the force a boundary ij exerts is íu
ji
À {íu

x
,*íu

x
, íu

y
,*íu

y
}.
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Figure 3.3: Energy change and re-orientation force in Sq(1,1); The images show (a) the boundaries considered
for cell 3 (b) the direction of the force that each boundary exerts (c) the calculated expressions for the energy and
re-orientation force.

HEXAGONAL GRID WITH NEAREST NEIGHBOURS

Fig. 3.4 shows the boundaries and forces considered in Hex(1,1). The settings that are re-
quired for simulations in Hex(1,1) read (see Fig. 3.4):

• the volume of a cell V
i
=
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Figure 3.4: Energy change and re-orientation force in Hex(1,1); The images show (a) the boundaries considered
for cell 4 (b) the direction of the force that each boundary exerts (c) the calculated expressions for the energy and
re-orientation force.
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SQUARE GRID WITH NEAREST AND DIAGONAL NEIGHBOURS

For Sq(1,2), as shown in Fig. 3.5, the area of a 1st Von Neumann boundary is half the ↵. This
is because here also the diagonal neighbours are considered and therefore both the boundary
energy surrounding a cell and the number of boundaries migrating have increased compared
to the Sq(1,1) grid. In Sq(1,2) the algorithm is implemented with the following settings (see
Fig. 3.5):

• the volume of a cell i is V
i
=
�

�xCA
�2 �Û

Û

íz
CA

Û

Û

≈ i.
• ↵ =�xCA.
• 4 boundaries ij have area A
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Û

íz
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Û

Û

and 4 boundaries have area A
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0.5 � cos(45°) ��xCA �Û
Û

íz
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Û

Û

.
• the direction of the force a boundary ij exerts is íu
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À {íu
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x
, íu

y
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y
, cos(45°) �

íu
x
+ cos(45°) � íu

y
, cos(45°) � íu

x
* cos(45°) � íu
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x
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cos(45°) � íu
x
* cos(45°) � íu

y
}.

In the above settings, íu
x

and íu
y

are the unit vectors of the (Cartesian) reference system.
As for íz

CA
, it has direction perpendicular to the 2D grid and it is of arbitrary magnitude - it

cancels out with íz
CA

from V
i

in Eq. (3.6). Hence, íz
CA

does not a�ect 2D simulations, and
it is only included in the above settings to be consistent with the equations expressed in the
methodology (which apply to both 2D and 3D grids).
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Figure 3.5: Energy release and re-orientation force in Sq(1,2); The images show (a) the boundaries considered
for cell 5 (b) the direction of the force that each boundary exerts (c) the calculated expressions for the energy and
re-orientation force.

3.3. ALGORITHM’S STEPS

At the initial state, the automaton identifies the orientation of every cell as a unique property.
Every interfacial cell i (cell of at least one neighbour di�erently oriented, i. e. «j : A

ij
ë

0· �
ij
= 0 where �

ij
is defined in Eq. (3.2)) is stored at every time step. In a certain time

step the algorithm performs the following:

• Step 1: A loop initiates for all the cells which are defined as interfacial cells.
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• Step 2: For the interfacial cell i a loop initiates on its neighbours. The misorientation
is calculated and stored for every pair of cells i and j. By using then Eq. (3.3) the value
of �(g

i
,g

j
) is found and �(g

i
,g

j
) �A

ik
is added to the current state’s energy (of cell i).

A second loop initiates for each neighbour k ë j of cell i. This is to calculate the
misorientation between j and the other k cells which are neighbours of i, and it will
be used later. At the end of the double loop, i cell’s energy (second term in Eq. (3.4))
and the misorientation with all neighbours of i have been calculated.

• Step 3: For the same interfacial cell i the neighbours of the cell are looped again -
now as candidates to re-orient i. The direction of boundary migration, i. e. íu

ji
for

every j cell is stored for the possible re-orientation of i into g
j
. Inside this loop, the

neighbours of i are looped once more to calculate the next state’s energy for every
candidate re-orientation (with the use of the calculated misorientations from step 2,
and Eq. (3.3)) by assuming the next state’s boundaries, i. e. between i and k where i

is supposed to be orientated as j. If cell k is similarly oriented as j (i. e. �
jk

= 1 in
Eq. (3.2)), the direction of growth íu

ki
for the cell k is stored since k will grow together

with cell j. Then the loop continues since a boundary between i and kwill not exist if i
re-orients as g

j
. If not, then first the cell l is considered, which is found from equating

the position vectors íji = ílk. Eq. (3.5) is then applied for the combination of cells
i,j,k, l - i. e. if cell l is similarly oriented as j (which is growing into i) and can grow
into cell k in the same direction as j will grow into i. If this cell l is found eligible
to grow into k (i. e. �

lkij
= 1 in Eq. (3.5)) the boundary energy between k and i, after

the latter re-orients into g
j

is added in the next state’s energy as (1*c) ��(g
j
,g

k
) �A

ik
.

If l is not eligible, then the boundary energy is added as �(g
j
,g

k
) �A

ik
. This loop

continues in the same way for all cells k. At the end of this loop, the next state’s
energy for cell j growing into i is calculated and substituted in Eq. (3.4) together with
the current state’s energy for cell iwhich was calculated in step 2. If the energy release
is positive then the re-orientation rate is found (see Eq. (3.13)) for cell i re-orienting
as j, by using Eq. (3.9), Eq. (3.8), Eq. (3.4), and íu

r
, íu

ki
≈k : �

jk
= 1 including k= j (as

mentioned the position vectors íu
ki

were stored). If the re-orientation rate of i into g
j

is positive and larger than any other re-orientation rate for cell i then the re-orientation
rate is stored together with the orientation g

j
for the cell i.

• Step 4: Step 3 is done for all cells j that are candidates to re-orient cell i and at the
end one (the faster) re-orientation rate Üf

giôgj
for cell i (if any) is kept along with g

j
.

• Step 5: Steps 2-4 are performed for every interfacial cell i. After all interfacial cells
i are looped and their re-orientation rate is defined the maximum re-orientation rate
Üf
max

at the current time step is found. The time step’s (i. e. incremental simulation
time) value is found as �t= 1_ Üf

max
, for the particular time of the simulation.

• Step 6: The time step �t is added to the simulation’s time and then every cell i is
looped to apply the new re-orientation fraction given in Eq. (3.15). If a cell i has a re-
orientation fraction larger or equal to 1 it transforms (i. e. re-orients) to the favorable
orientation and the re-orientation fraction is set back to zero. The cell i - now oriented
as g

j
- is then stored in order to recalculate the relevant interfacial cells.
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• Step 7: The neighbours of every i cell that re-oriented at the current time step are
found and added to the structure of interfacial cells. The procedure from step 1 starts
again.
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3.4. TEST SIMULATIONS - GRID EFFECTS

3.4.1. PURPOSE AND INPUT

CA algorithms for grain growth simulations contain grid e�ects due to the boundary energy
being dependent on the angle between the grain boundary and the reference system - like-
wise, the surface energy depends on the crystallographic plane [33, 34]. Detailed analyses
on the extent of this e�ect when di�erent grid settings are used to apply the MC method
have been performed by Anderson et al. [5], Holm and Battaile [14], Holm E. [35] - see also
the reviews by Rollett and Manohar [36] and Rollett [37]. Although the present algorithm
is in practice very similar to the MC method, it is necessary to investigate the di�erent grid
settings for two reasons:

• Although certain grid types have been established as acceptable when used within the
MC method [35–37], the boundary energy is still dependent on the boundary orien-
tation (with respect to the horizontal axis). Hence, a simulation may still incorporate
grid artifacts even when acceptable grid settings are used.

• In the present method, the assumption explained in Eq. (3.5) and illustrated in Figs. 3.1
and 3.2 is also sensitive to the boundary orientation. Therefore an investigation for
how the value of c a�ects the boundary energy anisotropy is necessary.

This section reviews the evolution of grain growth simulations for di�erent grids and set-
tings in simple cases, i. e. bicrystal RVEs and triple junctions as well in a polycrystal RVE.
The thermodynamic and kinetic parameters are shown in Table 3.1, although it should be
clarified that as the present simulations are meant to investigate the extent of modeling arti-
facts and the kinetic outcome, accurate values are not necessary to obtain meaningful results.
The same applies to the crystal structure, i. e. in this chapter it does not matter whether grain
growth takes place in austenite or ferrite, which is why, besides the polycrystal RVE (which
is actually a strain-free ferritic microstructure measured by EBSD) all other tests are done
by simulations at 1000 ˝C. It should also be clarified, that in accord with the determinis-
tic CA transformation rules, the temperature only a�ects the connection between real time
and simulation time steps. In other words, the tests presented here are not sensitive to the
temperature with regard to the purpose for which they were performed.

Table 3.1: Input parameters used in test simulations.

Quantity Value Description

Qg 140 kJ_mol activation energy for boundary migration

M0 2.84 �10*6 m4_Js pre-exponential factor of HAGBs mobility

�HAGB 0.5 J_m2 the energy per unit area of a HAGB



3.4. TEST SIMULATIONS - GRID EFFECTS

3

47

3.4.2. SIMULATIONS WITH PERIODIC BOUNDARY CONDITIONS: BICRYS-
TAL AND TRICRYSTAL

In this section the algorithm is applied to a bicrystal and a triple junction. In all simulations
within this section, periodic boundary conditions are considered. In other words, a cell
contacting the RVE’s edge can migrate toward any of its neighbours, including the boundary
cells located at the opposite edge, i. e. cells located symmetrically (at principal axes x,y,z)
with respect to the RVE’s center.

BICRYSTAL

As shown in Figs. 3.6 to 3.8 grain 1 grows towards the center of curvature indicated by the
boundary. The parameter c a�ects the kinetics such that a higher value for c makes the grain
growth faster. As a consequence, for the same number of simulation steps, less time has
passed. This is because the driving force is ascending with c.
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(b)	c = 0.5: 250	steps	 ' = 44 s (c)	c = 0.5: 500	steps	 ' = 87 s (d)	c = 0.5: 1000	steps	 ' = 179 s

(e)	c = 0.7: 250	steps	 ' = 34 s (f)	c = 0.7: 500	steps	 ' = 63 s (g)	c = 0.7: 1000	steps	 ' = 118 s

(h)	c = 1.0: 250	steps	 ' = 22 s (i)	c = 1.0: 500	steps	 ' = 43 s (j)	c = 1.0: 1000	steps	 ' = 83 s

(a)	0 steps	 ' = 0 s20 μm

#!

#"

Figure 3.6: Bicrystal RVE at 1000 ˝C simulated in Sq(1,1): The maps show the evolution at (a) 0 time steps - 0 s
(b) 250 time steps for c = 0.5 (c) 500 time steps for c = 0.5 (d) 1000 time steps for c = 0.5 (e) 250 time steps for
c = 0.7 (f) 500 time steps for c = 0.7 (g) 1000 time steps for c = 0.7 (h) 250 time steps for c = 1.0 (i) 500 time steps
for c = 1.0 and (j) 1000 time steps for c = 1.0.
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(b)	c = 0.5: 250	steps	 ' = 18 s (c)	c = 0.5: 500	steps	 ' = 37 s (d)	c = 0.5: 1000	steps	 ' = 73 s

(e)	c = 0.7: 250	steps	 ' = 15 s (f)	c = 0.7: 500	steps	 ' = 31 s (g)	c = 0.7: 1000	steps	 ' = 64 s

(h)	c = 1.0: 250	steps	 ' = 13 s (i)	c = 1.0: 500	steps	 ' = 28 s (j)	c = 1.0: 1000	steps	 ' = 56 s

(a)	0 steps	 ' = 0 s

!!

!"

20 μm

Figure 3.7: Bicrystal RVE at 1000 ˝C simulated in Hex(1,1): The maps show the evolution at (a) 0 time steps -
0 s (b) 250 time steps for c = 0.5 (c) 500 time steps for c = 0.5 (d) 1000 time steps for c = 0.5 (e) 250 time steps
for c = 0.7 (f) 500 time steps for c = 0.7 (g) 1000 time steps for c = 0.7 (h) 250 time steps for c = 1.0 (i) 500 time
steps for c = 1.0 and (j) 1000 time steps for c = 1.0.



3

50 3. BOUNDARY ENERGY-DRIVEN GRAIN GROWTH - MODEL DESCRIPTION AND TESTS

(b)	c = 0.5: 250	steps	 ' = 28 s (c)	c = 0.5: 500	steps	 ' = 56 s (d)	c = 0.5: 1000	steps	 ' = 115 s

(e)	c = 0.7: 250	steps	 ' = 23 s (f)	c = 0.7: 500	steps	 ' = 45 s (g)	c = 0.7: 1000	steps	 ' = 90 s

(h)	c = 1.0: 250	steps	 ' = 17 s (i)	c = 1.0: 500	steps	 ' = 34 s (j)	c = 1.0: 1000	steps	 ' = 71 s

(a)	0 steps	 ' = 0 s20 μm

#!

#"

Figure 3.8: Bicrystal RVE at 1000 ˝C simulated in Sq(1,2): The maps show the evolution at (a) 0 time steps - 0 s
(b) 250 time steps for c = 0.5 (c) 500 time steps for c = 0.5 (d) 1000 time steps for c = 0.5 (e) 250 time steps for
c = 0.7 (f) 500 time steps for c = 0.7 (g) 1000 time steps for c = 0.7 (h) 250 time steps for c = 1.0 (i) 500 time steps
for c = 1.0 and (j) 1000 time steps for c = 1.0.

TRIPLE JUNCTION

Fig. 3.9, Fig. 3.10, and Fig. 3.11 show the grain growth evolution in Sq(1,1), Hex(1,1), and
Sq(1,2) respectively, when the RVE includes a triple junction.
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(b)	c = 0.5: 50	steps	 ' = 10 s (c)	c = 0.5: 250	steps	 ' = 48 s (d)	c = 0.5: 500	steps	 ' = 99 s

(e)	c = 0.7: 50	steps	 ' = 6 s (f)	c = 0.7: 250	steps	 ' = 29 s (g)	c = 0.7: finished	before	500	steps	

(h)	c = 1.0: 50	steps	 ' = 4 s (i)	c = 1.0: 250	steps	 ' = 22 s (j)	c = 1.0: finished	before	500	steps	

(a)	0 steps	 ' = 0 s

!!

!"

!#

20 μm

Figure 3.9: Tricrystal RVE at 1000 ˝C simulated in Sq(1,1): The maps show the evolution at (a) 0 time steps -
0 s (b) 50 time steps for c = 0.5 (c) 250 time steps for c = 0.5 (d) 500 time steps for c = 0.5 (e) 50 time steps for
c = 0.7 (f) 250 time steps for c = 0.7 (g) 500 time steps for c = 0.7 (h) 50 time steps for c = 1.0 (i) 250 time steps
for c = 1.0 and (j) 500 time steps for c = 1.0.
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(b)	c = 0.5: 50	steps	 ' = 3 s (c)	c = 0.5: 250	steps	 ' = 21 s (d)	c = 0.5: 500	steps	 ' = 43 s

(e)	c = 0.7: 50	steps	 ' = 3 s (f)	c = 0.7: 250	steps	 ' = 17 s (g)	c = 0.7: finished	before	500	steps	

(h)	c = 1.0: 50	steps	 ' = 2 s (i)	c = 1.0: 250	steps	 ' = 15 s (j)	c = 1.0: finished	before	500	steps	

(a)	0 steps	 ' = 0 s

!!

!"

!#

20 μm

Figure 3.10: Tricrystal RVE at 1000 ˝C simulated in Hex(1,1): The maps show the evolution at (a) 0 time steps -
0 s (b) 50 time steps for c = 0.5 (c) 250 time steps for c = 0.5 (d) 500 time steps for c = 0.5 (e) 50 time steps for
c = 0.7 (f) 250 time steps for c = 0.7 (g) 500 time steps for c = 0.7 (h) 50 time steps for c = 1.0 (i) 250 time steps
for c = 1.0 and (j) 500 time steps for c = 1.0.
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(b)	c = 0.5: 50	steps	 ' = 6 s (c)	c = 0.5: 250	steps	 ' = 32 s (d)	c = 0.5: finished	before	500	steps			

(e)	c = 0.7: 50	steps	 ' = 5 s (f)	c = 0.7: 250	steps	 ' = 26 s (g)	c = 0.7: finished	before	500	steps	

(h)	c = 1.0: 50	steps	 ' = 4 s (i)	c = 1.0: 250	steps	 ' = 21 s (j)	c = 1.0: finished	before	500	steps	

(a)	0 steps	 ' = 0 s

!!

!"

20 μm

!#

Figure 3.11: Tricrystal RVE at 1000 ˝C simulated in Sq(1,2): The maps show the evolution at (a) 0 time steps -
0 s (b) 50 time steps for c = 0.5 (c) 250 time steps for c = 0.5 (d) 500 time steps for c = 0.5 (e) 50 time steps for
c = 0.7 (f) 250 time steps for c = 0.7 (g) 500 time steps for c = 0.7 (h) 50 time steps for c = 1.0 (i) 250 time steps
for c = 1.0 and (j) 500 time steps for c = 1.0.
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(a)	9 (b)	9 + )9 (c)	Energy	release

boundary

Figure 3.12: Example of energy states calculation in grid Sq(1,1) for c = 0.5. The maps show the evolution at (a)
the current state (b) the next state (c) the energy release.

As shown in Figs. 3.9 to 3.11, in the presence of a triple junction, the grain that dominates
is indicated also by the angle at the triple junction. In this case, the pink grain comprises
the largest angle and hence grows at the expense of the other two. However, Fig. 3.9d shows
that in the case Sq(1,1), when c = 0.5 this does not happen. Rather, the boundaries attain
stability when they become straight and further grain growth is inhibited. This is because in
such a grid (i. e. Fig. 3.9), for c = 0.5, the two pink cells in the triple junction cannot grow
into the two adjacent dissimilar cells, since the driving force there will be equal to 0. For
larger values of c, there is a driving force for the boundaries comprising the triple junction.
This is explained in Fig. 3.12, where a triple junction is studied locally. It would be expected
that the grain that comprises the larger angle, namely g27, would grow. However, as shown
in Fig. 3.12c, the value of c needs to be larger than 0.5 to yield a positive driving force.

3.4.3. BICRYSTAL WITH RESTRICTED BOUNDARIES

This section reviews the grain growth simulations when periodic boundary conditions are
disabled. Hence, the equilibrium configuration of the grain boundary is predefined by the
pinned regions that lie in the RVE’s edges.

Fig. 3.13, Fig. 3.14, and Fig. 3.15 show the grain growth evolution for di�erent grid-
related settings, in a bicrystal RVE where the boundary is expected to stabilize at around
*30° to the horizontal axis. As shown in Figs. 3.14 and 3.15, when the boundary is confined
by two stable configurations, its curvature will gradually decrease, until a straight boundary
is reached. In Hex(1,1) and Sq(1,2), the boundary becomes straight, regardless of the chosen
value of c. However, this is not the case for Fig. 3.13 where it is clear that the grid a�ects the
simulations insofar as the grain boundary stabilizes without being truly straight. Moreover,
there is no value for c that enables the simulation in Sq(1,1) to indeed result in a straight
boundary.
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(b)	c = 0.5: 1000	steps	 ' = 192 s (c)	c = 0.5: 4000	steps	 ' = 785 s (d)	c = 0.5: 8000	steps	 ' = 1723 s

(e)	c = 0.7: 1000	steps	 ' = 136 s (f)	c = 0.7: 4000	steps	(' = 551 s) (g)	c = 0.7: 8000	steps	 ' = 1279 s

(h)	c = 1.0: 1000	steps	 ' = 93 s (i)	c = 1.0: 4000	steps	 ' = 379 s (j)	c = 1.0: 8000	steps	 ' = 898 s

(a)	0 steps	 ' = 0 s

≈ 30°

pinned

pinned

20 μm

&!

&"

Figure 3.13: Bicrystal RVE at 1000 ˝C simulated in Sq(1,1) with confined boundary. The maps show the evolution
at (a) 0 time steps - 0 s (b) 1000 time steps for c = 0.5 (c) 4000 time steps for c = 0.5 (d) 8000 time steps for c = 0.5
(e) 1000 time steps for c = 0.7 (f) 4000 time steps for c = 0.7 (g) 8000 time steps for c = 0.7 (h) 1000 time steps
for c = 1.0 (i) 4000 time steps for c = 1.0 and (j) 8000 time steps for c = 1.0.
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(b)	c = 0.5: 1000	steps	 ' = 86 s (c)	c = 0.5: 4000	steps	 ' = 343 s (d)	c = 0.5: 8000	steps	 ' = 687 s

(e)	c = 0.7: 1000	steps	 ' = 74 s (f)	c = 0.7: 4000	steps	 ' = 296 s (g)	c = 0.7: 8000	steps	 ' = 579 s

(h)	c = 1.0: 1000	steps	 ' = 67 s (i)	c = 1.0: 4000	steps	 ' = 255 s (j)	c = 1.0: 8000	steps	 ' = 494 s

(a)	0 steps	 ' = 0 s

pinned

≈ 30°≈ 30°
pinned

%!

%"

20 μm

Figure 3.14: Bicrystal RVE at 1000 ˝C simulated in Hex(1,1) with confined boundary. The maps show the evolu-
tion at (a) 0 time steps - 0 s (b) 1000 time steps for c = 0.5 (c) 4000 time steps for c = 0.5 (d) 8000 time steps for
c = 0.5 (e) 1000 time steps for c = 0.7 (f) 4000 time steps for c = 0.7 (g) 8000 time steps for c = 0.7 (h) 1000 time
steps for c = 1.0 (i) 4000 time steps for c = 1.0 and (j) 8000 time steps for c = 1.0.
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pinned

(b)	c = 0.5: 1000	steps	 ' = 127 s (c)	c = 0.5: 4000	steps	 ' = 493 s (d)	c = 0.5: 8000	steps	 ' = 970 s

(e)	c = 0.7: 1000	steps	 ' = 100 s (f)	c = 0.7: 4000	steps	 ' = 377 s (g)	c = 0.7: 8000	steps	 ' = 742 s

(h)	c = 1.0: 1000	steps	 ' = 76 s (i)	c = 1.0: 4000	steps	 ' = 285 s (j)	c = 1.0: 8000	steps	 ' = 559 s

(a)	0 steps	 ' = 0 s

≈ 30°

pinned

20 μm

&!

&"

Figure 3.15: Bicrystal RVE at 1000 ˝C simulated in Sq(1,2) with confined boundary. The maps show the evolution
at (a) 0 time steps - 0 s (b) 1000 time steps for c = 0.5 (c) 4000 time steps for c = 0.5 (d) 8000 time steps for c = 0.5
(e) 1000 time steps for c = 0.7 (f) 4000 time steps for c = 0.7 (g) 8000 time steps for c = 0.7 (h) 1000 time steps
for c = 1.0 (i) 4000 time steps for c = 1.0 and (j) 8000 time steps for c = 1.0.

3.4.4. POLYCRYSTAL

To examine the grain growth evolution in this approach, the algorithm was applied to a
2D microstructure, which consists of randomly oriented and almost equiaxed grains. The
microstructure was obtained by performing EBSD analysis on the hot-rolled state of an IF-
steel, where the grains are strain-free due to the preceded austenite-to-ferrite transformation
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1.
The input RVE was then created, by preserving the grains’ morphology from the real

microstructure, yet the crystallographic orientations were re-assigned to each grain such that
the microstructure is characterized by random crystallographic texture.

Fig. 3.16 shows the microstructure simulated at 1000 time steps, using Sq(1,1), for
c = {0.5,0.7,1}. As is shown, these simulations exhibit a distinct sensitivity of the mi-
crostructural morphology with respect to the value of c. A high density of boundaries with
angles (to the horizontal axis) around 0° and 90° is observed when c = 0.5. This happens
here due to the stability of triple junctions, which was explained in Section 3.4.2. However,
by increasing the value of c and particularly when c = 1 the prevalent boundaries seem to
be oriented 45° to the horizontal axis. Similar grid e�ects - i. e. either a high frequency of
0° and 90° boundaries or a predominance of 45° boundaries - have been observed when the
Sq(1,1) grid is used for the MC algorithm [5, 14, 35, 38].

Less pronounced grid e�ects in Sq(1,1) seem to correspond to c = 0.7 where apparently
the distribution of boundary orientations is more uniform. However, as shown earlier in
Section 3.4.3, the limited options of boundary orientations in Sq(1,1) that allow a straight
boundary to be reached already contain major grid artifacts. Hence, the apparently reason-
able grain growth simulation seen for c = 0.7 is attributed to an apparent balance between
decreasing the energy at triple junctions and grain boundaries. Fig. 3.17 shows the mi-
crostructure simulated at 1000 time steps, using Hex(1,1), for c = {0.5,0.7,1}. As shown
here, neither high density in specific boundary orientations nor a high sensitivity of the latter
to the value of c is observed. The same concerns Sq(1,2) that is presented in Fig. 3.18.

Altogether, the analysis regarding grid artifacts reveals that Hex(1,1) and Sq(1,2) are
appropriate grids for grain growth simulations in 2D. On the other hand, Sq(1,1) has al-
ready shown various drawbacks upon incorporating the analytical expressions due to the
anisotropy of the boundary energy at di�erent boundary angles to the horizontal axis. Al-
though the algorithm contains some features which di�er from the MC method for grain
growth simulations, the above conclusions are in compliance with the ones reported in [35–
37].

1Further details on the heat treatment, composition, etc. are not discussed here because they are not necessary to
obtain meaningful results. The EBSD analysis on this material was only performed to obtain a microstructure
where the grains are strain-free and hence only grain growth occurs. As explained later, each grain’s crystallo-
graphic orientation was re-assigned such that the RVE would be characterized by random texture.
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(b)	c = 0.5: 1000 steps
( = 3247 s , +̅ = 46.5 μm

(c)	c = 0.7: 1000 steps
( = 2986 s , +̅ = 61.6 μm

(d)	c = 1.0: 1000 steps
( = 2694 s , +̅ = 59.2 μm

(a)	0 steps,	+̅ = 39.5 μm

200 μm RD

ND
IPF	//ND boundaries	# ≥ 5°

Figure 3.16: Polycrystal RVE at 800 ˝C simulated in Sq(1,1) shown at (a) 0 time steps (b) 1000 time steps - for
c = 0.5 (c) 1000 time steps for c = 0.7 (d) 1000 time steps for c = 1.0.

200 μm

(a)	0 steps,	#̅ = 39.7 μm (c)	c = 0.7: 1000 steps
, = 1895 s , #̅ = 64.8 μm

(b)	c = 0.5: 1000 steps
, = 1989 s , #̅ = 59.3 μm

(d)	c = 1.0: 1000 steps
, = 1779 s , #̅ = 67.6 μm

RD

ND
IPF	//ND boundaries	# ≥ 5°

Figure 3.17: Polycrystal RVE at 800 ˝C simulated in grid Hex(1,1) shown at (a) 0 time steps (b) 1000 time steps
- for c = 0.5 (c) 1000 time steps for c = 0.7 (d) 1000 time steps for c = 1.0.
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(b)	c = 0.5: 1000 steps
( = 3283 s , +̅ = 68.8 μm

(c)	c = 0.7: 1000 steps
( = 2489 s , +̅ = 70.2 μm

(d)	c = 1.0: 1000 steps
( = 2352 s , +̅ = 76.7 μm

(a)	0 steps,	+̅ = 39.5 μm

200 μm RD

ND
IPF	//ND boundaries	# ≥ 5°

Figure 3.18: Polycrystal RVE at 800 ˝C simulated in grid Sq(1,2) shown at (a) 0 time steps (b) 1000 time steps -
for c = 0.5 (c) 1000 time steps for c = 0.7 (d) 1000 time steps for c = 1.0.

3.5. 3D SIMULATIONS

3.5.1. DESCRIPTION

The extension of the model in 3D is done by including the perpendicular direction in the
Sq(1,2) grid, which as shown in the previous sections and in [35–37] is appropriate for grain
growth simulations. Therefore a cell i has 26 j neighbours, such that:

• 6 boundaries are of area A
ij
= 0.52 � �xCA � �xCA and the force at each boundary is
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• 8 boundaries are of area A
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= 0.52 � 1̆
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3.5.2. TEST SIMULATION IN 3D

The applicability of the Cub(2,2) grid is examined here using a bicrystal RVE where the
embedded grain is a sphere. Fig. 3.19 shows the simulated grains at 1000 simulation steps,
using the Cub(2,2) grid, for the values of c = 0.5, c = 0.7, and c = 1. The grain in the center
is a sphere and it is plotted in the three (Cartesian) cross-sections that include its center. As
expected, at a certain time step, di�erences between the cross-sections xy, xz and yz are not
significant.
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(a)	0 steps	 " = 0 s

!!

!"
20 μm x

y
x

z
y

z

(b)	c = 0.5:	250	steps	 " = 14 s

(c)	c = 0.7:	250	steps	 " = 10 s

(d)	c = 1.0:	250	steps	 " = 7 s

Figure 3.19: Bicrystal RVE at 1000 ˝C in Cub(2,2): The maps show the xy, xz and yz (middle) cross sections at
(a) 0 time steps - 0 s (b) 250 time steps for c = 0.5 (c) 250 time steps for c = 0.7 (d) 250 time steps for c = 1.0.
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3.6. TEST SIMULATIONS - KINETICS

In this section, the grain growth evolution is presented and discussed regarding the kinet-
ics. Only the grids that are not significantly a�ected by grid artifacts are used here - namely
Hex(1,1) and Sq(1,2) in 2D and Cub(2,2) in 3D. More specifically, we investigate the shrink-
age evolution of a spherical/circular grain embedded in another grain, i. e. for Cub(2,2) the
RVE is shown in Fig. 3.19. The RVEs used in Hex(1,1), Sq(1,2) correspond to the middle
cross-section (e. g. xy) of the 3D RVE shown in Fig. 3.19.

3.6.1. EFFECTS OF GRID-SPACING - RESOLUTION

Here we study the dependence of the CA’s kinetic evolution on the grid-spacing/resolution
that is used. For each grid, the RVE was remeshed in various values of �xCA, ranging from
0.5 µm* 2 µm, while preserving the physical size of the grains, i. e. the number of cells
describing the RVE changes accordingly such that the length scale does not change.

Figs. 3.20 to 3.22 show the diameter of the embedded circular/spherical grain, simulated
at di�erent RVEs for Hex(1,1), Sq(1,2) and Cub(2,2), respectively. The figures correspond
to c = 0.7 - because the insights obtained for c = 0.5, c = 1.0 are similar. As is shown, there
are no significant di�erences upon changing the grid spacing/resolution that is used.

From the model description, it is clear that the kinetic outcome is not dependent on the
grid-spacing. This is because the rate at which a cell reorients (Eq. (3.13)) is proportional
to the square of the migrating boundaries’ area per volume. Hence, the re-orientation rate is
always inversely proportional to the power of the grid spacing - for both 2D and 3D grids.
This is important because it complies with the constant area reduction rate incorporated in
the theory of curvature-driven grain coarsening explained by Mullins [39], Von Neumann,
J. [40], and substantiated in both 2D and 3D grain growth descriptions - e. g. by Anderson
et al. [5], Shvindlerman et al. [41], Hillert [42], Palmer et al. [43], Hilgenfeldt et al. [44].

As for the e�ects of the RVE’s resolution (i. e. number of cells) on the kinetics, this
cannot be assessed from the model description. Changing the number of cells describ-
ing an RVE can lead to either an overestimation or to an underestimation of the kinetics.
Hence, Figs. 3.20 to 3.22 are particularly insightful in this view. It is shown that the most
pronounced variations on the simulated grain diameter characterize the range of coarser res-
olutions. Oppositely, for finer RVEs, an incremental change in the resolution yields smaller
di�erences in the predicted grain diameter, in comparison to that of coarser RVEs, i. e. the
predicted values converge. Altogether, it is concluded that the grid-spacing/resolution de-
pendency is minor.
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Figure 3.20: Dependency of grain growth kinetics on resolution and grid-spacing in Hex(1,1) the simulations are
done using c = 0.7 at 1000 ˝C. The grain diameter is shown for the embedded circular grain at di�erent times as a
function of the resolution/grid-spacing.

Figure 3.21: Dependency of grain growth kinetics on resolution and grid-spacing in Sq(1,2): the simulations are
done using c = 0.7 at 1000 ˝C. The grain diameter is shown for the embedded circular grain at di�erent times as a
function of the resolution/grid-spacing.
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Figure 3.22: Dependency of grain growth kinetics on resolution and grid-spacing in Cub(2,2): the simulations are
done using c = 0.7 at 1000 ˝C. The grain diameter is shown for the embedded spherical grain at di�erent times as
a function of the resolution/grid-spacing.

3.6.2. SHRINKAGE RATE - SPHERE AND CIRCLE

The shrinkage evolution of the spherical grain is shown in Fig. 3.25 for Cub(2,2), and of
the circular grain in Fig. 3.24 and Fig. 3.23 for Sq(1,2) and Hex(1,1), respectively. The
simulated values are fitted with the theoretical expression of ideal grain growth developed
by Smith [45, 46] and Burke and Turnbull [31] where the time evolution of the diameter of
a grain enclosed by a boundary with constant curvature is equal to:

d
2 = d

2
0 +k � t (3.16)

where d
2
0 is the grain diameter at the initial state, i. e. t= 0 s.
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Figure 3.23: Shrinkage evolution at 1000 ˝C for the circular grain in Hex(1,1): The kinetics are evaluated for
c = 0.5, c = 0.7 and c = 1.0. The simulated data are fitted with the theoretical analytical expression for ideal grain
growth.

Figure 3.24: Shrinkage evolution at 1000 ˝C for the circular grain in Sq(1,2): The kinetics are evaluated for c = 0.5,
c = 0.7 and c = 1.0. The simulated data are fitted with the theoretical analytical expression for ideal grain growth.
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Figure 3.25: Shrinkage evolution at 1000 ˝C for the spherical grain in Cub(2,2): The kinetics are evaluated for
c = 0.5, c = 0.7 and c = 1.0. The simulated data are fitted with the theoretical analytical expression for ideal grain
growth.

As is shown in Fig. 3.25, Fig. 3.24 and Fig. 3.23 the parabolic relationship between time
and grain diameter is confirmed for all simulations. The value of c, as expected, a�ects the
kinetics by increasing the value of k, thus indicating faster shrinkage. The simulated data fit
well the theoretical expression of grain growth which confirms that indeed the grain’s area
reduces with constant rate in both 2D and 3D descriptions [5, 31, 36, 39–42, 45–47].

3.6.3. SCALING GRID-RELATED KINETICS

Table 3.2 summarizes the kinetics for ideal grain growth in the investigated grids from the
analysis performed in Section 3.6.2.
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Table 3.2: Kinetics in 2D (circle) and 3D (sphere) simulation of grain shrinkage at 1000 ˝C.

Time steps required Physical time required [s] kgrid [µm2_s]

Hex(1,1) and c = 0.5 740 61.2 31.7

Sq(1,2) and c = 0.5 453 58.5 33.1

Cub(2,2) and c = 0.5 339 20.5 94.4

Hex(1,1) and c = 0.7 665 46.3 42

Sq(1,2) and c = 0.7 459 45.4 41.5

Cub(2,2) and c = 0.7 330 14.3 135.6

Hex(1,1) and c = 1.0 600 36.1 52.7

Sq(1,2) and c = 1.0 423 32.7 58.1

Cub(2,2) and c = 1.0 317 9.95 202.6

Regarding the value of k
grid

between di�erent grid settings, it is clear that Hex(1,1)
and Sq(1,2) give close results (for the same value of c), whereas a 3D curvature-driven
simulation amounts to faster shrinking compared to 2D simulations. There are two main
reasons for this:

• Unless a grain boundary in 3D would have curvature in only two dimensions (e. g.
cylinder) the energy release and hence driving force in the CA is underestimated in a
2D grid.

• The number of cells growing into the adjacent dissimilar cells is higher in the Cub(2,2)
than in the Sq(1,2) grid. Hence the re-orientation rate for a cell is higher in the 3D.

While the first explanation is expected from analytical theory, i. e. the driving force is larger
in a spherical grain compared to a cylindrical, the second is only related to the di�erent grid-
settings. Nevertheless, the grid-related di�erences in the kinetic outcome can be compen-
sated by introducing a coe�cient � per grid, multiplying the re-orientation rate in Eq. (3.13)
such that the kinetic evolution is irrespective of the grid used. In particular, Eq. (3.13) is
modified such that the re-orientation rate of a cell i is:

Üf
giôgj

= �
grid

�M
giôgj

�

y

x

x

x

w

…

ur=x,y,z

H

…

k

�
kj
�ÛÛ
Û

íF
ik,giôgj

� íu
r

Û

Û

Û

I2

_V
i

(3.17)

and for each set of grid-settings �
grid

should be such that the simulation’s kinetics are the
same in all (grid) sets.

To do this, we will consider a reference/theoretical value k
th

. We assume that k
th

cor-
responds to the kinetics of the actual thermally activated atomic jumps toward the planar
boundary (short-range self-di�usion) explained by Turnbull [30]. The driving force �G

th

is equal to 2��_D in 2D and 4��_D in 3D2 as explained by Burke and Turnbull [31]. In this

2From �G = )E

)r
� 1
A

where E is the energy release, r is the grain radius and A is the boundary area.
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case, we get k
th
= 16 �M � � for 3G shrinkage and k

th
= 8 �M � � for 2D3. Using the values

presented in Table 3.1 we can find k
th

at the present temperature (here 1000 ˝C).
Let �

grid
be the ratio of the theoretical (atomic scale) k

th
and the fitted values of k per

grid, i. e. k
grid

. Then �
grid

is a factor - constant for each grid - that when multiplying the
re-orientation rate of Eq. (3.13), the kinetics relate to the actual atomic motion required
for boundary migration. In other words, the input data M0,Qg

,� correspond to the actual
quantities describing curvature-driven grain boundary migration via self-di�usion toward
(and perpendicular to) the planar boundary. Table 3.3 summarizes the values of �

grid
that

are found for each grid. It should be clarified that �
grid

relates to the configuration of the
grid and not to the grid spacing or the temperature, as the latter are already considered in
the re-orientation rate.

Table 3.3: Kinetic factor �grid evaluated per grid.

Simulated kgrid [µm2_s] kth [µm2_s] Grid factor �grid = kth_kgrid
Hex(1,1) and c = 0.5 31.7 20.7 0.65

Sq(1,2) and c = 0.5 33.1 20.7 0.62

Cub(2,2) and c = 0.5 94.4 41.4 0.44

Hex(1,1) and c = 0.7 42.0 20.7 0.49

Sq(1,2) and c = 0.7 41.5 20.7 0.50

Cub(2,2) and c = 0.7 135.6 41.4 0.30

Hex(1,1) and c = 1.0 52.7 20.7 0.39

Sq(1,2) and c = 1.0 58.1 20.7 0.36

Cub(2,2) and c = 1.0 202.6 41.4 0.20

3.7. COMPARISON WITH THE MC-POTTS KINETICS PROBA-
BILISTIC CA METHOD

Owing to the resemblance between the present CA method and the probabilistic MC-Potts
CA method, this section reviews and clarifies which similarities and di�erences are expected
between the present CA and the probabilistic MC-Potts CA method. Since the present CA
model considers the energy change associated with a cell’s surrounding boundaries prior
to and after its re-orientation, it is clear that although it operates based on deterministic
transformation rules, in practice, it is expected to simulate phenomena more or less like
the full-field probabilistic MC-Potts model for grain coarsening. This is of course why the
outcome of the tests performed here is very similar to the reported results when using the
MC Potts-kinetics grain coarsening algorithm. However, due to the inherent di�erences
between a deterministic description and a probabilistic MC Potts-kinetics approach, it is
still expected that there should be some di�erences between the two models.

3These are found upon integrating the theoretical expression dr

dt
=M ��G.
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The first di�erence is the switching cell sequence, which in the MC-Potts method takes
place sequentially whereas here (as also in any other deterministic model) it is simultaneous
for all cells. However, this is not expected to have any further implications on either normal
grain coarsening or recrystallization simulations.

The second di�erence is due to the inherent relationships that each computational tech-
nique incorporates with the physical processes. More specifically, in the MC-Potts method,
the successful cell switches depend on the comparison between a randomly generated num-
ber and a probability. Whether this probability depends on the driving force together with
only global quantities such as the temperature, e. g. statistical distributions derived from
Glauber [48] and Metropolis et al. [49], or it is scaled by considering additional local char-
acteristics such as the boundary mobility or mobility-related quantities, e. g. Mehnert and
Klimanek [8], Raabe [11], Safran et al. [13], Holm et al. [50], a part of the decision rule for
switching a cell is still random and strongly dependent on the temperature. Of course, when
it comes to grain coarsening, this is not something that requires further consideration, as
long as the MC temperature is su�ciently high to avoid considerable grid-related artifacts
associated with the boundary energy anisotropy [35–37, 51].

However, when approaching recrystallization as the selective growth of material vol-
umes, it is not yet entirely clear whether a probabilistic framework is equivalent to a deter-
ministic one. This is because a part of the competition between subgrains, which is crucial
especially in the early stages of annealing, may be also associated with its “luck”. The latter
can be understood if we consider that at the initial stages, among numerous cells with equal
driving force, some neighbourhoods may have more accepted cell switches within succes-
sive simulation time steps, and thus favor the growth of certain subgrains. In other words, the
main di�erence that is expected between the present CA method and the MC-Potts model is
that in a subgrain growth simulation of 5,000,000 material elements, the subgrains that nu-
cleate and grow in the present approach are the ones that were always mobile and favored by
the energy release, whereas in the MC method it is possible that these were also somewhat
“lucky”. It should be clarified, that this does not highlight a weakness of the MC method,
since indeed atomic fluctuations do exist. It does indicate a potential di�erence between the
present method and the MC-Potts CA method, which would nonetheless need to be con-
sidered upon interpreting the simulation results, particularly in the context of preferential
growth and orientation selection.

3.8. CONCLUSIONS

A CA algorithm for boundary energy-driven grain/subgrain growth based on determinis-
tic transformation rules was presented. This method was developed in order to overcome
challenges when simulating subgrain/grain coarsening at the scale where the elementary
volumes are close to (or equal to/larger than, depending on the resolution) the actual sub-
grain size. And this method is indeed used later - in all subsequent chapters - for simulating
recrystallization related phenomena. In this chapter, however, only the description of the
method and its applicability in modeling (normal) grain coarsening phenomena was pre-
sented and discussed. This is because it is necessary to test the algorithm regarding its
applicability and physical relevance to the boundary motion resulting from diminishing the
boundary energy. Such assessments can only be done on well-understood phenomena with
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regard to the expected outcome, for example normal grain growth and pure curvature-driven
coarsening, and hence in this chapter we only dealt with such simple examples.

In particular, several simulations were performed in 2D and 3D grids. The RVEs used
for this purpose varied from simple bicrystal and tricrystal examples to a polycrystal mi-
crostructure of random crystallographic texture. The following conclusions were made:

• In terms of grid artifacts (boundary energy anisotropy), Hex(1,1), Sq(1,2) and Cub(2,2)
discretizations are appropriate for curvature-driven simulations, regardless of the value
of c - at least ≈c À [0.5,1]. Oppositely, the simulations in Sq(1,1) exhibit major grid
e�ects. Also, these e�ects are significantly sensitive to the value of c.

• The simulated curvature-driven kinetics in ideal circular/spherical grains are in com-
pliance with the analytical description of ideal grain growth. In particular, the shrink-
age of a sphere/circle in Hex(1,1), Sq(1,2) and Cub(2,2) grid evolves according to the
theoretical power law.

• The kinetic outcome was found to be independent of the grid spacing used to describe
an RVE - of course, as long as the remeshing is done accordingly so as to preserve
the physical size of the grains.

• For di�erent grid settings, we have summarized the correspondence of the CA’s ki-
netic evolution with the physical description of the curvature-driven boundary migra-
tion rate. Eventually, we defined for all the acceptable grids (and settings) a kinetics-
related factor �

grid
, and reformulated the CA’s kinematic rule such that the simulated

kinetics are independent of the grid (and settings) used. The value of �
grid

for each
grid has been determined here once, and it corresponds to all simulation temperatures
and grid spacings.
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4
SUBSTRUCTURE TOPOLOGY,

DEFORMATION FEATURES AND
RECRYSTALLIZATION IN

IF-STEEL SHEET

A cellular automaton algorithm for boundary energy-driven coarsening is applied to a cold-
rolled interstitial-free steel’s microstructure - obtained through electron backscatter di�rac-
tion (EBSD). The spatial inhomogeneity of the subgrain growth that takes place derives from
the large local variations of subgrain sizes and misorientations that comprise the prior de-
formed state. Additionally, during the simulation certain texture components intensify and
others vanish, which indicates that preferential growth occurs in a fashion that relates to
the crystal orientations’ topology. The study of the early stages of recrystallization (i. e. nu-
cleation) shows that the pre-existing subgrains that eventually recrystallize, exhibit certain
topological characteristics at the prior deformed state. Successful nucleation occurs mostly
for pre-existing subgrains abutting narrow deformation bands and particularly at regions
where the latter intersect.

4.1. INTRODUCTION

4.1.1. MOTIVATION

Recrystallization has been extensively studied in low carbon (LC) and interstitial-free (IF)
steels [2–19]. Besides the experimental work, the topological mesoscopic computation of

Parts of this chapter have been published in [1] by K. Traka, K. Sedighiani, C. Bos, J. Galan Lopez, K. Angenendt,
D. Raabe, and J. Sietsma, Topological aspects responsible for recrystallization evolution in an IF-steel sheet –
Investigation with cellular-automaton simulations, Computational Materials Science 198, 110643 (2021).
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recrystallization-related phenomena has also helped to understand the mechanisms respon-
sible for the microstructural processes that occur [20–29]. Although the origin of recrystal-
lization nuclei in such metals has been well explained by the subgrain formation and growth
mechanism [30–37], the early stages of recrystallization constitute a still unresolved mat-
ter [7]. This is because there are many interacting boundaries and microstructural features
(e. g. deformation bands and grain boundaries) and numerous concurring mechanisms re-
lated to the onset of recrystallization [6, 32]. Hence, it has not been clarified why particular
subgrains evolve into recrystallization nuclei and others do not.

The goal of this work is to study how the local topology contributes to the nucleation
and growth of pre-existing subgrains. Investigating the early stages of recrystallization re-
quires the simulation of the coarsening that occurs in all subgrains simultaneously - see for
example the studies of Holm et al. [34] and Han et al. [38]. Therefore, we simulate recrys-
tallization in a Ti-stabilized IF steel cold-rolled at 77% thickness reduction and we allowed
all pre-existing subgrains to compete in evolving into recrystallized grains. In other words,
nucleation in this work is not artificially imposed but evolves out of the discontinuous com-
petitive subgrain coarsening process, as explained by Humphreys [39]. We use a close cou-
pling to the inherited microstructure and thereby investigate the topological characteristics
that facilitate recrystallization initiation and growth.

4.1.2. RELATIONSHIP BETWEEN INHOMOGENEOUS SUBGRAIN COARSEN-
ING AND RECRYSTALLIZATION

At the mesoscopic scale, recrystallization in highly plastically strained metals is normally
described as a process comprising successive interface phenomena referred to as nucle-
ation and growth. However, it has been well-established that in materials that tend to form
subgrain structures, recrystallization phenomena proceed through a mostly heterogeneous
(sub)grain growth process [6, 9, 10, 15, 30–33, 37–45]. Some of the pre-existing subgrains
grow (while others shrink), gradually accumulate increasing misorientation and/or size rel-
ative to their changing neighborhood, and finally recrystallize.

In this view, recrystallization can be described as a phenomenon that is physically re-
lated to grain coarsening, particularly the one known as discontinuous/abnormal (sub)grain
growth [34, 39]. The restoration process involved in all stages of recrystallization is de-
scribed by the reduction of (sub)boundary energy. Hence, the stored deformation energy is
approximated from the dislocation content at the boundaries - i. e. high angle grain bound-
aries (HAGBs) and geometrically necessary dislocations (GNDs). Although statistically
stored dislocations (SSDs) may highly contribute to the material’s stored energy, metals
characterized by high stacking fault energy (SFE), such as iron and aluminum, form sub-
grain structures usually already during the plastic deformation process. This is due to the
high mobility and cross-slip frequency of the dislocations1. The dominance of subgrain
structures in such metals has been revealed by numerous investigations [3, 9, 10, 46–50]
using transmission electron microscopy (TEM) after cold deformation.

Although the description of recrystallization-related phenomena as a capillary compet-

1Even if the substructure is not fully recovered in the as-deformed state, static recovery will still take place (both
as polygonization [35–37] and dislocation annihilation) in the very early stages of annealing and thereby diminish
the “free” dislocation density.
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itive (sub)grain growth mechanism is an approximation, it nonetheless unifies the stages of
nucleation, recrystallization growth and grain growth into one physics-based framework -
as suggested by Humphreys [39] - and thereby enables their simultaneous computation. The
relevant terminology which we follow in this paper is presented in Table 4.1. We adopt the
terms primarily from [39] and additionally from [3, 34, 40, 41, 51].

The capillary competitive (sub)grain growth modeling approach suggests that the het-
erogeneity in the subgrains’ coarsening stems from the heterogeneous distribution of the
orientation gradients (i. e. GNDs and HAGBs) [34, 39, 52]. These determine the mobil-
ity and the driving force whereby subgrain growth occurs [53–55]. Accumulating enough
mobility (due to increasing misorientation when growing into orientation gradients) and/or
higher driving forces gives an advantage to some subgrains and this is called nucleation
[3, 34, 39, 40, 51]. Hence, although nucleation is not artificially imposed in this work, it
evolves naturally out of the evolving substructure, by the mechanisms known as discontinu-
ous subgrain growth [6] and HAGB bulging [33]. Both nucleation mechanisms are relevant
to the recrystallization of cold-worked IF-steel in the range of 70-80% thickness reduction
[6, 26, 29, 32]. Other possibly relevant mechanisms such as subgrain coalesence [56, 57],
heterogeneous static subgrain formation [58, 59], variations of particle pinning at certain
HAGBs [12, 53, 60–63] are not addressed in this work. Although such processes may con-
tribute to the nucleation and growth of recrystallization by providing a kinetic or energy
advantage to some subgrains, our aim is to investigate the e�ect and spatial variation of the
boundary energy-driven motion.

Table 4.1: Terminology used in the document.

Term Description

Kinetically unstable boundary A boundary which has high mobility, compared to most boundaries
in the microstructure at that time - e. g. in the current application the
term applies to a HAGB.

Thermodynamically unstable boundary A boundary which yields energy release upon an incremental migra-
tion.

Kinetic advantage (of a subgrain or grain) A (sub)grain that continues being surrounded by large angle bound-
aries after initiating recrystallization.

Energy advantage (of a subgrain or grain) A (sub)grain that continues being larger from the subgrains it meets
during its expansion after initiating recrystallization.

Recrystallization nucleation When a subgrain is particularly competitive and has grown enough
so that the recrystallized volume can be clearly distinguished from
the surrounding substructure, it is considered as nucleus.

4.1.3. IMPLEMENTATION AND ASSUMPTIONS IN RELATION TO PREVIOUS
WORKS

Full-field simulations of recrystallization phenomena including the nucleation stage, i. e. by
using a model that operates with kinematic and transformation rules applicable for grain
coarsening phenomena, were introduced e. g. by Humphreys [64] and Holm et al. [34]. By
creating artificial grain/subgrain structures and varying the mobility and sizes of particular



4

80 4. TOPOLOGY AND RECRYSTALLIZATION IN AN IF STEEL SHEET - CA SIMULATIONS

subgrains, Humphreys [64] applied a network (vertex) and Holm et al. [34] the well-known
probabilistic CA algorithm based on the multistate Monte-Carlo (MC) Potts kinetics method,
to explain that growth instability occurs (i. e. recrystallization). Such studies served as the
basis for the full-field modeling of recrystallization in terms of selective grain/subgrain
growth that followed. In particular, using input coming from crystal plasticity (CP) full-
field simulations, or electron backscatter di�raction (EBSD) analyses, Bate [65], Han et al.
[66] and Suwa et al. [52] used (sub)grain coarsening computational techniques such as the
vertex/network method [64], the multi phase-field (MPF) method [67–71] and the determin-
istic CA method [72].

Such simulation studies, focused on the nucleation stage, are very important for their
contribution to our current understanding of the evolution of recrystallization based on the
size/kinetic advantage of subgrains. However, modeling the nucleation stage of recrystal-
lization always requires certain assumptions regarding the relationship between the input de-
formed state and the actual substructure. For example Han et al. [66] assumed an equiaxed
and uniform substructure inside each deformed grain. Bate [65] exploited the von Mises
stress predicted by the (CP) full-field simulation and generated subgrains of size inversely
proportional to the former. A more recent and local description was introduced by Suwa
et al. [52], who assumed that the image quality (IQ) measured at each pixel by EBSD, in-
dicates the stored energy, and therefore each pixel’s IQ gives (qualitatively) the radius of
the subgrain it should belong to. Then, by successively growing the crystal orientation of
pixels into their neighborhood until the theoretical radius was reached, the substructure was
generated. The latter provided a realistic view of the substructure, although the conversion
implies that a part of the heterogeneity characterizing the substructure had to be artificial.
Hence, as explained by Suwa et al. [52] some subgrains energy/kinetic advantage had to be
assumed as a result of heterogeneous static subgrain formation (recovery).

On the other hand, here, the aim is to investigate whether and how recrystallization initi-
ates and evolves, in terms of discontinuous subgrain growth and HAGB bulging. Therefore,
this time the algorithm operates by using the measured EBSD data as the starting deformed
state. In other words, to avoid making an assumption about a uniform and equiaxed sub-
structure (which is also not the case in banded regions for example) in a grain mean-field
level [66] or requiring an assumption on which pixels would belong to the same subgrain
after these would form and grow in the very early stages of annealing [52], we make an-
other assumption: that every crystal orientation measured from the EBSD is either a part of
a subgrain or a subgrain itself. Based on this assumption, we allow all 5,000,000 material
elements to grow and compete, and thenceforth investigate whether and how some of these
were more competitive (i. e. nucleated). To do this, the CA model described in Chapter 3 is
used such that there are no restrictions on the number of cells constituting a subgrain/grain.
The energy advantage of subgrains is still captured, even if each CA cell has a size equal to
(or even larger than) the subgrain’s size.

4.1.4. INPUTS AND RELEVANCE TO THE SUBSTRUCTURE

Regarding the input, an experimentally measured (from EBSD) and highly resolved 2D rep-
resentative volume element (RVE) is used, in which intergranular aspects (e. g. deformation
bands) can be distinguished, and orientation gradients within grains are described. These
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features are distinguished, since, as explained above, the substructure in the RVE is as mea-
sured by EBSD.

The misorientation between adjacent pixels identified by EBSD is attributed to the pres-
ence of dislocations. These incorporate the role of elementary units of inelastic deforma-
tion and hence they carry the deformation energy. At the same time, dislocations are ele-
mentary units of crystallographic misorientation and hence comprise boundaries whereby
(sub)grains can grow. Therefore, the dislocation content identified by EBSD determines
the kinematics (mobility) and the stored energy (driving force) whereby recrystallization is
simulated.

It should be made clear that the EBSD measurement we use, albeit high in resolution -
namely 0.12 s - cannot describe all orientation gradients in the substructure. Typical sub-
grain sizes that have been reported from TEM measurements in cold-rolled IF steels of
70-80% thickness reduction, are found within a range of 0.4*1 µm [2, 73–75]. Hence most
of the subgrain structure can be described with the present resolution, although regions of
very high orientation gradients may still accommodate smaller subgrains.

4.2. CELLULAR-AUTOMATON MODEL

4.2.1. GRID AND CONSTITUTIVE STATE VARIABLES

The simulations are performed with the model described in Chapter 3. The automaton op-
erates in the 1st Von Neumann neighborhood of a hexagonal (regular hexagons) grid - see
Hex(1,1) grid in Chapter 3.

In the automaton grid every cell i is assigned a crystal orientation g
i
. Each boundary

area between material volumes i and j carries an interfacial energy value equal to:
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where in Eq. (4.1):
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where in Eq. (4.2):

• ✓
ij
[°] is the misorientation between orientations g

i
and g

j
.

• ✓
min

[°] is the lower cut-o� misorientation to consider the existence of a boundary
between i and j.
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4.2.2. KINEMATIC RULE

The growth of the favoring orientation g
j

into cell i occurs with rate:
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where in Eq. (4.3):

• V
i
[m3] is the volume within cell i.

• k is index referring to neighbours of i - i. e. such that A
ij
ë 0.

• íu
r

is the unit vector for the r axis of the (Cartesian) reference system.
• M(g

i
,g

j
)[m4_Js] is the boundary mobility [76].

• íF
ik,giôgj

[N] is the force imposed at every boundary segment ik - including ij - which
migrates to re-orient cell i into g

j
.

• �
grid

a kinetic factor (here equal to 0.49) related to the grid-settings explained in Chap-
ter 3.

The method used to calculate íF
ik,giôgj

is described in Chapter 3.

4.2.3. TRANSFORMATION RULE

A cell i re-orients to g
j

with the rate given in Eq. (4.3) calculated at time t as Üf
t

giôgj
. After

the incremental time �t the re-orientation fraction of cell i is:

f
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t

giôgj
(4.4)

Cell i re-orients completely into g
j

when f
t

giôgj
becomes equal to (or exceeds) the value of

1. Otherwise, cell i is assumed to be fully oriented as g
i
.

4.2.4. BOUNDARY PROPERTIES

HAGBs are defined as boundaries with misorientation greater or equal to 15°. Variations in
the growth rate occur only due to the dislocation content (i. e. misorientation angle) at each
LAGB. For LAGBs, the boundary energy descends to the misorientation in accord with
Read-Shockley equation [77] and the mobility due to the requirement of arranged dislocation
motion [40, 53–55]. The expressions are shown in Chapter 3.

4.2.5. SUBGRAIN BOUNDARIES AND STORED ENERGY FOR RECRYSTAL-
LIZATION

As explained earlier, the stored deformation energy that drives recrystallization corresponds
to the subgrain boundary energy (GNDs and/or HAGBs). In this manner, recrystallization
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and grain coarsening are concurrently simulated. Fig. 4.1 shows a schematic for the two
main switching scenarios that occur in the application. The color-coding of the cells is
in accord with the Inverse-Pole-Figure (IPF) along the Normal Direction (ND). Boundary
segments are also plotted when present, such that a HAGB is colored black and a LAGB
blue. In particular:

• Fig. 4.1a shows a typical example of primary recrystallization, where a strain-free
grain (or large subgrain next to a HAGB) grows into the adjacent substructure. As is
shown, although the motion is accompanied by an increase in HAGB area, it reduces
the LAGB area to the extent that it e�ectively yields energy release.

• Fig. 4.1b shows a typical example of normal grain growth, where a grain favored by
the HAGB curvature grows into a smaller one. As expected, for such growth to occur
in the CA, the HAGB energy needs to decrease.

Hence, although recrystallization and grain growth are phenomenologically di�erent, their
physical description can be unified [39]. If there is su�cient di�erence in the dislocations’
content per unit volume between two adjacent dissimilar cells, one will grow into the other.

Fig. 4.2 shows the two scenarios described in Fig. 4.1 as measured experimentally.
Fig. 4.2a shows a recrystallized grain growing into a deformed grain. As was shown in
Fig. 4.1a, in such cases, the HAGBs curvature normally does not favor the migration, yet ori-
entation gradients within the deformed matrix can lead to a positive driving force. Fig. 4.2b
shows two recrystallized grains where the curvature of the HAGB indicates the direction of
growth, as also described in Fig. 4.1b.
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(b)
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Figure 4.1: Cell switching scenarios in the CA. The two main cases that will occur when the algorithm is applied
to a deformed microstructure discretized in a 2D hexagonal automaton grid are shown. The images depict the
energy state before and after the re-orientation. In Figure (a) cell 15 (growing cell) belongs to a recrystallized

volume (or large subgrain next to a HAGB) and might grow into cell 9 that belongs to a substructure. Although
the migration increases the HAGB area, a positive driving force can still be found since the LAGB area

decreases. Also, cell 15 has neighbours (i. e. cells 14 and 16) of the same orientation which can grow in the same
direction (i. e. toward cells 8 and 10, respectively). In this case, only a part (i. e. 1* c) of the energy concerning
the boundaries 9,8 and 9,10 is considered upon the calculation of the next state’s energy if cell 9 re-orients. In
Figure (b) cells 27 and 21 are both surrounded by some cells similarly oriented and hence positive driving force

will only be found if the migration leads to reduction of the HAGB area. Therefore, the migration of the
boundary 27,21 will occur toward cell 21. Cell 27 has neighbours (i. e. cells 20 and 28) which can grow in the
same direction - i. e. toward cells 15 and 22, respectively. Therefore, again only 1* c of the boundaries’ 21,15

and 21,22 energy is considered at the next state.
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(b)	Normal	grain	
growth	- experimental	

(a)	Primary	recrystallization	-
experimental

2 μm
2 μm

RD

ND

IPF	//ND

Figure 4.2: EBSD observations during the annealing of the IF-steel sheet. The phenomena depicted are (a)
primary recrystallization - i. e. a recrystallized grain grows into a substructure (b) grain growth - i. e. two

recrystallized grains have impinged.

4.3. APPLICATION

4.3.1. INPUT MATERIAL AND MICROSTRUCTURE

The chemical composition of the IF steel is shown in Table 4.2 and the material parameters
used are shown in Table 4.3. The applied time-temperature profile is presented in Fig. 4.3.
As is shown, the maximum temperature reached during the heat treatment is 800 ˝C, which
is much less than the austenitization temperature of the material 2. Hence the only solid-state
transformation that occurs is related to the diminishing of stored deformation energy.

Table 4.2: Chemical composition in wt% of the IF steel used in the application.

C Mn Al N Ti S Cr
0.002 0.095 0.05 0.002 0.045 0.006 0.02

2The austenitization temperature of the present material is around 900 ˝C.
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Figure 4.3: The temperature-time profile applied to the sheet. The marked values correspond to the initital state,
the final annealed state and the intermediate states used for Fig. 4.5 and Figs. 4.8 to 4.11.

Table 4.3: Input parameters used in the simulation.

Quantity Value Description

Qg 140 kJ_mol The activation energy for boundary migration from [78].

M0 1.5 �10*6 m4_Js The pre-exponential factor of HAGB mobility.

�HAGB 0.5 J_m2 The energy per unit area of a HAGB from [79, 80].

✓HAGB 15° The minimum misorientation to consider a HAGB.

✓min 0.3° The minimum misorientation to consider the existence of an orientation gradient.

c 0.7 A grid (thermodynamic) parameter - see Eq. (3.4) in Chapter 3.

�grid 0.49 A kinetic factor related to the grid-settings explained in Chapter 3.

The input RVE was obtained experimentally through high-resolution EBSD using a
Sigma 500 microscope from Zeiss, coupled with OIM DC-software and a Hikari-Camera
from EDAX. The crystal orientation at each cell of the automaton grid corresponded to
the one measured for the pixel located at the same spatial coordinates. The spacing be-
tween adjacent hexagons �xCA is equal to 0.12 µm and the number of cells comprising the
RVE is 5,316,480. The simulation uses periodic boundary conditions. Nevertheless, since
the kinetic instability is crucial for recrystallization to initiate, the boundary conditions are
enabled only after a cell has transformed an actual neighbour cell. This can diminish the
“falsified” kinetic advantage that a cell lying on the RVE’s edges may have, toward the
neighbourhood abutting its symmetrical location (on the opposite RVE’s edge).

The model’s input is shown Fig. 4.4a. The maps in Fig. 4.4 are plotted with the use of
PYEBSD [81]. In particular, the automaton cells are colored in accord with the IPFflND
and are darkened in ascending order with respect to the maximum misorientation from their
neighbours. For example, if a cell has maximum misorientation from its neighbours less than
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0.3° the cell is colored only in accord with the IPFflND, while for larger misorientations the
IPF coloring is darkened. Eventually, a cell that is surrounded by at least one HAGB (i. e.
✓
ij
> 15°) appears black.
The substructure is shown more clearly in characteristic regions of the IF-steel sheet in

Fig. 4.4b-d. In particular:

• Fig. 4.4b shows the substructure in the vicinity of a HAGB for the two deformed
grains that are separated. The subgrains in these areas are coarse and the intergranular
boundaries are generally of small misorientations - e. g. the boundaries marked by
white arrows.

• Fig. 4.4c shows the substructure inside a grain where deformation bands have formed.
As indicated by the dark color of the cells, the deformation bands are circumscribed by
mostly large-angle boundaries. The subgrains (e. g. regions indicated by red arrows)
are almost rectangular and separated mostly by low-angle boundaries from adjacent
subgrains within the same deformation band.

• Fig. 4.4d shows the substructure in an area where some deformation bands enclose
very small subgrains (e. g. regions indicated by green arrows). Very high misorien-
tation is found at the rims of such deformation bands where HAGBs have formed.
Large di�erences are also observed between the size/energy in some of these very
small subgrains in comparison to their surroundings (e. g. see the regions of smaller
orientation gradients indicated by red arrows).

As shown in Fig. 4.4, many important topological characteristics of cold-rolled IF-steel
sheets of similar thickness reductions are identified. Coarse subgrains with di�use bound-
aries [6, 74] as well deformation bands [2, 6] are distinguished in the various regions that
comprise the deformed metal. Additionally, the heterogeneity in the subgrain sizes and
boundaries’ misorientation is clear, throughout the RVE (e. g. between Fig. 4.4a and Fig. 4.4b)
but also locally (e. g. the subgrains inside the narrow deformation bands compared to their
surroundings).
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40 μm

10 μm

(a)	Deformed	state	- input	RVE	 (c)	Deformation	bands

(b)	Coarse	subgrains	close	to	grain	boundary

(d)	Deformation bands	enclosing	high	
orientation	gradients

RD

ND IPF	//ND
Boundaries

! °

0.3 15

Figure 4.4: Input RVE for the simulation: (a) the deformed state as imported in the CA (b) the substructure in the
two opposite sides of a grain boundary (c) the substructure in deformation bands (d) the substructure in a region

that includes deformation bands of very high orientation gradients.
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4.3.2. SIMULATED MICROSTRUCTURE EVOLUTION

Fig. 4.5 shows the temporal evolution of the simulated microstructure. It is clear that already
from the early stages of growth many CA cells have grown into the surrounding deformed
matrix, yet in a spatially non-uniform fashion. For example, at 45 s, some deformed grains
have already been partially consumed by strain-free volumes, while other less deformed re-
gions (e. g. the reddish volume in Fig. 4.5b) have remained almost intact. Such deformed
grains neither grow significantly nor are consumed by other recrystallized grains. This phe-
nomenon has been confirmed by earlier experimental investigations in the evolution of re-
crystallization - e. g. in [82–84]. The resistance of low-stored energy deformed grains in
recrystallizing diminishes as grains in other regions nearby become eventually large enough
(e. g. see the grains indicated by black arrows in Fig. 4.5d) to grow into them. Eventually, at
the end of the simulation, all prior deformed grains have been replaced by equiaxed grains,
within which dislocations are absent.

40 μm

(a)	0 s (b)	45 s (c)	60 s

(d)	80 s (e)	120 s (f)	167 s

RD

ND IPF	//ND
Boundaries

! °

0.3 15

Figure 4.5: Evolution of simulation at (a) 0 s (b) 45 s (c) 60 s (d) 80 s (e) 120 s and (f) 167 s. The corresponding
temperature (and history) at each stage depicted is shown in Fig. 4.3.

4.3.3. SIMULATED AND EXPERIMENTAL RELEVANCE

Fig. 4.6 shows the annealed microstructure as simulated and measured experimentally, both
corresponding to the temperature-time profile shown in Fig. 4.3. A Bähr DIL 805 A/D
dilatometer was employed to perform the annealing treatment that resulted in the microstruc-
ture shown in Fig. 4.6b.

The average grain diameter was quantified after decomposing the orientation data into
grains, using MTEX [85]. Although the average grain size is rather close between the sim-
ulated and the experimental microstructure - namely 15.7 µm and 16.8 µm, respectively,
the grains’ shape and size distribution do not seem to follow the experimentally measured
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microstructure’s. In particular, the experimentally measured annealed state contains some
considerably larger and pancake-shaped grains which are not observed in the simulated
microstructure. This could be because the simulation was performed in 2D, whereas the
(sub)grains’ coarsening is a 3D phenomenon. In addition, di�erences in grains’ shape and
size distribution could result from variations in the particle pinning at HAGBs’ which may
exist [12, 53, 60–63], yet were not considered in the simulation.

100 μm

ND

(b)	Annealed	state	– experimental:	$̅ = 16.8μm

RD
(a)	Annealed	state	– simulated:	$̅ = 15.7μm

100 μm100 μm

IPF	//ND
Boundaries

! °

0.3 15

Figure 4.6: Recrystallized cold-rolled IF steel; (a) the simulated microstructure (b) the experimental
measurement. The annealed state corresponds to the end of the heat treatment shown in Fig. 4.3.

Fig. 4.7 shows the �2 = 45° section of the orientation distribution function (ODF) for
the deformed and annealed states. The ODFs were determined with the use of MTEX [85],
by employing a 7° halfwidth. As shown in Fig. 4.7, while the deformed sheet is character-
ized by a combined a-fiber (i. e. Í110Î__RD) and g-fiber (i. e. Í111Î__ND), the simulation
results in the diminishing of a-fiber components, while g-fiber components intensify. This
is confirmed by the experimentally annealed sample (Fig. 4.7c) which is characterized by
a full g-fiber texture. Although there are deviations between the experimental and the sim-
ulated annealed state, the texture components that comprise the simulated recrystallized
microstructure are mostly located within the g-fiber. Therefore, the capillary competitive
subgrain growth that is simulated has altered the distribution of relevant texture components,
in compliance with the experimental findings.
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(a)	Deformed	state	– ODF	!! = 45°

(b)	Simulated	annealed	state	– ODF	!! = 45°

(c)	Experimental	annealed	state	– ODF	!! = 45°

Figure 4.7: ODF quantified and plotted in section �2 = 45° for (a) the deformed state (b) the simulated
recrystallized microstructure (c) the experimental measurement of the annealed sheet.
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Additionally, the change in the texture components’ distribution that occurs upon the
simulation indicates that the selective subgrain growth did not occur randomly. Instead, the
topological characteristics important for recrystallization - e. g. the relationship (size, crystal
orientations etc.) between a subgrain and its surroundings - follow an orientation-dependent
pattern at the prior-deformed state.

4.3.4. EARLY STAGES OF RECRYSTALLIZATION

This section reviews the onset and evolution of recrystallization in specific characteristic
areas of the sheet during the early stages of annealing.

DEFORMATION BANDS

Fig. 4.8 shows the early stages of recrystallization in various regions where deformation
bands are present. In Fig. 4.8a the locations of the areas investigated are shown and in
Fig. 4.8b the recrystallized volume is shown at 35 s for the corresponding regions. More
specifically, Fig. 4.8b shows the crystal direction//ND at 35 s for the cells which have been
surpassed by a boundary, while the volume that has remained intact is plotted white. As
shown in Fig. 4.8b, the recrystallized areas arrange along the axis of the prior bands. This
phenomenon indicates that subgrains from the matrix (normally lower in stored deforma-
tion energy and thus larger) invade and consume the subgrains within the prior abutting
deformation bands [6].

Most of the recrystallized volume nonetheless stops expanding - e. g. the recrystallized
volume indicated by green arrows in Fig. 4.8b, which has not grown much or has grown only
in the perpendicular direction of the prior bands. This is because the recrystallized volume
met either similar crystal orientations or larger subgrains in the matrix [3]. Only some of the
recrystallized grains continue to satisfy the two instability criteria, e. g. the ones indicated
by pink arrows in Fig. 4.8b.

As an example, the boundaries’ temporal evolution in region 3 (shown in Fig. 4.8b)
is illustrated in Fig. 4.9. As shown in Fig. 4.9, recrystallization initiates through HAGBs
that surround deformation bands. However, many of the pre-existing HAGBs (e. g. B1-
B4 indicated by pink arrows in Fig. 4.9) become low-angle boundaries after surpassing the
narrow deformation band. This is understood by the color of boundaries B1-B4, which
changes from black (see Fig. 4.9a) to gray (see Fig. 4.9c).
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Figure 4.8: Simulated results: early stages of recrystallization shown in grains where deformation bands have
formed (a) 0 s - the location of the areas studied is shown (b) 35 s - the volume which has been surpassed by a
boundary (i. e. white color means that the cell has remained intact) is shown. The corresponding temperature

(and history) at each stage depicted is shown in Fig. 4.3.
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Figure 4.9: Simulated results: temporal evolution in the early stages of recrystallization at deformation bands (a)
0 s (b) 35 s (c) 40 s. The corresponding temperature (and history) at each stage depicted is shown in Fig. 4.3.

COMPETITIVE GROWTH AT DIFFERENT HAGBS

Fig. 4.10 and Fig. 4.11 show the competitive growth that takes place at characteristic regions
of the deformed state where di�erent types of HAGBs are present. Fig. 4.10 shows a grain
characterized by low-stored energy (grain A) in contact with a grain within which deforma-
tion bands have formed (grain B). Fig. 4.11 shows a grain with low-stored energy (grain C)
abutting a grain where deformation bands have formed in two directions and thus intersect
(grain D). The latter is identified by the consideration of both Fig. 4.11a and Fig. 4.11b. In
particular, one group of bands incorporates orientation gradients mostly along the ND while
in the other group these are found along the RD. Concerning the recrystallization evolution,
the following is observed:
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• Inside grains with low deformation: Within grains A and C in Fig. 4.10 and Fig. 4.11
there is complete absence of recrystallization. This is due to the lack of su�ciently
high intergranular orientation gradients resulting in such deformed regions remaining
intact.

• Pre-existing subgrains next to conventional grain boundaries: Only a small portion of
the deformed matrix in contact with conventional grain boundaries - the boundaries
between grains A-B and C-D - has recrystallized. Although subgrains abutting con-
ventional grain boundaries have a kinetic advantage and are also in general large, their
growth does not produce large recrystallized volumes. It is then clear that such sub-
grains in general do not have an energy advantage. This was also shown in Fig. 4.4,
where no significant di�erences in the subgrain sizes or misorientations were ob-
served between the two sides close to the grain boundary. Hence, a subgrain in the
vicinity of a grain boundary may start bulging in the adjacent deformed matrix, but it
is very likely that the motion will stop because larger subgrains will be met.

• Inside grains with bands of one direction: Recrystallization occurs in grain B in a fash-
ion similar to the evolution presented in Fig. 4.8. The pre-existing subgrains adjacent
to the narrow deformation bands have grown at the expense of the smaller subgrains
within them.

• Inside grains with intersecting deformation bands: Recrystallization predominates in
grain D. Comparing for example the evolution of recrystallization in grain B to grain
D, from Fig. 4.10 and Fig. 4.11 respectively, it seems that recrystallization is favored
when deformation bands in two di�erent directions intersect. This can be explained
if one considers that in such a region (grain D) after surpassing the first deformation
band, the bulged volume will not meet the same crystal orientation. Additionally,
when orientation gradients are present in two di�erent directions, the recrystallization
front can grow in both and thereby provide an energy advantage to the recrystallized
volume.

100 μm

10 μm

Grain	A

Grain	B

Grain	A

Grain	B

RD

ND

IPF	//RD Recrystallized:
IPF	//ND

IPF	//ND

(c)	35 s - recrystallized	volume (d)	40 s - recrystallized	volume(a)	0 s – IPF//ND (b)	0 s – IPF//RD

Non-recrystallized:

Recrystallized:
IPF	//ND

Non-recrystallized:

Figure 4.10: Simulated results: early stages of recrystallization shown in an area consisting of two deformed
grains at (a) 0 s - IPFflND (b) 0 s - IPFflRD (c) 35 s - the volume which has been surpassed by a boundary is
color-coded with IPFflND (d) 40 s - the volume which has been surpassed by a boundary is color-coded with

IPFflND. The corresponding temperature (and history) at each stage depicted is shown in Fig. 4.3.
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Figure 4.11: Simulated results: early stages of recrystallization shown in an area consisting of two deformed
grains at (a) 0 s - IPFflND (b) 0 s - IPFflRD (c) 35 s - the volume which has been surpassed by a boundary is
color-coded with IPFflND (d) 40 s - the volume which has been surpassed by a boundary is color-coded with

IPFflND. The corresponding temperature (and history) at each stage depicted is shown in Fig. 4.3.

4.4. CONCLUSIONS

4.4.1. SUMMARY OF ITEMS DISCUSSED

A boundary energy-driven algorithm was applied to a Ti-stabilized IF steel cold-rolled up to
77% thickness reduction. The following remarks can be deduced from the recrystallization
simulations:

• Although recrystallization nucleation is not artificially imposed in the present model-
ing framework, it occurs upon the simulation due to the highly heterogeneous subgrain
coarsening that takes place in the early stages of annealing. Followed by the subse-
quent growth of the recrystallized grains, the simulation yields a fully recrystallized
microstructure.

• In compliance with the experimental observations, the simulation results in the di-
minishing of texture components within the Í110Î__RD fiber while mostly texture
components within the Í111Î__ND fiber comprise the recrystallized state. This indi-
cates that in the as-deformed state, the presence of subgrains in a favorable location to
recrystallize - such that they have an energy and kinetic advantage - is an orientation-
dependent phenomenon.

• Recrystallization at deformation bands occurs primarily by the invasion of coarser
subgrains in the substructure within the adjacent narrower bands. However, in most
cases, the recrystallized volume stops expanding once surpassing the first deformation
band, because the boundaries are no longer high-angle.

• Subgrains growing in regions with intersecting deformation bands become very soon
distinguished in their size compared to subgrains within regions where all the narrow
bands are parallel.

• A subgrain’s likelihood to recrystallize depends on its surroundings in the following
order: subgrains next to intersecting deformation bands, subgrains next to deforma-
tion bands arranged in one direction, subgrains next to conventional grain boundaries.
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4.4.2. GENERAL ADVANCES AND OUTLOOK

Besides the aforementioned items that are clear from the results and discussions made in
this chapter, some more general remarks should be made These mostly relate to the general
advancement of our understanding of recrystallization. It is already clear that the present
simulation starts with a deformed structure of millions of material elements and allows them
all to compete in evolving into nuclei/recrystallized grains etc. All this competition comes
from only one variable: the misorientation spatial distribution, which determines both the
kinetic and the energy advantage. This means that a pre-existing subgrain will only appear
(as a recrystallized grain) in the subsequent stages of annealing as long as it was always
mobile and favored by the energy release in comparison to its changing neighborhood. As
explained in Chapter 1, many more mechanisms can lead to selective subgrain/grain growth
and explain the associated orientation selection. In IF steel, preferential growth can occur
because of particle pinning, heterogeneous static subgrain formation, subgrain coalesence,
heterogeneous mobilities/energies depending on the boundary character. All these together
are expected to contribute to making only a few pre-existing subgrains “special” enough to
grow and end up constituting the annealed state.

But none of the aforementioned mechanisms were considered in the present simulation,
yet it was clear from the results that both preferential growth and orientation selection occur,
even when the heterogeneity of the subgrains growth is only a result of the heterogeneously
distributed dislocation content (and hence misorientation) and only captured in 2D. This
does not mean that all aforementioned mechanisms are not relevant, but rather that the ones
considered are already su�cient to explain associated phenomena. Such ideas, regarding
the relationship of recrystallization in relevant materials to the subgrains misorientation
(and hence also energy density/size) have been proposed already decades ago, for example
by Humphreys [39] and Hutchinson [3]. However, it has never been proven that if we indeed
approximate a realistic substructure of a few million subgrains, assume that all these regions
do not require static subgrain formation, and allow them all to grow and compete based on
these simple mechanisms, we will indeed observe growth instability (recrystallization) and
also in a way that it is accompanied by a relevant crystallographic texture change.

In terms of modeling approaches of recrystallization, the present chapter shows that the
model described in Chapter 3 is indeed applicable to deformation structures at the meso-
scopic scale, despite the fact that it has to deal with coarsening phenomena modelled with
a grid spacing close to the actual subgrain size. Overcoming the challenge of simulating
recrystallization in a full-field description and including the nucleation stage is not trivial,
especially in highly plastically strained metals where the substructure comprises subgrains
of size almost equal to the grid spacing. At the same time, when it comes to recrystallization
nucleation, full-field computer simulations are very important, due to the large number of
nucleation mechanisms and the inability to di�erentiate between some of them using ex-
perimental observations. Therefore, the present chapter should also be perceived as a basis
toward taking associated research directions when studying the nucleation stage of recrys-
tallization.
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5
RECOVERY, RECRYSTALLIZATION

INITIATION AND
CRYSTALLOGRAPHIC TEXTURE

FORMATION UPON ANNEALING IN
IF STEEL SHEET

In this study, we have applied the cellular-automaton recrystallization model for unified
subgrain growth, recrystallization growth, and grain growth to a cold-rolled IF steel sheet.
The goal of this work is to quantify the extent of recovery during the early stages of recrys-
tallization and its relationship with the subsequent stages of recrystallization and texture
formation. The present quantifications are done in various simulations using inputs of dif-
ferent resolutions. This is because the EBSD resolution has limitations in describing the
substructure of highly plastically strained metals. Therefore all the analysis is presented
and discussed with particular emphasis on the e�ect of the resolution used. Eventually,
a clear image is obtained regarding the individual nucleation mechanisms and their con-
tribution to the formation of the �-fiber recrystallization texture, while the artifacts of the
resolution used are distinguished. It is shown that recovery (by means of discontinuous
subgrain coarsening) is only minorly a�ecting the subsequent nucleation and formation of
the �-fiber texture. Moreover, the latter starts to form after recrystallization initiates (at
HAGBs).
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5.1. INTRODUCTION

5.1.1. MOTIVATION

Recrystallization annealing in interstitial-free (IF) steel is often accompanied by a notice-
able crystallographic texture change. Particularly, in cold-rolled sheets of 70-80% thickness
reduction recrystallization typically leads to a strong g-fiber - i. e. Í111Î fl normal direction
(ND) texture [1–7]. At the same time the a-fiber - i. e. Í110Î fl rolling direction (RD) -
components of the prior deformed state gradually disappear. It is well-established that re-
crystallization in metals characterized by high stacking fault energy (SFE) evolves in accord
with the subgrain formation and growth theory [8–18]. Hence, in IF steel sheets a subgrain
can recrystallize only if it has an energy (also known as size) and a kinetic advantage com-
pared to other subgrains in the abutting substructure. While the kinetic advantage allows
the subgrain to grow faster than the surrounding substructure, the energy advantage ensures
that the growing subgrain will not meet any larger subgrain upon its expansion. Therefore,
one explanation for the formation of recrystallization texture in IF steel sheets is that the
subgrains that have an advantage are mostly in g-fiber components. Nevertheless, as in
the early stages of annealing numerous subgrains are competing for evolving into recrystal-
lized grains, there is no su�cient information regarding when and how a subgrain obtains a
kinetic and/or energy advantage. This is why investigations on the e�ect of individual mech-
anisms in the nucleation of particular subgrains and their e�ect in orientation selection is
yet a matter of interest [19–22].

For example, a subgrain can accumulate growing misorientation upon its changing neigh-
borhood and eventually form a HAGB. This process - known as discontinuous subgrain
growth - is a recovery mechanism that precedes recrystallization initiation [23] and it is of-
ten associated with recrystallization texture formation in IF steel sheets of 70-80% thickness
reduction [19, 24]. Although a kinetic advantage is a prerequisite for recrystallization to oc-
cur [25], it is not confirmed whether it is obtained indeed by a static recovery mechanism
or if it pre-exists in the as-deformed state [26]. This is because there are numerous HAGBs
already in the as-deformed state and hence any abutting subgrain with an energy advantage
that can also preserve its kinetic instability will readily recrystallize [20]. At the same time,
even if some subgrains recrystallize after undergoing static recovery, there is no evidence
at the moment whether recovery is indeed responsible for forming the typical g-fiber tex-
ture upon annealing IF steel sheets. Altogether, it is impossible to obtain insight regarding
the extent of recovery and relationship with texture formation, unless the phenomena that
concur and compete are simulated in the same computational framework. For this reason,
we perform recrystallization simulations in which nucleation occurs naturally (i. e. it is not
imposed) and quantify the extent of recovery (by means of discontinuous subgrain coarsen-
ing), its contribution to the onset of recrystallization, and its relationship with the evolution
of crystallographic texture.

5.1.2. IMPLEMENTATION

As explained in Chapter 4, although an electron backscatter di�raction (EBSD) map can
approximate the subgrain structure and hence serve as input in such recrystallization simu-
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lations, there are still limitations. This is because some regions of the material store a very
high amount of energy upon plastic deformation and hence may incorporate subgrains that
are smaller than the resolution of the EBSD. This may not majorly a�ect the simulated evo-
lution of recrystallization since relative di�erences in misorientation and subgrains’ size are
still captured. A quantification on the extent of the concurring mechanisms during the sim-
ulation is nonetheless dependent on the resolution of the orientation map, due to the latter
a�ecting the misorientation distribution at the as-deformed state [27]. This indicates that
the e�ect of the simulation’s grid spacing when simulating the temporal evolution of the
substructure needs to be clarified as well. Hence, in the present study we use two additional
RVEs together with the RVE shown in Chapter 4, and examine whether, how, and which
of the quantifications are dependent on the fact that the grid spacing cannot capture all the
orientation gradients in the substructure.

5.2. CELLULAR-AUTOMATON MODEL

5.2.1. CONSTITUTIVE AND KINEMATIC RULES

The simulations are performed with the model described in Chapter 3 using the Hex(1,1)
grid. A cell i can re-orient in accord with the orientation g

j
of its neighbour cell j, by the

migration of the boundary ij between them and of any other boundary ik such that cell k
is similarly oriented to j i. e. the misorientation ✓

jk
is smaller than the threshold ✓

min
. The
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j

into cell i occurs with rate:
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where:

• �
ij

is a Kronecker-like operator with a tolerance of ✓
min

. It is equal to 1 when the
misorientation between i and j is less or equal to ✓

min
- otherwise, no boundary is

assumed to exist between the two cells.
• V

i
[m3] is the volume of cell i.

• k is index referring to neighbours of i.
• íu

r
= x,y,z is the unit vector for the r

th axis of the (Cartesian) reference system.
• M(g

i
,g

j
)[m4_Js] is the boundary mobility [28].

• íF
ik,giôgj

is the force imposed at every boundary segment ik - including ij - which
migrates to re-orient cell i into g

j
.

• �
grid

a kinetic factor (here equal to 0.49) related to the grid-settings explained in Chap-
ter 3.

The method used to calculate íF
ik,giôgj

is described in Chapter 3.
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5.2.2. BOUNDARY PROPERTIES

The inhomogeneity in the boundary energy-driven motion derives from the inhomogeneous
distribution of the dislocation content at the as-deformed state. Dislocations act as ele-
mentary units of deformation and hence they carry the deformation energy. At the same
time, dislocations are elementary units of crystallographic misorientation and hence com-
prise boundaries by the motion of which (sub)grains can grow. Therefore, variations in the
growth rate occur due to the boundary mobility and energy being ascending to the disloca-
tion content [16, 25, 29–31]. The expressions used for obtaining the mobility and boundary
energy as a function of the misorientation are given in Chapter 3.

5.2.3. INPUTS

The material used in the application is a Ti-stabilized 75% cold-rolled IF steel. The chemical
composition and material parameters are the same with the application presented in Chap-
ter 4. The simulation uses periodic boundary conditions. Nevertheless, since the kinetic
instability of crucial for recrystallization to initiate, the boundary conditions are enabled
only after a cell has transformed an actual neighbour cell. This can diminish the “falsified”
kinetic advantage that a cell lying on the RVE’s edges may have, toward the neighbourhood
abutting its symmetrical location (on the opposite RVE’s edge). The input RVEs are in
2D and are obtained through EBSD. Table 5.1 summarizes the characteristics of each input
RVE. For the scans defined as RVE1 and RVE2 a JEOL JSM 6500F FEG-SEM microscope
with an EDAX/TSL detector was used. The scan defined as RVE3 is described in Chapter 4.

Table 5.1: Inputs for the simulations.

Grid spacing �xCA[ µm ] RD dimension [ µm ] ND dimension [ µm ] Size [µm2]
RVE1 0.6 405 439 177609
RVE2 0.3 600 470 281379
RVE3 0.12 340 195 66143

Fig. 5.1 shows the microstructure of each RVE, plotted with the use of PYEBSD [32].
The automaton cells are colored in accord with the inverse pole figure (IPF)flND and are
darkened with respect to the maximum misorientation with their neighbours. For example, if
a cell has maximum misorientation with its neighbours less than 0.3° the cell is colored only
with IPFflND, while for larger misorientations the IPF coloring is darkened ascendingly.
Eventually, a cell that is surrounded by at least one HAGB (i.e. ✓

ij
g 15° appears black.

As shown in Fig. 5.1, the larger the �xCAthe darker the image appears. This is because a
large �xCAmay overestimate the elementary misorientation in some regions compared to
the orientation gradient in the substructure, i. e. the grid spacing �xCAexceeds the actual
subgrain’s size. This can be understood by considering the kernel average misorientation
(KAM) of each cell, i. e. the average misorientation of a cell from its nearest neighbours.
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While the average KAM1 value in RVE3 is 2°, RVE2 and RVE1 have average KAM equal
to 3.9° and 4.4°, respectively.

IPF	//ND

RD

ND

(a)	Input	RVE1

100 μm 100 μm

100 μm

(b)	Input	RVE2

(c)	Input	RVE3

boundaries
# °

0.3 15

Figure 5.1: The deformed state imported in the CA. The images correspond to the inputs defined as (a) RVE1 (b)
RVE2 and (c) RVE3.

Fig. 5.2 shows the time-temperature profile applied to the material.

Figure 5.2: The temperature-time profile applied to the sheet. The marked values correspond to the initital state,
the final annealed state and the intermediate states used for Figs. 5.3 and 5.9.

1The considered neighborhood and misorientation for KAM is the same as the CA neighborhood i. e. first neigh-
bours of hexagonal grid and misorientation from 0.3*15°, including HAGBs (all set at 15°).
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5.2.4. SCALING FOR EQUIVALENT DEFORMATION ENERGY

Since in the present CA method the driving force derives from the reduction of (sub)boundary
energy, the stored deformation energy from the rolling is equal to the average (sub)boundary
energy of each RVE. For example, in RVE3 which has �xCA = 0.12 µm, for a HAGB energy
density equal to 0.5 J_m2 [33, 34] the total deformation energy divided by the RVE’s area
is equal to E

v
= 2.2 �106 J_m3. This amounts to an equivalent 2 “free” dislocation density

⇢= 9 �1014_m2 which is a reasonable approximation for a 75% cold rolled IF steel [35].
However, by increasing the grid spacing of the RVE, the deformation energy density

captured decreases. Namely the value of E
v

is found equal to 0.87 � 106 J_m3 and 1.41 �
106 J_m3 in RVE1 and RVE2, respectively. This is due to the inability of capturing all the
(sub)boundaries when the grid spacing is larger than the subgrains’ diameter 3. Hence the
smaller the grid spacing the larger is the energy density identified in the automaton4, whereas
the total stored deformation energy should be the same. To compensate for this, a scaling in
the automaton’s kinematic rule required, depending on the energy density. Assuming that
RVE3 (i.e. �xCA = 0.12 µm) can indeed approximate the actual substructure’s boundary
energy, equating the deformation energy density for the three RVEs reads:
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Where in Eq. (5.2):

• N
cells

is the number of cells comprising the automaton grid.
• A

ij
is the boundary area between two adjacent cells i and j.

From Eq. (5.2) the scaling factor is found equal to ↵RVE2
= 1.56 and ↵RVE1

= 2.52. The
scaling factor multiplies the re-orientation rate shown in Eq. (5.1) at each simulation step in
order to diminish the e�ect of the grid spacing on the kinetics. Eventually the re-orientation

2This is found by equatingEv to the “free” dislocations’ energy 1
2 �⇢�G�b2, although the arrangement of dislocations

at boundaries yields lower energy configurations. The equivalent ⇢ that is calculated can be considered as a lower
limit.

3For example consider two material volumes that have a 15° misorientation in a 0.6 µm distance. In RVE1 this
amounts to 0.5 J_m2 per 0.6 µm whereas in RVE2 this can be identified for example as two boundaries of 7.5°
with distance 0.3 µm which results to 0.82 J_m2 per 0.3 µm or equivalently 1.64 J_m2 per 0.6 µm.

4This only applies to deformed microstructures and only if there are indeed subgrains smaller than the grid spacing.
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rate of a cell i is:
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It should be clarified that the scaling does not a�ect the misorientation distribution of each
RVE and does not compensate for any other artifact related to the resolution, beyond the
recrystallization kinetics in terms of energy release.

5.3. RESULTS AND DISCUSSION

5.3.1. MICROSTRUCTURE EVOLUTION DURING RECRYSTALLIZATION

TEMPORAL EVOLUTION IN SIMULATION

We performed the simulations in all RVEs using the temperature-time profile shown in
Fig. 5.2. The temporal evolution for RVE2 is shown in Fig. 5.3. The temperature (and
history) for each time step shown is marked in Fig. 5.2. As expected, recrystallization initi-
ates in regions with high orientation gradients - e. g. see the magnified region in Fig. 5.3a:
mostly the dark-colored areas have recrystallized in Fig. 5.3b while the grains with small
interior orientation gradients have remained intact. In the following stages, some recrys-
tallized grains become large enough to consume the low-energy deformed grains (mostly
colored red), and eventually, a fully recrystallized microstructure is seen in Fig. 5.3f.
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100 μm

(a)	0 s

IPF	//ND

RD

ND

(b)	50 s (c)	60 s

(d)	80 s (e)	100 s (f)	167 s :		end

20 μm 20 μm boundaries

! °

0.3 15

Figure 5.3: Temporal evolution of simulation with RVE2 at (a) 0 s (b) 50 s (c) 60 s (d) 80 s (e) 120 s and (f) 167 s.
The corresponding temperature (and history) at each stage depicted is shown in Fig. 5.2.
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Nevertheless, it is clear that recrystallization occurs rather more continuously in these
simulations, in comparison to experimental observations of the recrystallization evolution in
IF steels and relevant materials, e. g. by Kim et al. [36], Choi and Cho [17]. This is expected,
especially as we increase the grid spacing, since (a) nucleation is not imposed, (b) out of all
the physical processes that can provide subgrains an advantage and hence are responsible
for their forthcoming nucleation (see e. g. Table 1.1 in Chapter 1), only two naturally occur
in these simulations, (c) the grid spacing cannot capture all details of the substructure and
(d) the simulations take place in 2D which means that the heterogeneity of the subgrains’
growth and evolution, i. e. the preferential growth, is underestimated. However, the aim of
this study is not to imitate exactly the evolution of recrystallization, but rather to investigate
the possible existence of relationships between the particular mechanisms considered here,
leading to nucleation and the formation of texture. More details for whether and how the
simulations can be improved when it comes to serving as predictive tools for the microstruc-
ture evolution are discussed later, in Section 5.4.3.

RECRYSTALLIZED MICROSTRUCTURE

The simulated annealed state for all RVEs together with the experimentally annealed mi-
crostructure is shown in Fig. 5.4. As is shown, all simulations yield a recrystallized mi-
crostructure consisting primarily of bluish grains, in compliance with the experimental mea-
surement.

(a)	Simulated	annealed	RVE1

100 μm 100 μm

100 μm

(b)	Simulated	annealed	RVE2

(c)	Simulated	annealed	RVE3

100 µm

(d)	Annealed	state	– experimental

RD

ND

IPF	//ND

boundaries

! °

0.3 15

Figure 5.4: The annealed state i. e. end of heat treatment shown in Fig. 5.2: (a) simulated with RVE1 (b) simulated
with RVE2 (c) simulated with RVE3 and (d) experimentally measured.
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g-FIBER AND a-FIBER TEXTURE

Fig. 5.5 shows the �2 = 45° section of the orientation distribution function (ODF) quantified
with MTEX [37]. As shown in Fig. 5.5 the deformed sheet is characterized by a combined
a-fiber and g-fiber texture.

(a)	RVE1 :		Deformed	state	– 0 s

(b)	RVE2 :		Deformed	state	– 0 s

(c)	RVE3 :		Deformed	state	– 0 s

Figure 5.5: ODF quantified for the deformed state and plotted in section �2 = 45° for (a) RVE1 (b) RVE2 and (c)
RVE3.

Fig. 5.6 shows the �2 = 45° section of the ODF for the annealed state - simulated and
experimental. Combining Figs. 5.5 and 5.6 it is clear that all simulations result in the dimin-
ishing of a-fiber components, while g-fiber components mostly comprise the recrystallized
material. Although this trend is also seen in the experimentally annealed state - Fig. 5.6d, the
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intensity of each texture component in the �2 = 45° section still has deviations between the
simulations and the experiment. A quantitative comparison between the full ODF (i. e. not
only for components in section �2 = 45°) is presented and discussed later in Section 5.3.2.
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(a)	RVE1 :		Simulated	annealed	state	- 167 s

(b)	RVE2 :		Simulated	annealed	state	- 167 s

(c)	RVE3	 :		Simulated	annealed	state	- 167 s

(d)	Experimental	annealed	state	- 167 s

Figure 5.6: ODF quantified for the annealed state (end of heat treatment shown in Fig. 5.2) and plotted in section
�2 = 45° for (a) the simulation with RVE1 b) the simulation with RVE2 (c) the simulation with RVE3 and (d) the
experimentally measured microstructure.
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5.3.2. QUANTITATIVE COMPARISON

GRAIN SIZE

Table 5.2 shows the mean grain size for each simulation and its deviation from the exper-
imentally annealed microstructure which has an average grain diameter equal to 16.8 µm.
The average grain diameter was quantified after decomposing the orientation data into grains
using the routine described in [38].

Table 5.2: Mean grain size at the annealed state and deviations.

Simulated grain size Deviation from experimental: 16.8 µm Expected deviation (from RVE size)
Ñds[ µm] � Ñds,ref [ µm] � Ñds[ µm]

s= RVE1 17.8 +1.0 ±0.3
s= RVE2 16.1 *0.7 ±0.2
s= RVE3 15.7 *1.1 ±0.6

In Table 5.2:

• s is an index referring to the simulation i. e. s= {RVE1,RVE2, RVE3}.
• ref is an index indicating the reference i. e. the experimentally annealed microstruc-

ture.

In Table 5.2 the deviation due to the sample size � Ñd
s

for each simulation is quantified to
assess the expected deviation. In particular, the simulated microstructures are much smaller
in terms of statistics than the experimentally annealed material, whereas heterogeneous pro-
cesses such as deformation/recrystallization require a large statistical sample to characterize
the sheet’s properties. In order to quantify the e�ect of the statistical sample size on the
mean grain size, we calculated the uncertainty � Ñd

s
. This was found for each RVE by subdi-

viding the experimental microstructure into smaller areas (equal to each RVE’s size). Then
we calculated the mean grain size for each subdivided area and its deviation from the mean
grain size of the whole material. The average value of these deviations gives � Ñd

s
- deviation

in grain size due to RVE size for the s
th simulation, which is expressed as:

� Ñd
s
=
H

n
…

i=1


Ñd
ref

* Ñd
i


I

_n (5.4)

where in Eq. (5.4):

• i is the ith area subtracted from the experimental microstructure which has dimensions
equal to microstructure’s s.

• n is the number of subdivisions done i. e. the number of times an area equal to s can
fit in ref .

The method we used for calculating the deviations in the recrystallized grain size re-
sulting from the RVE size is illustrated as an example for RVE3 in Fig. 5.7. For RVE1 and
RVE2 the corresponding images are included in Appendix B - namely Figs. B.1 and B.3.
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100 μm

(a)	Annealed	state	– experimental	!!"# = 16.8 μm

!$ = 15.8 μm !% = 16.3 μm !& = 16.8 μm !' = 15.8 μm !( = 17.3 μm
)!$,!"# = 1.0 μm )!%,!"# = 0.5 μm )!&,!"# = 0.0 μm )!',!"# = 1.0 μm )!(,!"# = 0.5 μm

(b)	Areas	of	size	340 μm - 195 μm :	area	equal	to	RVE3

1 2 3 4 5
RD

ND

IPF	//ND

boundaries	' ≥ 5°

Figure 5.7: Method used to calculate � ÑdRV E3 where (a) the experimentally measured microstructure (b) the
subdivision in areas equal to the size of RVE3.

As indicated by the deviations shown in Table 5.2, all simulations predict the average
grain size in agreement (5.5% is the average error) with the experimentally annealed state -
see deviations� Ñd

s,ref
. This is also confirmed by the small values of � Ñd

s
which already imply

that the RVEs size is su�cient for describing the annealed state’s grain size. However, it is
still worth mentioning that a trend between the grid spacing and the mean grain size exists.
In particular, the predicted grain size is ascending to the grid spacing. This can be explained
by considering the overestimation of orientation gradients in a large grid spacing. Although
we used Eq. (5.2) to compensate for this e�ect, the expression we used only a�ects the
kinetics of the simulation. It does not a�ect the actual local misorientations. Therefore, the
larger the grid spacing compared to the actual subgrain size, the more mobile the subgrain
may be found resulting in faster recrystallization kinetics.

CRYSTALLOGRAPHIC TEXTURE

Table 5.3 summarizes the deviation of crystallographic texture between the simulated and
experimentally annealed microstructure. The formula used to quantify the error between
two ODFs - as suggested in [39] - is:

T
s,ref

=
î
Vg

⇠

f
s (g)*f

ref (g)
⇡2

dg

î
Vg

⇠

f
ref (g)

⇡2
dg

(5.5)

where in Eq. (5.5):

• f
m (g) is the intensity of component g for the microstructure indexed as m.

• V
g
=
⌅

�1
⇧

ù
⌅

�
⇧

ù
⌅

�2
⇧

is the (Euler) space that is considered i. e. here
V
g
=
⌅

0°*360°
⇧

ù
⌅

0°*90°
⇧

ù
⌅

0°*90°
⇧

.
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Table 5.3: Crystallographic texture errors between simulated and experimental annealed state.

Texture error Ts,ref Error due to RVE size �Ts Net error Ts,ref *�Ts

s= RVE1 0.33 0.07 0.25
s= RVE2 0.21 0.04 0.17
s= RVE3 0.34 0.19 0.15

The texture error between each simulation and the experimental microstructure is T
s,ref

in Table 5.3. The texture error due to the size of each RVE presented in Table 5.3 represents
the part of the texture deviation between a simulation and the experimental measurement
that derives from the insu�cient statistical sample size. While the experimentally annealed
state contains a large - and possibly su�cient for describing the full sheet’s texture - number
of grains, the simulated RVEs (especially RVE3) contain much less. In order to approximate
the e�ect of the statistical sample size in measuring the particular material’s texture, we used
the same method described in Section 5.3.2 for quantifying � Ñd

s
. To illustrate the deviations

between the whole experimental microstructure and the subdivided areas with size equal
to RVE3, Fig. 5.8 shows the ODF plotted in section �2 = 45°. It should be clarified that
Fig. 5.8 shows only the �2 = 45° section of the ODF to show how the intensity of some
texture components varies in di�erent areas. The calculated �T

RV E3
and the �T

i,ref
values

shown in Fig. 5.8 correspond to the full ODF - i. e. for Euler space as defined earlier in
Eq. (5.5).
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IPF	//ND

RD

ND

100 μm

(a)	Experimentally	annealed	microstructure

1 2 3 4 5

(c)	Area	1:	'!,#$% = 0.17

(d)	Area	2:	'&,#$% = 0.16

(e)	Area	3:	'',#$% = 0.20

(f)	Area	4:	'(,#$% = 0.18

(g)	Area	5:	'),#$% = 0.25

(b)	ODF	-& = 45°,	mean	'*,#$% = 0.19 (for	full	ODF)

Figure 5.8: Method used to calculate �TRV E3 where (a) the experimentally measured microstructure together
with the �2 = 45° section of the ODF (b) the �2 = 45° section of the ODF for each area of size equal to the size of
RVE3.
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Eventually, when quantifying the crystallographic texture predicted by a simulation s,
the expected deviation stemming from the insu�cient statistics is:

�T
s
=
H

n
…

i=1
T
i,ref

I

_n (5.6)

where in Eq. (5.6) T
i,ref

is the deviation of crystallographic texture between the whole exper-
imental microstructure (i. e. ref ) and an area extracted from the experimental microstructure
with size equal to s.

It should be noted that the method we used to assess �T
s

only incorporates deviations due
to the insu�cient statistics in the same longitudinal cross-section, and only for the recrys-
tallized microstructure. Deviations due to insu�cient statistics in the deformed microstruc-
ture and due to deformation/recrystallization inhomogeneities along the transverse direction
(TD) are also expected. For example, the average texture deviation between the three input
RVEs in the deformed state is 0.2. Since there is no information for how the deformed state’s
inhomogeneity can be quantitatively related to the recrystallized state’s inhomogeneity, we
limited the �T

s
to only consider the recrystallized state.

As shown in Table 5.3, although the most accurate simulation regarding T
s,ref

is the one
with RVE2, when we consider the size of each RVE and its e�ect on quantifying crystal-
lographic texture, there is a clear trend between accuracy and grid spacing i. e. see the last
column in Table 5.3 which gives smaller net error as the grid spacing decreases. Namely,
RVE3 gives the most accurate results, then RVE2 and at last RVE1. Hence both the resolu-
tion and the RVE size play an important role when it comes to crystallographic texture.

The e�ect of the RVE size when it comes to crystallographic texture can be understood
better if one compares Fig. 5.8 with the corresponding figures of the other two RVEs shown
in Appendix B - namely Figs. B.2 and B.4. It becomes clear that even in one section of the
ODF - namely the �2 = 45° section - the intensity of the texture components is much more
representative when quantified in areas equal to the larger RVEs.

5.3.3. RECOVERY

EXTENT OF DISCONTINUOUS SUBGRAIN GROWTH

This section investigates the participation of LAGBs in the motion of subgrains. Fig. 5.9
shows the distribution of moving boundaries with misorientation smaller than 15° at 20 s
- no cells have recrystallized by that time. The graph indicates that most subgrains grow
via boundaries of misorientation less than 15° - i. e. hence discontinuous subgrain growth
occurs. Regarding the grid spacing, as expected from the previous discussion regarding the
orientation gradients overestimation, more LAGBs are present in the RVEs with smaller
�xCA.
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Figure 5.9: Misorientation of boundaries moving at 20 s, before any cell has transformed.

Fig. 5.10 shows the distribution of misorientation, only for boundaries of subgrains that
transformed at least once a neighbour cell, while both cells were still deformed. Fig. 5.10a
refers to all cells that at any moment during the simulation, transformed a neighbour cell
whilst representing a deformed volume. As indicated in Fig. 5.10a growth initiation occurs
by both LAGB motion (recovery) and HAGB motion (direct recrystallization initiation).
However, compared to Fig. 5.9 the participation of LAGBs is already much smaller. This is
because LAGBs migrate much slower than HAGBs, so most of the moving LAGBs do not
reach a distance larger than the grid spacing before being consumed by other recrystallized
grains.
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(a)	All	subgrains	that	grew	during	the	simulation

(b)	All	subgrains	that	became	recrystallized	grains	and	appeared	at	annealed	state

Figure 5.10: Misorientation of boundaries whereby subgrains initiate growing for (a) all cells that transformed at
least one adjacent cell, whilst being still intact (i.e. not surpassed by any other boundary) (b) all cells that evolved
in recrystallized grains which comprise the annealed state.
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Fig. 5.10b shows the distribution of misorientation for subgrains that transformed at least
once a neighbour cell but for these subgrains that actually evolved into grains that appeared
at the end of the annealing simulation. In other words, Fig. 5.10b shows the misorientation of
boundaries whereby the recrystallized grains originated. As is shown, most of the annealed
microstructure consists of grains that originated from immediate recrystallization. Although
recovery occurs in the simulations, it does not dominate as a nucleation mechanism.

It is also noteworthy that oppositely to Fig. 5.9 and Fig. 5.10a that depend on �xCA,
Fig. 5.10b does not seem to exhibit any such trend. The prevalence of recrystallization
initiation without precedent discontinuous subgrain growth is found in all simulations. The
findings regarding the misorientation distributions are summarized in terms of the volume
fraction of participating HAGBs in Table 5.4.

Table 5.4: Summary: Fraction of subgrains growing through HAGBs.

V
move

HAGB
[%] V

init

HAGB
[%] V

rx

HAGB
[%]

RVE1 11 58 78

RVE2 8 49 71

RVE3 2 48 80

In Table 5.4:

• V
move

HAGB
: is the fraction of boundaries with ✓ g 15° among all moving boundaries

before any cell has transformed - i. e. the fraction missing in Fig. 5.9.
• V

init

HAGB
: is the fraction of growth initiation that was attained by a boundary with

✓ g 15° - i. e. the fraction missing in Fig. 5.10a.
• V

rx

HAGB
: is the fraction of the recrystallized volume (end of annealing) that originated

from a subgrain adjacent to a boundary with ✓ g 15° - i. e. the fraction missing in
Fig. 5.10b.

Considering the above-mentioned and assuming that a subgrain that grows via a boundary
of ✓ < 15° is still in the recovery process, we can see that although recovery occurs in all
simulations it does not contribute significantly to the nucleation of recrystallization. Most
subgrains undergoing recovery do not even reach a distance larger than �xCA. Additionally,
from the subgrains that reach this distance, most do not end up comprising the annealed
state. Hence, the required kinetic and energy advantage that a subgrain must have in order to
recrystallize is in most cases not attained by recovery (discontinuous subgrain coarsening).
Rather, it is shown that most subgrains that recrystallize already have this advantage in the
as-deformed state.

RECOVERY AND CRYSTALLOGRAPHIC TEXTURE

This section reviews the relevance of the nucleation mechanism with the formation of the
g-fiber recrystallization texture. Figs. 5.11 to 5.13 show the �2 = 45° section of the ODF
regarding the subgrains that nucleate readily at HAGBs, for the 3 RVEs used. Fig. 5.11a,
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Fig. 5.12a and Fig. 5.13a refer to V init

HAGB
and hence present the texture components that char-

acterize the subgrains which recrystallized at least one neighbour cell. Fig. 5.11b, Fig. 5.12b
and Fig. 5.13b refer to V

rx

HAGB
and hence correspond to the subset of V init

HAGB
that continued

growing competitively upon the simulation insofar as they actually comprised the annealed
state.

(a)	RVE1 :		for	!!"#$%&,()(* = 58% of subgrain growth initiation

(b)	RVE1 :		for	!!"#$%& = 78% of	recrystallized	volume

Figure 5.11: ODF plotted in section �2 = 45° for the cells that initiated growing readily through a HAGB in
the simulation with RVE1. In (a) all cells that grew at least once to an adjacent deformed cell whilst still also
deformed are considered. In (b) the cells that initiated growing through a HAGB are considered, but this time only
for subgrains that evolved in recrystallized grains and appear in the annealed state.
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(a)	RVE2 :		for	!!"#$%&,()(* = 49% of subgrain growth initiation

(b)	RVE2 :		for	!!"#$%& = 71% of	recrystallized	volume

Figure 5.12: ODF plotted in section �2 = 45° for the cells that initiated growing readily through a HAGB in
the simulation with RVE2. In (a) all cells that grew at least once to an adjacent deformed cell whilst still also
deformed are considered. In (b) the cells that initiated growing through a HAGB are considered, but this time only
for subgrains that evolved in recrystallized grains and appear in the annealed state.
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(b)	RVE3 :		for	!!"#$%& = 80% of	recrystallized	volume

(a)	RVE3 :		for	!!"#$%&,()(* = 48% of subgrain growth initiation

Figure 5.13: ODF plotted in section �2 = 45° for the cells that initiated growing readily through a HAGB in
the simulation with RVE3. In (a) all cells that grew at least once to an adjacent deformed cell whilst still also
deformed are considered. In (b) the cells that initiated growing through a HAGB are considered, but this time only
for subgrains that evolved in recrystallized grains and appear in the annealed state.

Comparing for each RVE the �2 = 45° section of the ODF for V init

HAGB
and V

rx

HAGB
, it

becomes clear that the g-fiber texture forms after recrystallization initiation. In particular,
we can see that Fig. 5.11a, Fig. 5.12a and Fig. 5.13a are very similar to the RVEs’ deformed
state �2 = 45° section of the ODF - i. e. Fig. 5.5. Therefore during recrystallization initiation
the a- and g-fiber texture components remain almost unchanged.

On the other hand, Fig. 5.11b, Fig. 5.12b and Fig. 5.13b are much closer to the �2 =
45° section of the ODF quantified for the annealed state - i. e. Fig. 5.6. This implies that
the recrystallized volume that nucleates from direct HAGB motion can represent well the
annealed state’s texture, without requiring curvature-driven recovery.

Altogether, the redistribution of texture components from combined a- and g-fiber to a
mostly g-fiber texture occurs after recrystallization initiation. Hence, the well-known nu-
cleation texture [3, 5] of IF steel sheets forms after recrystallization initiates.
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5.4. CONCLUSIONS

5.4.1. OVERVIEW OF DISCUSSED ITEMS

In the present study, we investigated recrystallization evolution in an IF steel sheet in a
unified computational framework that recrystallization nucleation occurs naturally out of
the evolving substructure. The simulations were performed with the use of three RVEs -
each from an EBSD map of di�erent resolution. The following remarks are deduced:

• Although the RVEs’ grid spacing can change, the simulated mean grain size is only
minorly a�ected, at least for a grid spacing within 0.12*0.6 µm.

• The crystallographic texture of the simulated annealed state is more accurately pre-
dicted when the grid spacing decreases. However, the statistical sample size of the
RVE plays also a major role, and eventually, the overall prediction of crystallographic
texture is optimized when there is a good combination of RVE size and grid spacing
e. g. like RVE2.

• Static recovery, in terms of discontinuous subgrain growth, occurs, yet it does not
dominate as a nucleation mechanism. Most recrystallized grains originate from sub-
grains (abutting HAGBs) that immediately recrystallized.

• The kinetic and energy advantage that a subgrain must possess compared to the sur-
rounding substructure in order to recrystallize, in most cases, already exists at the
as-deformed state.

• The g-fiber texture that characterizes the annealed state does not form at the moment
of recrystallization initiation. The subgrains that initiate growing at HAGBs are char-
acterized by combined a- and g-fiber. Only a subset of these subgrains continues
growing competitively and this subset is characterized by a g-fiber texture.

5.4.2. GENERAL ADVANCES AND UNDERSTANDINGS

As explained in the introduction, despite the numerous investigations throughout the last
decades, nucleation of recrystallization in cold-deformed high-purity metals is unresolved
in many di�erent contexts, among which presumably the most controversial are: (a) whether
and how the so-called nucleation process and texture relate to particular mechanisms, and
if so, at which point of its evolution it is obtained, and (b) whether a type of recovery (here
discontinuous subgrain growth) is indeed necessary for nucleation and/or related to the well-
known g-fiber texture formation. The latter also indicates that such a relationship would
primarily favor the nucleation of mostly high stored-energy lattice sites.

Based on the discussed results, and in combination with the analysis performed in the
simulations in Chapter 4, it is suggested that, while initially recrystallized volumes appear
next to numerous HAGBs (intergranular and grain boundaries), these recrystallized vol-
umes are not characterized by the so-called nucleation texture. A similar observation was
presented by Dillamore et al. [40], who suggested that initially grain boundary nucleation
is favored, and particularly of {100}Í110Î subgrains, but it soon turns out to be unsuc-
cessful, thus giving time to intergranular nucleation. However, the process of intergranular
nucleation according to Dillamore et al. [40] remained unknown in terms of the partici-
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pating nucleation mechanisms. The results here agree with the former observations, and
furthermore suggest that the process of intergranular nucleation does not require much dis-
continuous subgrain growth, as there are numerous high-angle boundaries within highly
deformed grains. In this view, intergranular nucleation evolves like grain boundary nucle-
ation, just favored by the energy advantage in comparison to the latter. A similar suggestion
was made by Hutchinson [26], who suggested that any pre-existing large angle boundary
should be expected to be “exploited” by its surrounding subgrains, and therefore nucleation
by discontinuous subgrain growth may not be necessary. The simulations and analyses per-
formed here substantiate and to a certain extent prove that indeed discontinuous subgrain
growth is not a necessary mechanism for recrystallization to occur.

The second point regarding the recovery of high stored-energy regions, has been criti-
cally discussed by Kestens and Pirgazi [22], who pointed out that the di�erentiation between
high stored-energy and low stored-energy texture formation during recrystallization of high-
purity steels is still controversial. Kestens and Pirgazi [22] suggested that the formation of
such di�erent types of textures when changing the level of deformation or temperature, is
still unresolved and could indeed be a result of recovery taking place at high stored-energy
regions. The present simulations, which already from the methodology favor the low stored
energy regions to recrystallize5, reveal that even without any type of recovery a rather high
stored-energy texture forms during the recrystallization of highly-strained IF steel, nonethe-
less. Therefore, it is highly likely that the formation of the recrystallization texture, whether
it is a high-stored energy or a low stored-energy, may be indeed associated with the evolution
of the same mechanism, i. e. the competitive growth of recrystallized volumes originated
from high-angle boundaries. The only di�erence then between the two types of textures,
is due to the crystal orientations topology and particularly to which high-angle boundaries
separate substructures of su�ciently di�erent sizes/boundary energy.

5.4.3. OUTLOOK

ADDRESSING CURRENT ISSUES IN CONJUNCTION TO THE PRESENT INSIGHT

In view of the above-mentioned insight regarding the relationship between crystallographic
texture formation and stored energy, it is opportune to make some further deductions. In par-
ticular, it would be expected that applying exactly the same model, i. e. without any change
in the constitutive relationships and transformation rule, on deformation structures of simi-
lar materials but of low stored-energy recrystallization textures, the simulation would result
in consistent trends regarding the evolution of texture. In particular, it is expected that with
this simulation approach, low stored-energy recrystallization textures, such as the anneal-
ing texture observed in warm-rolled steels (see e. g. the work of Nguyen Minh et al. [41]),
can also be modeled. Of course, this is a speculation, but it is well justified since already
from its description it is clear that this approach always favors the least - in comparison to
the local surroundings - deformed region to recrystallize. In this view, it is more surprising
that the simulations are consistent with cold worked metals, and even more surprising that
here we observe that the formation of crystallographic texture is not based on discontinuous

5Since in the present framework the subgrains within lower stored-energy regions in comparison to their surround-
ings are the ones favored.
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subgrain growth - a recovery process. So far we have explained why this happens in this
material, which means that in the absence of high variations in the boundary energy within
the g-fiber grains, a rather di�erent crystallographic texture would arise. As low stored-
energy recrystallization textures are already known to not be the result of static recovery
[22], we can address the controversy described in Section 5.4.2 and presumably explain it
on the basis of the substructure’s topology.

IMPROVING PREDICTABILITY OF THE MICROSTRUCTURE EVOLUTION

Although the issues in this chapter were addressed with systematic investigations, it is some-
what obvious that more e�ort was put on understanding the process of nucleation, rather than
on accurately predicting the temporal evolution and outcome of recrystallization annealing.
For example, as discussed in Section 5.3.1, selective subgrain growth and recrystallization
evolve more continuously in comparison to experimental findings, e. g. studied carefully by
Choi and Cho [17] and Kim et al. [36]. The same of course can be said regarding the sim-
ulated crystallographic texture, which is somewhat limited in highlighting trends instead of
serving as a predictive tool for controlling the annealing sheet texture. We have explained
already in Section 5.3.1 why the present approach is not expected to imitate exactly the re-
crystallization evolution in the material, especially since it operates in 2D without imposing
a nucleation criterion.

On the other hand, models are often useful for the steel-making industry in terms of
microstructure control, due to their ability of making su�ciently accurate and e�cient pre-
dictions of the microstructural features associated with macroscopic properties (here me-
chanical). Although the applicability of the present approach is much wider in comparison
to having used nucleation criteria tailored to the application, in cases that we already have
empirical approximations for the nucleation texture and nuclei density, a relevant improve-
ment would concern the predictability. In specific, when the purpose of an application is
more associated with predictability of well-documented material behavior, the approach
taken here could consider for example additional stored-energy variations, together with the
misorientation-related dislocations that are considered here. Particularly when using EBSD
inputs, this can be done, as suggested by Choi and Cho [17], by (a) using an orientation-
dependent (i. e. Taylor factor, TF) approximation, (b) other information such as the image
quality (IQ), and (c) performing a subgrain identification and thenceforth converting the
boundary energy in stored energy. All these of course indicate that a grain/deformed re-
gion mean-field simulation is to be done, similar to [17], which then calls for a nucleation
criterion.

The subgrain method is analytically assessed for example considering the size and mis-
orientation of the substructure, interior to material elements as suggested by Kim et al.
[42]. Regarding the TF, owing to the plastic power dissipation per incremental strain, it
is reasonable to expect that material elements describing crystal orientations of higher TF
values accumulate higher stored energy. Despite the fact that the TF itself cannot consider
the deformation history, it is well known that there is high correlation between stored en-
ergy material elements and TF. And although, there is no nucleation mechanism readily
dictating that the substructure within high stored energy region recrystallizes, critical stud-
ies/reviews, e. g. by Kestens and Pirgazi [22], Nguyen Minh et al. [41], have made clear
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that the correlation between TF and recrystallization is not circumstantial. This is why for
example Choi and Cho [17] considered the TF of the crystal orientations measured by the
EBSD, to qualitatively approximate the deformation energy of the material element. As for
the IQ method, as suggested by Choi and Jin [43], this is also a useful way to derive informa-
tion for the stored energy, namely by a qualitative conversion of each IQ value measured to
stored energy. It is expected then, that approximating the stored energy at material elements
considering not only the boundary-associated dislocations but also statistically stored dislo-
cations, the heterogeneity in the growth rates and thereby recrystallization evolution would
be more realistic and thus result in predictions that are more meaningful in the context of
industrial processing analyses and exploitation.
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6
3D COUPLED DEFORMATION AND

RECRYSTALLIZATION
SIMULATION: A PROMISING

TECHNIQUE

The level of deformation and spatial resolution that can be reached when using a 3D crys-
tal plasticity (CP) dislocation density-based model has been recently improved drastically
[1, 9]. This enables a combined framework where with the deformation simulation as in-
put, recrystallization can be modelled, as in the previous chapters, by using a (sub)grain
growth algorithm, i. e. without requiring to artifically generate the substructure inside the
deformed material elements, or having to assume/impose a nucleation criterion. For this
reason, this chapter investigates and discusses the applicability of the coupled simulation
framework based on the modelled microstructural outcome and evolution. The coupled
simulations are conducted in 3D for an interstitial free (IF) steel bicrystal of 75% thickness
reduction. Although only two deformed grains constitute the representative volume element
(RVE), it is shown that during the simulation: (a) selective subgrain growth occurs (i. e.
non-random competitive growth of only some subgrains) and (b) the microtexture changes
during recrystallization. These highlight the importance of describing the in-grain evolu-
tion and orientation gradients during deformation/recrystallization. The aim of this work is
to investigate the evolution and applicability of the present coupling framework in a highly
plastically strained material for future investigations.

This chapter presents joint work with the Ph.D. thesis [1] by K. Sedighiani, Crystal Plasticity Simulation of Mi-
crostructure and Microtexture Evolution during Large Plastic Deformation, Ph.D. thesis, Delft University of Tech-
nology, Netherlands (2022).
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6.1. INTRODUCTION

Coupling deformation simulations with a physics-based static recrystallization model gives
the opportunity to investigate annealing phenomena (recovery, primary recrystallization,
nucleation etc.) regarding their relation with the deformation structure. In particular, high-
resolution deformation simulations can serve as input for simulating static recrystallization
in a full-field approach [2–5].

The advantages of this technique compared to the use of a 2D orientation map obtained
through electron backscatter di�raction (EBSD) are related to the enhanced accuracy, ap-
plicability and insight. The accuracy derives from the three dimensional description of the
deformed microstucture. Since in recrystallization the subgrain heterogeneity (size and mis-
orientation) is crucial for its onset and evolution (e. g. shown particularly in Chapter 4), this
heterogeneity should be considered in 3D. The applicability is enhanced due to the ability
of simulating the microstructure evolution without requiring experimental work (which is
costly) to obtain the necessary input. The insights that can be obtained upon analyzing a
coupled deformation-recrystallization simulation are widened compared to using an EBSD
map, as the identification of the deformed material structure is straightforward. Each mate-
rial element coming from a deformation simulation is quantified regarding its deformation
energy, deformation history, etc. and therefore recrystallization can be directly linked to
deformation state variables.

Given the recent advances in crystal plasticity (CP) full-field modeling on high level of
deformation, while preserving a high resolution, introduced by Sedighiani [1] and Sedighi-
ani et al. [9], we could reach a deformation structure description in 3D in a resolution not
very far from the actual substructure. For this reason, and given the CA method for re-
crystallization, which as is shown in the previous chapters is applicable in modeling recrys-
tallization in grid spacings close to the subgrain size, we investigated the microstructural
evolution by coupling the two approaches. We treated the deformation simulation, like in
the previous chapters, i. e. by considering the crystal orientation of each elementary volume
as the only independent state variable. In other words, we assume that each material element
is either a part of a subgrain/grain or a subgrain itself.

Similar ideas, namely modeling the selective subgrain growth using data from full-field
CP have been implemented in the past, and presumably one of the most relevant works to the
present chapter was done by Bate [7], already decades ago. After a crystal plasticity finite
element method (CPFEM) simulation, Bate [7] applied the full-field subgrain/grain coarsen-
ing model developed by Humphreys [8], which operates based on the network method. The
latter considers a map of grains/subgrains and applies the constitutive and kinematic rules
on the so-called nodes (i. e. triple points). Therefore, as also in other deterministic full-field
methods of subgrain/coarsening many material elements should constitute the subgrains.
For this reason, Bate [7] generated the substructure such that the subgrains’ size is inversely
proportional to the von Mises stress, since otherwise every material element would be a
vertex.

The coupled simulations are done for 77% thickness reduction interstitial-free (IF) steel.
We use a simple bicrystal representative volume element (RVE) simulated by full-field crys-
tal plasticity (CP), and in particular, by using a dislocation density-based approach [1, 6].
Although the RVE does not describe the microstructure equivalently to a polycrystal RVE,
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in-grain orientation gradients are present and heterogeneous. Moreover, deformation fea-
tures that are crucial for recrystallization, such as deformation bands, are described. There-
fore, the goal of this work is to depict the intergranular evolution of deformation and re-
crystallization and investigate the applicability of the coupled computation framework for
future studies. It should be clarified, that the work presented here, although fully developed
and pertinent to the thesis, is rather elementary in terms of application, as only a deformed
bicrystal is presented and discussed.

6.2. METHOD DESCRIPTION

6.2.1. DEFORMATION SIMULATION

The simulation package Düsseldorf Advanced Material Simulation Kit (DAMASK) [10] is
used to conduct the crystal plasticity simulations. The system of governing Partial Di�eren-
tial Equations (PDEs) and boundary conditions is solved based on Fast Fourier Transform
(FFT) spectral methods. [11, 12]. The following section provides a brief summary of the
basic formulations, for more detail on the spectral solver implemented in DAMASK see
[10–12].

MULTIPLICATIVE DECOMPOSITION

The kinematics for elasto-plastic behavior are defined within the finite deformation frame-
work, where the deformation gradient tensor is expressed as:

F= FeFp (6.1)

where Fp is the plastic deformation gradient, and Fe is the elastic deformation gradient.
The main reasoning for such decomposition is to distinguish between elastic deformation, a
reversible deformation resulting from stretching of atomic bonds, and plastic deformation,
an irreversible lattice-preserving deformation resulting from, for instance, dislocation slip.
The decomposition order in Eq. (6.1) allows considering the anisotropy and dependency of
a constitutive law on the crystallographic orientation.

FLOW KINEMATICS

The evolution of the plastic deformation gradients is calculated as:

ÜFp =LpFp, (6.2)

where Lp is the velocity gradient. Lp is calculated from stress, here the second Piola-
Kirchho� stress S, and it depends on the underlying microstructure through the plasticity
constitutive law:

Lp = f (S, ...) (6.3)

Assuming a Hookean elastic constitutive law, the second Piola-Kirchho� stress is given as
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S= C :E (6.4)

where E is the Green-Lagrange strain tensor:

E= 1
2 �

⇠

FT
e Fe *I

⇡

(6.5)

INELASTIC FLOW RELATIONS

The plastic deformation in crystalline materials occurs on well-defined slip systems spe-
cific to a crystallographic lattice. The plastic velocity gradient Lp is thus composed of the
superposition of the individual resolved plastic shear rates on these systems ↵:

Lp =
…

↵

Ü�
↵
�

s↵s ‰n↵s
�

(6.6)

where s↵s and n↵s are respectively the unit vectors along the shear direction and shear plane
normal.

CONSTITUTIVE MODEL

In the present work, the simulations are conducted using a dislocation density-based consti-
tutive law as outlined in [1, 6]. The material parameters are chosen to be according to those
identified for IF steel by Sedighiani [1], Sedighiani et al. [13].

REMESHING METHOD

In order to simulate the deformation evolution at high strain levels, namely 75% thickness
reduction, the simulation was carried out with the use of the remeshing method described in
[9]. The remeshing method (which is called mesh replacement method) is based on replac-
ing the distorted mesh with a newly created undistorted mesh. According to this remeshing
technique, a new (cuboid) geometry is first created, which matches the average outer di-
mensions of the deformed geometry considering the periodicity of the configuration. Then,
the original mesh is replaced by a new mesh assigned to this new geometry. Finally, the
simulation is restarted using the new configuration as a new simulation without any mesh
distortion. This is physically equivalent to replacing the deformation gradient tensor with
the identity tensor and the full relaxation of the elastic deformation. The selection of the
resolution for the new mesh is following an adaptive scheme, which allows updating the
resolution during the deformation at each remeshing step.

CRYSTAL PLASTICITY SIMULATION

The simulation is carried out using a 3D bicrystal configuration where one grain is a cylinder
(with center matching the center of the cube RVE). This is illustrated in Fig. 6.1, where it is
shown that the constant cross-section is perpendicular to the transverse direction (TD). The
initial orientation of the cylindrical grain and the matrix are (112)[110] and (111)[121].
The RVE is subjected to plane-strain compression up to a thickness reduction of 75%. The
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initial number of elements at the beginning of the cold deformation is 60ù 30ù 60. The
number of elements is gradually increased to 777ù 109ù 60 during the deformation using
an adaptive mesh refinement method as described in [9].

IPF//ND

RD

ND

TD

Figure 6.1: Input 3D RVE for the deformation simulation.

6.2.2. RECRYSTALLIZATION SIMULATION

INPUT SETTINGS

The recrystallization simulation is performed with the Cellular-Automaton (CA) model de-
scribed in Chapter 2 using the 3D cubic grid Cub(2,2). This grid considers 26 neighbours
per cell (neighbour cells that share either a face, an edge, or a corner). The input settings
for this grid are presented and explained in detail in Chapter 2.

The simulated deformed grains are used as input where each CA cell is assigned the
crystal orientation that corresponds to the material element provided from the deformation
simulation. The grid spacing is set equal to 1 µm and the recrystallization simulation is
carried out at the constant temperature of 800 ˝C. The computation time was 4 days - this
is discussed in Section A.
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6.3. RESULTS AND DISCUSSION

6.3.1. MICROSTRUCTURE EVOLUTION

The simulated temporal evolution of recrystallization is illustrated in Figs. 6.2 to 6.4, as it
occurs in the middle cross-sections of the 3D RVE. As is shown, subgrain growth occurs in
both deformed grains, yet within the blueish grain recrystallization is favored. The spatial
inhomogeneity that characterizes recrystallization in the cold-deformed low alloyed steels
[14–16] is also shown in the simulation’s temporal evolution. The latter is due to the inte-
granular orientation gradients which are spatially heterogeneous at the simulated deformed
state.

100 µm
RD

ND

(a)	0 s

(b)	30 s

(c)	60 s

(d)	90 s

IPF//ND
Boundaries

! °0.3 15

IPF//ND

IPF//ND
Boundaries

! °0.3 15

IPF//ND
Boundaries

! °0.3 15

Figure 6.2: Temporal evolution of simulation at 800 ˝C shown in the middle cross-section along the transverse
direction (TD) at (a) 0 s (b) 30 s (c) 60 s (d) 90 s.
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RD

TD
100 µm

(a)	0 s

(b)	30 s

(c)	60 s

(d)	90 s

IPF//ND Boundaries

! °0.3 15

IPF//ND

IPF//ND Boundaries

! °0.3 15

IPF//ND Boundaries

! °0.3 15

Figure 6.3: Temporal evolution of simulation at 800 ˝C shown in the middle cross-section along the normal
direction (ND) at (a) 0 s (b) 30 s (c) 60 s (d) 90 s.

100 µm

TD

ND

(a)	0 s (b)	30 s (c)	60 s (d)	90 s

IPF//ND Boundaries

! °0.3 15

IPF//ND

IPF//ND Boundaries

! °0.3 15

IPF//ND Boundaries

! °0.3 15

Figure 6.4: Temporal evolution of simulation at 800 ˝C shown in the middle cross-section along the rolling direc-
tion (RD) at (a) 0 s (b) 30 s (c) 60 s (d) 90 s.

6.3.2. TEXTURE COMPONENTS

Fig. 6.5 shows the �2 = 45° section of the orientation distribution function (ODF) that is
quantified for the simulated deformed and recrystallized state. Although the RVE contains
only two grains, the microtexture changes during recrystallization. In particular the tex-
ture component {112}Í110Î that comprises the maximum at the deformed state gradually
decreases and eventually at the recrystallized state the maximum is found in orientation
components within the Í111Î fl ND fiber.
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(a)	0 s ∶ ODF	$! = 45°

(b)	90 s ∶ ODF	$! = 45°

Figure 6.5: ODF quantified and plotted in section �2 = 45° for (a) the simulated deformed state (b) the simulated
recrystallized state i. e. 90 s at 800 ˝C.
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6.3.3. RECRYSTALLIZATION KINETICS

This section reviews the evolution of recrystallization in the principal cross-sections of the
rolling reference system and in 3D. Fig. 6.6 shows the recrystallized volume fraction eval-
uated at each middle cross-section. As is shown, the ND-RD cross-section undergoes the
most rapid recrystallization, then RD-TD and at last TD-ND. This can be explained in vari-
ous ways:

• Longitudinal sections (i. e. ND-RD) incorporate orientation gradients from the local-
ized deformation features such as shear bands. As these regions facilitate recrystal-
lization initiation and growth (see e. g. Chapter 4), the kinetics occur faster in ND-RD.

• The transverse (TD-ND) middle cross-section in the present simulation seems to ini-
tially recrystallize by the growth of the low-deformation energy grain (see Fig. 6.4b).
However, as this type of recrystallization is more sluggish (also discussed in Chap-
ter 4), the recrystallized volume arranges such that there are still LAGBs within it
(see Fig. 6.4b). Once a recrystallized grain that is actually competitive meets these
regions it consumes them, as it happens also here - Fig. 6.4b-Fig. 6.4d.

Figure 6.6: Recrystallization kinetics during the isothermal annealing simulation at 800 ˝C: the quantifications
correspond to the middle cross-sections of the principal rolling sheet axes.

Fig. 6.7 shows the recrystallization kinetics corresponding to the whole RVE. As it is
evident, the highest recrystallization rate is found within 10*15 s of heating.
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Figure 6.7: Recrystallization kinetics during the isothermal annealing simulation at 800 ˝C: the quantifications
correspond to the whole 3D RVE.

6.3.4. EVALUATION AND APPLICABILITY

Altogether, the example presented for the coupled simulations of deformation-recrystallization
in 3D, confirms two important phenomena which are in line with previous studies or recrys-
tallization in IF steel sheets [14–21]:

• Recrystallization occurs heterogeneously such that some regions recrystallize fast,
while others resist and get consumed later by large recrystallized grains.

• Recrystallization results in changing the distribution of crystal orientations and par-
ticularly components within the Í111Î fl ND fiber intensify at the expense of defor-
mation texture components such as {112}Í110Î.

Therefore, the present approach is applicable for highly plastically strained steel recrystal-
lization. The main disadvantage of this technique is the computation time required for the
simulations - namely 5 days for the deformation and 4 days for the recrystallization simula-
tion (explained in detail in Appendix A).

Despite the computational cost, the coupled simulations are still feasible. Considering
also the fact that recrystallization nucleation is not imposed in this modeling framework,
such simulations are particularly useful for providing straightforward relationships between
deformation and recrystallization.
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6.4. CONCLUSION

6.4.1. OVERVIEW OF DISCUSSED ITEMS

We have presented a coupled computation framework for deformation and recrystallization
that allows the in-grain description of their evolution. It is shown that even a bicrystal RVE
can confirm the heterogeneity that characterizes the two phenomena. The deformed bicrys-
tal consists of a g-fiber grain with large orientation spread and a deformed grain with coarser
subgrains, mostly near the (112)[110] component. Recrystallization nucleation occurs nat-
urally during the simulation and alters the microtexture such that the g-fiber texture compo-
nents intensify. This highlights the importance of using full-field deformation models that
describe the intergranular orientation spread and microtexture evolution, when serving as
inputs for recrystallization simulations. Additionally, it indicates that the suggested coupled
computation framework is promising for further investigations regarding the substructure
evolution in deformation and the onset of recrystallization.

6.4.2. GENERAL UNDERSTANDING AND ADVANCES

In this chapter, we made use of two approaches, that are both developed for (and tailored
to) overcoming challenges when simulating and providing information about phenomena
at the level of subgrains in highly deformed IF steel, when dealing with the mesoscale.
The work of Sedighiani [1] and Sedighiani et al. [9] allows us to simulate deformation in
3D on a high level of deformation while preserving a high resolution and realistic in-grain
descriptions. In view of the present thesis, that follows an approach where recrystallization
nucleation is not imposed while dealing with highly deformed structures and grid spacings
close to the actual substructure’s size, it is clear that coupling the two techniques is not only
pertinent, but it is also necessary (a) if we want to understand recrystallization in terms of
selective subgrain growth, especially since the 3D description is a necessary step to take after
a certain point, and (b) if we want to obtain a clearer picture on the relevance between the
(readily distinguishable) deformation features and states, and the onset of recrystallization.
This is why here we discussed the applicability of coupling the two approaches. Although
some analyses was discussed based on the performed simulations, the key message of the
present chapter is not based on discussing the simulations’ outcome as a means to our present
understanding of recrystallization-related phenomena. Instead, the chapter is meant to point
toward a research direction, based on recent advances, which is promising to achieve indeed
a better understanding of recrystallization nucleation.
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7
CONCLUSION

7.1. PRESENT WORK

7.1.1. SUMMARY

In the present thesis, recrystallization and related phenomena were investigated in intersti-
tial free (IF) and low carbon (LC) steel microstructures. The studies were conducted with
close coupling between the deformation substructure and the onset and evolution of recrys-
tallization.

With a site-specific experimental investigation of isothermal annealing at 600 ˝C re-
crystallization was observed in a LC steel of 65% thickness reduction. It was shown that
recrystallization initiates and rapidly evolves in deformed grains characterized by high inte-
rior orientation gradients. While these deformed grains recrystallize fast (in less than 20 s),
grains with lower interior orientation gradients remain intact or recover. Only after addi-
tional heating time grains with low stored energy are consumed by recrystallized volumes,
while some deformed material (3-14%) remains even after 400 s of annealing. Highlight-
ing the spatial heterogeneity that characterizes recrystallization in the investigated material,
its orientation dependency was studied. Orientation components belonging to the Í110Î fl
normal direction (ND) fiber (known as z-fiber) were found mostly relevant to the material’s
recrystallization.

The next studies focused on simulating the evolution of recrystallization with a full-
field physical description that includes the nucleation stage. This is because by not as-
suming, but simulating nucleation, many important and unresolved phenomena can be in-
vestigated regarding the subgrains that become nuclei - see e. g. [1–5]. A computational
framework that enables the concurrent description of the various stages of recrystalliza-
tion annealing is developed based on the deterministic cellular automaton (CA) method.
The algorithm describes subgrain growth (nucleation), primary and secondary recrystalliza-
tion, and grain growth based on the same physical description, i. e. the atomic short-range
self-di�usion driven by the reduction of (sub)boundary energy. Avoiding a di�erentiation
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between the above-mentioned recrystallization-related phenomena is necessary, since (as
discussed above) recrystallization does not occur homogeneously, i. e. at the time a region
in the sheet recrystallizes, other regions nearby might be recovering or even be fully re-
crystallized (undergoing grain growth or secondary recrystallization). Hence, nucleation
is not imposed in this approach but it naturally occurs throughout the evolving substruc-
ture. When the microstructure is characterized by heterogeneously distributed dislocation
content, recrystallization occurs, just as explained by Humphreys et al. [6]. Dislocations
act as elementary units of inelastic deformation and therefore they carry the stored energy
that relates to the driving force. At the same time dislocations are elementary units of crys-
tallographic misorientation and hence comprise boundaries whereby subgrains grow [7].
Altogether, the dislocation content determines the mobility and driving force for boundary
migration, and hence if heterogeneously distributed, recrystallization nucleation and growth
occur. The latter continue until the dislocation content is homogeneously distributed (i. e.
comprising HAGBs surrounding equiaxed grains) and grain growth takes place.

As can be deduced from the above, the approach implemented here operates only based
on the local misorientations, i. e. on the di�erence between the energy of the boundaries
surrounding each elementary volume before and after its re-orientation. The reasons for not
implementing the algorithm based on current deterministic methods, e. g. curvature-based,
are associated with the fact that we operate in grid spacings very close to the actual subgrain
size. In other words, instead of exploiting mesoscopic descriptions of the stored energy in
order to artificially generate the substructure with equiaxed and uniform (in size) subgrains
in the deformed grain, as was done by Han et al. [2] or converting the pixels as parts of
subgrains after assuming that subgrain formation and growth takes place, as was done by
Suwa et al. [4] and Bate [5], when using the existing deterministic methods, here the main
assumption is di�erent. In particular, we assume that the deformation input corresponds to
the actual substructure without requiring static subgrain formation, such that we can inves-
tigate whether recrystallization-related phenomena are associated with discontinuous sub-
grain growth and high-angle boundaries’ bulging. Therefore, we operate the algorithm on
a grid spacing very close to the actual subgrain size, which is not possible with the existing
deterministic methods. Hence, the approach taken here calculates the driving force based
on the energy di�erence prior to and after the re-orientation of a cell, thus allowing us to
use the unmodified deformation input as starting microstructure, under the assumption that
each CA cell is either a part of a subgrain or a subgrain itself.

After implementing the above-described approach in a deterministic full-field compu-
tational framework, the algorithm was extensively tested regarding grid artifacts, mesh size
dependency and kinetic outcome. Simple grain structures (bicrystal, tricrystal and polycrys-
tal) were used for this purpose. The algorithm was then applied to deformation substructures
where recrystallization takes place.

Since recrystallization is simulated without imposing a nucleation criterion a subgrain
will nucleate when it has a kinetic and energy advantage compared to the surrounding sub-
structure. In other words a subgrain that together with its recrystallized volume is always
mobile (kinetic advantage) and of smaller boundary energy surrounding it or just larger
(energy advantage) than its changing neighborhood becomes a recrystallized grain. In the
present work, the following issues were investigated:

• The contribution of the substructure’s topology to recrystallization initiation. This
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study was performed by a one-to-one comparison of the state variables (crystal ori-
entation, recrystallized/non-recrystallized regime) from the deformation substructure
and the simulated temporal evolution of recrystallization. It was shown that defor-
mation band nucleation occurs by relatively larger abutting subgrains (separated by
HAGBs) invading narrow bands. Although this mechanism occurs in many deformed
regions, most of the recrystallized volume stops expanding after surpassing the band.
A further investigation showed that this is mainly due to the kinetic instability which
is no longer satisfied. This is where the intersection of deformation bands plays an
important role. It was shown that in such configurations, the material recrystallizes
faster compared to regions of deformation bands arranged in one direction. As for
recrystallization initiation at grain boundaries, this was shown to take place, yet oc-
curring slower than the in-grain recrystallization. As grain boundaries are always
kinetically unstable, the delayed recrystallization that takes place through them, was
attributed to the fact that subgrains next to them do not have an energy/size advantage
from the surrounding substructure within the adjacent grain.

• The extent of recovery (discontinuous subgrain growth) that precedes recrystalliza-
tion initiation and its relationship with the Í111Î fl ND fiber texture formation. The
study employed more input RVEs in order to assess the e�ects of the resolution in
the performed quantifications. Again, a one-to-one comparison of the state variables
through the simulated temporal evolution was used. It was shown that although in
the substructure numerous subgrains grow, the ones that recrystallize in most cases
initiate growing directly via HAGBs. Therefore, the kinetic and energy advantage
of the subgrains that nucleate pre-exists in the as-deformed state and hence it is not
attained by static recovery. Relating this to the recrystallization texture formation, it
was shown that the Í111Î fl ND fiber texture does not form when recrystallization
initiates. The crystallographic texture of the subgrains that start growing via a HAGB
is in fact similar to the deformation texture, i. e. combined Í110Î fl rolling direction
(RD) and Í111Î fl ND texture. It is during their subsequent expansion that the Í110Î
fl RD fiber texture decreases. Altogether, it was shown that HAGB bulging is the
dominant nucleation mechanism, and it takes place mostly at deformation bands.

7.1.2. APPLICABILITY OF THE MODELING APPROACH

The applicability of the present model is wide, especially because (a) it does not di�erentiate
between normal and abnormal (discontinuous) phenomena, which typically concur upon
recrystallization annealing, and (b) because it does not impose a nucleation criterion, which
already narrows down significantly the applicable range of materials/deformation levels and
parameters. In practice, recrystallization in any material that forms subgrain structures upon
its deformation1 can be simulated with this approach.

The disadvantage of this approach is that it is computationally heavier (see Appendix A
for details) than the classical CA recrystallization method. The simulations conducted in the
present thesis varied from a few minutes (normal grain growth) to 2-70 hours for recrystal-
lization (depending on the RVE used). This is because of two reasons: (a) all CA cells are

1For example high stacking fault energy (SFE) metals and sheets deformed in high temperatures.
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iterated at every time step and not only a subset and (b) in deformed materials it is advisable
to use continuous orientation space instead of discrete, i. e. to assign the crystal orientation
of each cell as it is measured. This means that the misorientations are not stored in the
computer but need to be calculated for every pair of cells at every time step. The reasons
for this are explained in detail in Appendix A. Despite the computational cost, the present
approach is still applicable in a variety of materials with still large datasets for describing
the microstructure.

7.1.3. UNDERSTANDINGS BASED ON ALL CHAPTERS

As explained in the individual chapters, besides the items addressed specifically based on
their respective objectives, there are some more general understandings. The most important
one is presumably the fact that upon modeling competitive growth of volumes in a rather
very “pure” manner we observe the so-called growth instability (i. e. recrystallization). Out
of the numerous reasons for which a pre-existing subgrain obtains a kinetic and an energy
advantage, we simulated the competition of initially millions of material elements, due to
only one state variable: their crystal orientation and therefore their misorientation with their
neighborhood. Based on this, without considering the static subgrain formation that is a
well-known phenomenon giving lead to particular subgrains becoming recrystallization nu-
clei, the simulations showed that not only preferential growth occurs (even in 2D) but also
that we have a pertinent crystallographic texture change. As explained in Chapter 1 - see Ta-
ble 1.1, despite the solid physical foundations of the subgrain formation and growth theory,
there are so many dislocation cells and subgrains, and so many mechanisms that can result in
giving advantages in certain material volumes to recrystallize, that it is impossible to derive
conclusions in terms of selective subgrain growth and orientation selection. Among others,
Humphreys et al. [6] and Hutchinson [8] have discussed and suggested the important role
of local misorientations in the context of an energy advantage in addition to the well-known
kinetic advantage. However, this has never been confirmed, to be su�cient insofar as it can
explain some of the recrystallization-related phenomena. We show that allowing more than
5,000,000 material elements to grow and compete based on the well-known fundamentals,
both the growth instability and the orientation selection can be explained, at least up to a
certain extent.

The second important point is the participation of recovery in view of a high stored-
energy nucleation mechanism. As we show in Chapter 5 and given that none of the static re-
covery mechanisms are considered besides discontinuous subgrain growth, the well-known
g-fiber texture is a result of the energy advantage of particular subgrains. Nevertheless, it
has been for long recognized that a primary reason for high stored-energy regions to nu-
cleate is associated with other recovery mechanisms, with the most basic and kinetically
favored2, the heterogeneous static subgrain formation (i. e. polygonization). Although es-
pecially the latter mechanism is indeed expected to occur and mostly heterogeneously (thus
indeed giving lead to some regions), we show that already without any recovery mechanism,
a g-fiber texture is favored in the present material. Considering the combined findings from

2Subgrain formation during the early stages of annealing is already favored in comparison to other nucleation
mechanisms due to it requiring the motion of individual dislocations and it is thus faster than discontinuous
subgrain growth that requires arrays of dislocations to move cooperatively.
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Chapter 4 and Chapter 5, it is suggested that: initially recrystallized volumes start wherever
possible (i. e. next to almost any high angle boundary). Then the lack of energy advantage
at regions of low deformation energy (e. g. next to most grain boundaries) obstructs the ex-
panded volume (i. e. the subgrains it meets are coarser or of low energy at their boundaries).
The remaining subset of the volume that continuous its expansion corresponds to other re-
gions, mostly intergranular, where at least some subgrains indeed have an energy advantage
and preserve their kinetic instability. This subset is the one that should consititute the re-
crystallization texture. Similar suggestions, although in a di�erent context, were made by
Hutchinson [8] and Dillamore et al. [9]. More specifically, Hutchinson [8] suggested that
probably subgrains make use of pre-existing high-angle boundaries instead of undergoing
discontinuous subgrain growth. On the other hand, Dillamore et al. [9] observed that in-
deed grain boundaries are initially migrating, but then intergranular recrystallized volumes
are more competitive, although we cannot know how the latter nucleated. The present thesis
has shown that these ideas are not only valid, but actually all these phenomena occur under
a topological competition that is responsible for the forthcoming orientation selection.

7.2. FUTURE WORK

7.2.1. CONCURRENT NUCLEATION MECHANISMS

In the present work nucleation is naturally simulated by the mechanisms known as discon-
tinuous subgrain growth and HAGB recrystallization initiation/bulging. In particular, for
the simulations performed in this thesis, the kinetic advantage concerns subgrains bounded
by HAGBs that expand in recrystallized volumes while preserving high misorientation from
their changing neighborhood. The energy advantage concerns subgrains that are larger from
their abutting substructure and continue being larger (together with their recrystallized vol-
ume) than their changing surroundings. As was explained in Chapter 1, there are more
mechanisms that can result in providing an advantage to some subgrains such as:

• subgrain coalesence (kinetic & energy advantage).
• heterogeneous static subgrain formation (kinetic & energy advantage).
• variations of particle pinning (Zener drag force) at certain HAGBs (energy advan-

tage).
• mobility variations at HAGB related to the dislocation character (kinetic advantage -

in this case not all HAGBs but only some are actually kinetically unstable).

Now that the e�ects of discontinuous subgrain growth and HAGB recrystallization initiation
have been established and di�erentiated, incorporating any of the abovementioned mecha-
nisms with an appropriate physical description would give insight into its contribution to
the onset of recrystallization.

7.2.2. MATERIALS OF DIFFERENT RECRYSTALLIZATION TEXTURES

As discussed in Chapter 5, the fact that static recovery is found to be only minorly respon-
sible for the high stored-energy crystallographic texture formation upon recrystallization of
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the IF steel investigated here, this opens up a subject area raised by Kestens and Pirgazi
[10]. In particular, whether or not recovery is the reason for the g-fiber texture formation in
highly strained IF steel, and thereby also the reason for the apparent di�erences in compar-
ison to low-strained and/or high-temperature deformed materials. It is easy to understand
that the particular CA approach is applicable to model recrystallization when the expected
outcome dictates a low stored-energy texture, since the energy advantage favors the less de-
formed regions to recrystallize - in comparison to their surroundings. However, it is still
somewhat surprising that even without considering any static recovery mechanism beyond
discontinuous subgrain growth, which is found to be quite insignificant, the simulations fa-
vor the intensification of high stored-energy texture components. Therefore, a presumably
insightful research direction with regard to the texture controversy discussed by Kestens and
Pirgazi [10] concerns the application of the present method in other deformed structures in
IF steel, i. e. of low strain levels or of high deformation temperatures.

7.2.3. COUPLING DEFORMATION-RECRYSTALLIZATION

Applications similar to the coupled deformation and recrystallization simulations presented
in Chapter 6, could be done using RVEs that describe more grains. Besides the three-
dimensional description, this is advantageous for the subsequent analysis. For example the
investigation presented in Chapter 4 regarding the onset of recrystallization at deformation
bands was limited to the microstructure characterization of the deformed material. After the
crystal plasticity full-field simulation, each material element has many state variables that
can be used for a quantitative identification of the deformation substructure such as the slip
activity etc. A close coupling of these with the subsequent recrystallization can give insight
into stricter relationships between deformation and recrystallization.

7.2.4. PATTERN IDENTIFICATION ANALYSIS

The one-to-one comparison of the material state during the simulated temporal evolution
of recrystallization was used to relate the deformation features (Chapter 4) and quantify the
mechanisms (Chapter 5) that lead to the nucleation of subgrains. This resulted in topological
characterizations (e. g. deformation bands) and distributions of values (e. g. misorientation
at deformed state) for features that di�erentiate a subgrain that nucleates from others that do
not. This type of analysis shows whether the nuclei exhibit a certain characteristic. Although
the results already indicate that certain patterns are followed, it does not give insight on how
necessary or su�cient each characteristic is for a subgrain’s nucleation. Such insights would
be particularly useful for example to be used in mean-field statistical approaches or for poly-
crystal full-field simulations using statistical distributions for characterizing the substructure
(grain mean-field). In order to provide information for the potential of a subgrain to recrys-
tallize, given only the as-deformed state, the simulations performed here should be analyzed
considering not only the state variables during the temporal evolution (as was done here),
but also their interaction.

More specifically, as extensively discussed in the present thesis, the possibility of a sub-
grain to recrystallize depends on its kinetic and energy advantage. However, these are non-
quantifiable at the as-deformed state, because a subgrain’s advantage involves the compari-
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son with its surroundings. The latter are neither up to a constant distance nor are constant
themselves - i. e. they also undergo competitive subgrain growth. For example, the surround-
ings of a subgrain that actually a�ect its potential to recrystallize can be within a distance
of 0.1 µm or even a few micrometers. Hence, in order to quantify a subgrain’s potential to
recrystallize, it is necessary, but not su�cient, to consider only its misorientation from its
immediate neighborhood. Rather, the features that di�erentiate subgrains that recrystallize
from others that do not, need to be considered together and as interacting. Then, presum-
ably, it may be feasible to deduce relationships regarding which subgrains will recrystallize,
given the as-deformed state.

Such analyses can be done with the use of advanced statistical tools. Some machine
learning methods [11] - e. g. clustering and other unsupervised3 methods, identify patterns
between large groups of features/phenomena, which is particularly useful when many fea-
tures a�ect one another - as are also the e�ects of topological aspects in recrystallization.
Eventually, the output is not a quantification of a predefined relationship but groups of values
(each for a di�erent feature) that are likely to be found together.

Moreover, using such analysis techniques in the coupled deformation/recrystallization
simulation, the characteristics that can be investigated increase significantly. For example,
recrystallization nucleation can be linked with:

• the lattice rotations, dislocation density evolution in the region where the subgrain
was located, in comparison to the substructure comprising other regions,

• in general, values of state variables through the deformation history,
• particular deformation bands, e. g. by quantifications regarding the slip systems ac-

tivated resulting in deformation bands, and by di�erentiating between others that do
not act as successful nucleation sites.

The abovementioned aspects are only some indications regarding the identification of
deformation/recrystallization patterns, and are only addressing the nucleation stage. Many
other investigations are enabled in the suggested technique and also for other relevant an-
nealing phenomena, e. g. recovery, recrystallization growth.

3Unsupervised are the techniques where there is no predefined relationship/classification investigated. In these,
the algorithm aims to group values of (numerous) features that are likely to be found as such in the same statistical
observation, i. e. here material element.
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APPENDICES

A. APPENDIX A - COMPUTATIONAL EFFICIENCY

The simulations discussed in the present thesis were performed in a 4 core computer with a
2.6 GHz Intel Core i7 processor with 16 GB 2133 MHz memory. The computation time for
each simulation was:

• For the polycrystal grain growth simulations discussed in Chapter 3, all simulations
lasted around 5 minutes.

• For the 2D recrystallization simulations discussed in Chapters 4 and 5 the simulation
time was 2 hours for RVE1, 5 hours for RVE2 and 2 days for RVE3.

• For the 3D recrystallization simulation discussed in Chapter 6 the simulation time
was 4 days.

The variations in the computation time per simulation are related to the grid spacing,
RVE size and grid type. From the methodology and algorithm steps described in Chapter 3,
it is clear that for the same heat treatment the computation time increases when:

• Increasing the number of CA cells describing an RVE.
• Decreasing the grid spacing of the CA, regardless of the number of cells describing

it.
• Increasing the number of neighbours considered per cell - e. g. a simulation in the

3D grid with 26 neighbours requires more time than a simulation in a 2D grid which
considers 8 neighbours at maximum.

• Increasing the number of dissimilar cells in the RVE - e. g. a deformed microstructure
compared to a recrystallized one.

Some of the abovementioned computation times, e. g. for the high-resolution 2D recrys-
tallization and for the 3D recrystallization, are larger than the typical CA methods used for
recrystallization simulations. The reasons for this are two. First, it is due to the fact that
nucleation is not imposed. This means that throughout the simulation every cell that is not
in the interior of a recrystallized grain (and away from its boundaries) needs to be iterated to
calculate its misorientation from all its neighbours. Especially if there is at least one neigh-
bour with misorientation more than the lower limit (here 0.3°) the misorientations between
all neighbours are also calculated to proceed with the energy release calculations. If nucle-
ation had been imposed then only a subset (i. e. nuclei and recrystallized cells abutting to
boundaries) of CA cells would be iterated. This subset is normally around 1000 cells which
is considerably smaller than the 5,000,000 cells that need to be iterated without imposing
nucleation. The second reason for the heavy computational cost is that the crystal orientation
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state variable for each CA cell derives from continuous orientation space instead of discrete.
Hence, there are no predefined crystal orientations and misorientations. Although the latter
is beneficial for the computational cost, as the crystal misorientations are not calculated at
every time step but only at the first one, this method may distort the misorientation distri-
bution when applied to deformation substructures. This is explained here by comparing the
microstructure when using continuous or discrete orientation space.

When the crystal orientation state variable derives from predefined possible orientations,
a discrete orientation space is required. In the examples shown here, the orientation space
is described in Euler (ZXZ) angles with:

• cubic crystal symmetry limits i. e.
⌅

�1
⇧

ù
⌅

�
⇧

ù
⌅

�2
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À V
g
=
⌅

0°*360°
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.
• Euler grid spacing �r= 5° where rÀ {�1,�,�2}.

Fig. A.1 shows the RVE that is used in Chapter 4 for recrystallization simulations.

100 μm
RD

ND IPF	//ND
Boundaries

! °

0.5 15

(a)	Deformed	microstructure	–
continuous		orientation	space

(b)	Deformed	microstructure	–
discrete	orientation	space

Figure A.1: Microstructure of cold-deformed 77% IF-steel imported in the CA where (a) every cell is assigned
a crystal orientation as measured from the EBSD and (b) is assigned the median crystal orientation of the closest
range of Euler angles �1,�,�2 with 5° resolution.

As is shown, the microstructure described in discrete orientation space contains higher
orientation gradients than the actual orientation map - see e. g. the reddish grain that has
very small orientation gradients in Fig. A.1a exhibiting darker colors in Fig. A.1b. This is
confirmed by Fig. A.2 where the misorientation distribution is shown for low angle grain
boundaries (LAGBs). As is shown, the misorientation distribution when using continuous
orientation space (green curve in Fig. A.2) is dominated by misorientations smaller than
2°, whereas when a discrete orientation space of 5° resolution is used the misorientation
distribution (orange curve in Fig. A.2) is significantly di�erent.

The di�erences in the misorientation distribution between the discrete and continuous
orientation space shown in Fig. A.2 can be explained as follows: when assigning to CA
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cells the nearest crystal orientation from a discrete orientation space, the misorientation
between every pair of adjacent cells has an equal chance of being underestimated or being
overestimated. For example, let us consider two orientations g

i
and g

j
that have actual

misorientation equal to 2°. Depending on how close they are to the nominal orientation
(median of the orientation range described by 1 orientation component) in the discrete space,
they can be assigned the same or a di�erent orientation. If they are assigned a di�erent
orientation, their misorientation will no longer be equal to 2° but probably much higher,
e. g. 4*6°. And since the actual fraction of misorientations around 2° is much larger than
these of 4*6° (see green curve in Fig. A.2), the discretization will result in increasing the
fraction of misorientations that are larger than 4*6°. This is also shown in Fig. A.2 where
it is clear that the distribution plotted with green color has two local maxima: at 0° and at
5°.

Figure A.2: Cumulative distribution of misorientation with ✓ f 15° for the cold-rolled IF steel microstructure.

One way to diminish the artifacts incorporated upon using discrete orientation space to
describe a deformed microstructure is to use smaller angles for the elementary misorienta-
tion. However, this requires huge computational memory. For example, for 5° resolution,
i. e. 23,328 orientation components and 23,328 � 23,328 misorientations stored, the data
structure that is saved (in binary format) amounts to 818 MB. An equivalent simulation
with the continuous orientation space of 0.3° should store 16.73 � 23,328 orientations and
16.76 � 23,3282 misorientations. This amounts to computational memory of about 17,000
TB which is in practice impossible.

As is shown, for subgrain growth simulations in highly plastically strained metals, it is
more reasonable to use continuous orientation space. This of course results in a significantly
higher computation time and hence in some cases a discrete orientation space may be used,
although this is not done in the present thesis.
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B. APPENDIX B - SIMULATION DEVIATIONS DUE TO STATIS-
TICAL SAMPLE SIZE

In Section 5.3.2 of Chapter 5, we explained how we assessed the expected error regarding
the microstructural outcome (grain size and crystallographic texture) of a simulation and the
experimental recrystallized state, due to the limit statistics of the simulation’s input. Then
we illustrated the obtained results, regarding how the grain size and crystallographic texture
are expected to vary when quantified in an area equal to the area of RVE3 - in Fig. 5.7 and
Fig. 5.8, respectively. The corresponding results are shown here for the other two RVEs
used in Chapter 5. Figs. B.1 and B.2 show the respective quantifications done for RVE1,
and Figs. B.3 and B.4 for RVE2. .

The values of � Ñd
n,exp

shown in Figs. B.1 and B.3 refer to the mean grain size deviation
between the simulated recrystallized state and the nth subdivided area from the experimental
recrystallized microstructure, such that each subdivided area has equal size with the RVE
investigated. For each s RVE, the average value of � Ñd

n,exp
, amounts to the expected de-

viation of the mean grain size between a simulation with this RVE and the experimental
microstructure, i. e. � Ñd

RV Es
. Similarly, in Figs. B.2 and B.4, the values T

n,ref
correspond

to the crystallographic texture deviation between each n
th subdivided area from the exper-

imental recrystallized microstructure (of size equal to the simulated with RVE s) and the
simulated recrystallized state with the use of RVE s. The average value of T

n,ref
for each

s RVE amounts to the expected error of crystallographic texture (i. e. �T
RV Es

) between the
simulated (with s RVE) and the experimental recrystallized state. Figs. B.2 and B.4 show
only the �2 = 45° section of the ODF as an indication of the expected variations, although it
should be clarified that the values T

n,ref
, and thereby �T

RV Es
, are calculated for the whole

orientation space - for cubic crystal symmetry.
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100 µm

(a)	Annealed	state	– experimental	%!"# = 16.8 μm

(b)	Areas	of	size	405 μm , 439 μm :	area	equal	to	RVE1

1 2 3

%$ = 16.9 µm %% = 16.4 µm %& = 16.2 µm %' = 16.9 µm
0%$,!"# = 0.1 µm 0%%,!"# = 0.4 µm 0%&,!"# = 0.6 µm 0%',!"# = 0.1 µm

4

RD

ND

IPF	//ND

boundaries	1 ≥ 5°

Figure B.1: Method used to calculate � ÑdRV E1 where (a) the experimentally measured microstructure and (b) the
subdivision in areas equal to the size of RVE1.
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(a)	Experimentally	annealed	microstructure

1 2 3

(c)	Area	1:	!!,#$% = 0.05

(d)	Area	2:	!&,#$% = 0.09

(b)	ODF	'& = 45°,	mean	!',#$% = 0.07 (for	full	ODF)

(e)	Area	3:	!(,#$% = 0.08

4

(f)	Area	4:	!),#$% = 0.06

Figure B.2: Method used to calculate �TRV E1 where (a) the experimentally measured microstructure together
with the �2 = 45° section of the ODF and (b) the �2 = 45° section of the ODF for each area of size equal to the
size of RVE1.
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100 μm

(a)	Annealed	state	– experimental	#!"# = 16.8 μm

#$ = 16.8 μm #% = 16.6 μm #& = 16.9 μm
(#$,!"# = 0.0 μm (#%,!"# = 0.2 μm (#&,!"# = 0.1 μm

(b)	Areas	of	size	628 μm * 448 μm :	area	equal	to	RVE2

1 2 3
RD
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IPF	//ND

boundaries	- ≥ 5°

Figure B.3: Method used to calculate � ÑdRV E2 where (a) the experimentally measured microstructure and (b) the
subdivision in areas equal to the size of RVE2.

IPF	//ND
RD
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(a)	Experimentally	annealed	microstructure

1 2 3
(c)	Area	1:	!!,#$% = 0.04

(d)	Area	2:	!&,#$% = 0.04

(b)	ODF	&& = 45°,	mean	!',#$% = 0.04 (for	full	ODF)
(e)	Area	3:	!(,#$% = 0.03

Figure B.4: Method used to calculate �TRV E2 where (a) the experimentally measured microstructure together
with the �2 = 45° section of the ODF and (b) the �2 = 45° section of the ODF for each area of size equal to the
size of RVE2.
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