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A R T I C L E  I N F O   
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A B S T R A C T   

Similarly to Maslow’s pyramid of human needs, we theorize that cities have a pyramid of bicycle network needs 
that depends on their level of bicycle culture. As an increasing number of data sources emerge for bicycle data 
collection, transport authorities face the challenge of understanding how to use the data and which data sources 
are fit for their network needs. This article defines a framework that relates the bicycle network needs of cities 
with data collection systems. We showcase the need-driven framework through a case study of Melbourne, 
Australia, a bicycle ignorant city, and surveying 15 municipalities (and their consultancies) of the Netherlands. 
By using the proposed need-driven framework cities can understand how to fully exploit bicycle data collection 
systems and make a systematic plan.   

1. Introduction 

As an increasing number of data sources emerge for bicycle data (Lee 
and Sener, 2020), transport authorities face the challenge of under-
standing how to use the data and which data sources can be fit for their 
network needs. Some recent studies discuss how bicycle data is pro-
duced, shared and analysed in smart cities (Behrendt, 2016; Nikolaeva 
et al., 2019). However, the availability of data collection technologies 
does not automatically translate into collected data sets and use in 
practice. For example, research has shown that while many cities 
consider safety of major importance for bicycle interventions many do 
not collect data to assess risk (Grossman et al., 2019). This opens the 
discussion about which type of bicycle data a city should collect given its 
policy objective. 

Despite the accumulation of literature pointing at the importance of 
bicycle data, so far, no study has proposed a framework to determine 
what type of data cities should collect, conditional on their level of bi-
cycle culture (LoBC) and network needs. Cities have different LoBC (as 
described in Section 2): some have never focused on stimulating cycling 
whereas others were so successful in doing so that are now struggling to 
deal with rush hour flows. For this reason, we argue that each city has 
different bicycle network needs (BNNs) - the set of requirements that a 

street network should meet in order to improve its bicycle operating 
functions given their LoBC. To understand which functions a bicycle 
network should meet, we refer to the basic principles of safety, direct-
ness, coherence, attractiveness, and comfort defined by the traffic and 
transport knowledge platform CROW (CROW, 2017). Examples of BNNs 
are the initial development of a network, expansion of the network, 
maintenance of the network, capacity management, parking facilities at 
destinations, and ITS (intelligent transport systems). To fulfil their BNNs 
cities require different policies; some cities need to first focus on bicycle 
safety to encourage cycling as a means of transport, whereas others need 
to collect real-time data on bicycle flows for advanced route guidance 
systems that mitigate congestion. Developing cycling plans requires 
data, however, too often there is a lack of knowledge on which type of 
data is available and is needed to meet the city’s BNNs. 

In this paper, we tackle the relation between BNNs and data collec-
tion systems by developing a framework - denominated the ”journey to 
bicycle data collection”- which relates the BNNs of cities to data 
collection systems. Fig. 1 reports a visualization of the proposed 
framework that can be described in a need-driven fashion as five 
sequential steps that city experts can carry out:  

1. identify the main BNNs of a city 
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2. define solutions that fulfil those BNNs  
3. understand the information needed as inputs for the solution  
4. define the data requirements to derive the required information  
5. establish which data collection systems satisfy the data 

requirements. 

Although we believe that a need-driven approach is the most effec-
tive way to design and deploy a bicycle data collection system, it is often 
the case that municipalities go through the framework in a “technology 
push” approach (reversed order). Starting from the technology (to be) 
deployed they look for applications of the data and the BNNs that can be 
fulfilled. The limitation of a technology push approach is that the 
technology deployed may never fulfil the BNNs, which implies ineffi-
cient use of resources. Also, a combination of the two approaches is 
possible, thus once sensors are installed, municipalities search for 
further options to use the data. 

This article aims to summarise the BNNs, solutions, and data 
collection systems of urban bicycle networks to support practitioners to 
identify the sensors or data collection systems that best match their 
BNNs. In doing so we delineate a framework that shows international 
best practices and relates them to BNNs and level of bicycle culture 
(LoBC). Such a framework guides how and when practitioners should 
implement data collection systems for bicycles. The Netherlands, with 
its mature bicycle culture, was chosen as a study area to understand the 
framework. Empirical evidence, from a survey with 15 municipalities, 
illustrates the framework logic; the Dutch cities have bicycle sensors that 
meet the BNNs of bicycle-friendly places. The result of the survey is an 
unprecedented inventory of the deployed sensors, extracted information 
and ICT (information and communication technology) solutions used for 
bicycle detection and data collection at a major intersection in the 
Netherlands. As a consequence the survey sheds light on the potential 
availability of bicycle data that there is in the Netherlands and inspires 
more research on possibilities of how to apply it, thus linking data 
availability with BNNs. Second, using the developed framework a case 
study in Melbourne, Australia, was undertaken to assess the alignment 
of the framework with a bicycle ignorant/emerging city. 

The paper is structured into two main parts: a theoretical framework 
and empirical case studies. The theoretical section follows the structure 
of the framework presented in Fig. 1. Section 2 identifies BNNs of cities, 
Section 3 presents macro-classes of possible solutions, and Section 4–6 
describe respectively the input information, data requirements and data 
collection systems (or sensors) needed for the functioning of each so-
lution. The article follows in Section 7 and 8 with empirical evidence, 
collected via a survey, on bicycle data collection systems of bike net-
works in the Netherlands and a case study in Melbourne, Australia. After 

discussing the outcome of the survey and case study in Section 9, con-
clusions are drawn in Section 10. 

2. Bicycle network needs (BNNs) 

While some studies have attempted to rank cities’ bicycle friendli-
ness, to the best of our knowledge, no study has yet identified classes of 
cities based on similarities in their needs. Grouping cities based on their 
BNNs can help in identifying solutions. We propose a classification of 
cities inspired by Maslow’s pyramid of needs (Maslow, 1943). The hi-
erarchy of needs theory argues that humans have a pyramid of needs in 
which lower layers of the pyramid represent the basic physiological (e.g. 
food, water, sleep, etc.) and safety needs, that must be met before 
focusing on other (secondary) needs like social, self-esteem, and self- 
actualization. Needs lower in the hierarchy must be satisfied before in-
dividuals can focus on higher needs. 

Similarly to Maslow’s needs, we hypothesize that cities have a pyr-
amid of needs. With respect to cycling, we argue that cities have 
different BNNs depending on their Level of Bicycle Culture (LoBC) (which 
defines the levels of the pyramid). As mentioned by Pelzer (2010) bi-
cycle culture consists of the social environment as well as material and 
physical circumstances. Based on the bicycle culture, a city has specific 
BNNs (needs relating to the physical environment). The bicycle culture 
of a city can be established by comparison of bike traffic volumes 
(Oosterhuis, 2013). In addition to this, the criteria we use to characterize 
the LoBC are bike modal split, bike traffic volumes (referring to 
crowdedness), safety, and comfort. An indicative characterization of the 
levels is reported in Fig. 2. We define five LoBC: ‘bike-hostile’, ‘bike- 
ignorant’, ‘bike-emerging’, ‘bike friendly’, and ‘bike-dominant’ to 
identify the main classes of BNNs, as shown in Fig. 3. Bike-emerging 
cities should strive to become bike-friendly, however, bike-friendly 

cities may need to avoid becoming bike-dominant if local volumes of 
cyclists exceed network capacity. During the development of our 
framework, a study about levels of bicycle maturity was published 
(McLeod et al., 2020), showing the relevance of the topic. While the 
research by McLeod et al. (2020) does not focus on BNNs nor data 

Fig. 1. Journey to bicycle data collection – conceptual framework.  

Fig. 2. Levels of bike culture and the criteria that hold for the correspond-
ing level. 
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collection systems for bicycles, it does classify best practices related to 
policy consistency, advocacy, integration with public transport and 
planning tools into levels of bicycle maturity1. 

The levels of bicycle culture defined by us are:  

• Bike-hostile: is a city that is mainly focused on car infrastructure 
development. This type of city needs a starting point made of basic 
bicycle infrastructure streets. Its street network requires conve-
nient (direct and well-known) bike connections between 
important areas of the city. At this stage, it is more important for a 
city to redistribute road space among modes with fast-to-build and 
inexpensive bike lanes rather than constructing more expensive 
segregated bike tracks. This basic infrastructure will enable some 
people to cycle. Bike modal split, volumes, safety and comfort are 
absent or very low in this type of city.  

• Bike-ignorant: is a city that starts having an interest but has never 
made plans to develop cycling as a mode of transport. This type of 
city does not have a connected bike network, just a few sparse links 
that are not part of a coherent plan. It may (or may not) have a few 
separated bike paths. If such a city has an interest in starting a bike 
culture it should first-and-foremost look at safety (Winters et al., 
2011) and accessibility of its streets. By accessibility, we mean the 
ability to access important destinations by travelling along the bike 
network. Thus, it relates to the user’s access to the network, and also 
to the connection of the network to important areas of the city. It can 
do so by extending the existing bike streets and converting the bike 
lanes along the major vehicular roads into segregated bike tracks to 
create safe access to main destinations in the city. Cycling conditions 
are poor resulting in low bike modal split, volumes, safety and 
comfort (Silva et al., August 2018).  

• Bike-emerging: is a city which has started to plan for cycling 
mobility but does not have a well connected bikeable network yet. 
This type of city is interested in understanding latent cycling demand 
(Lovelace et al., 2017), cyclists’ use of the network in order to 
identify weak points of the infrastructure (Rupi et al., 2019) to 
improve the networks overall connectivity. The requirement is to 
increase connectivity of the network beyond the main destinations. 
Bicycle modal split is at a medium level as well as safety, whereas 
comfort and bicycle volumes are low.  

• Bike friendly: is a city that has successfully attracted people to cycle 
and has a well-connected bicycle network. Bicycle modal split, safety 

and comfort are higher than bike-emerging cities. This type of city 
may want to increase mode share even more, by making multi-modal 
trips easier. The aim is to make the existing bike network even more 
efficient and comfortable to cycle on, by focusing on travel times, 
comfort, and integration with public transport (Pucher and Buehler, 
2007; Buehler and Dill, 2016; Centre for Public Impact, 2016).  

• Bike-dominant: is a city where cyclists rule the streets. These places 
are so successful in attracting cyclists that they start to experience 
unforeseen problems in the bicycle world. The few cities that have 
reached this stage, like Amsterdam and other Dutch cities, are proof 
of a new type of urban cycling problem (City of Delft, 2019; De 
Groot-Mesken et al., 2015). The bicycle volumes and density levels, 
at some points of the network, are beyond the capacity of the bike 
paths resulting in a reduction in perceived safety and comfort. Cycle 
lanes are already in place, but more is needed to improve cycle flow, 
especially during rush hours. This situation relates to the vehicular 
world, where congestion and capacity problems have been an issue 
much earlier. New solutions are needed to mitigate congestion in 
the bicycle domain. 

Our framework does not have the ambition to classify cities bases on 
their performance; it rather identifies clusters of BNNs and guides cities 
to find solutions and data collection methods that fulfil these BNNs. Note 
that each level of the pyramid presents the main BNN, meaning that a 
city may (and in fact should) also focus on other minor BNNs at the same 
time. For example, if one focuses exclusively on safety, a city may end up 
with a very safe cycle path between areas for which there is no demand. 
People will be stimulated in using the bike network only if they can go 
from their home to where they want to, by bike, that is to say, they also 
require higher-order needs of a well-connected network. 

As a final remark, let us note that next to network-wide identification 
of needs, also more local identification of network pinch-points is 
possible. To breakdown the network-wide needs into link-level (i.e. 
road) needs a priority map is used; this map shows which links have the 
largest impact on the performance of a city network. To this end, a 
couple of intermediate steps should be taken, as illustrated in Hiddink 
et al. (2017). 

The local network needs can be identified via link specific set of 
functions and priority criteria (which lead to function maps and priority 
maps of a city). Three network link functions are defined:  

1. Fast bicycle path: bundling connection of (commuter) traffic from 
external areas to specific prime locations, where a low travel time (or 
high speed) is decisive,  

2. Main bicycle path: bundling connection between all prime locations, 
where facilitation of large traffic flows is decisive, 

Fig. 3. Pyramid of bicycle network needs associated to the Level of Bicycle Culture (LoBC) and the related classes of network solutions.  

1 For an equivalence between our LoBC and the maturity stage identified by 
McLeod et al. (2020), ‘bike friendly’ level matches both ‘tactic’ and ‘practice’ 
maturity stage. 
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3. Bicycle paths: cycle paths where access to residential areas is the 
main feature. 

The priorities are determined based on three criteria:  

1. The number of preferred2 routes on a link,  
2. The importance of the routes on a link (depending on trip purpose),  
3. The magnitude of traffic flow on a link. 

Per link, these three criteria are counted and combined to a priority 
ranging from one to six. The magnitude of actual traffic flows can be 
estimated or substantiated by data or models. For cyclists, public 
transport (with respect to the number of travellers) and pedestrians this 
is not always trivial due to lack of data and adequate models. Finally, 
policymakers may use a combination of priority maps and function maps 
to show where essential connections are located and prioritize network 
improvements. We refer to Hiddink et al. (2017) for details and impli-
cations for monitoring. 

3. Solutions for BNNs 

This is the second step of the framework, which focuses on solutions 
that can help in reaching BNNs. We identify two macro-classes of solu-
tions: hardware and software solutions (see Fig. 3). With hardware solu-
tions we indicate physical infrastructure interventions such as 
construction or redesign of cycleways, whereas with software solutions 
we indicate digital infrastructure solutions such as mobile phone ap-
plications for route planning applications and demand-responsive traffic 
signal controllers. As a city grows in level of bicycle culture it shifts from 
predominantly hardware solutions to more software solutions, although 
the hardware still needs to be in place and maintained. As an example, a 
non-physically connected bicycle network will not achieve connectivity 
only by means of ICT solutions (route guidance apps can suggest more 
connected routes than the shortest route that one has in mind, but they 
will only tackle the BNNs to a small extent). On the other hand, software 
solutions like interactive landscapes do provide a solution to the need for 
more comfort in networks that have fulfilled the primary BNNs of basic 
and direct paths, safety-accessibility and connectivity. 

In general, the distinction between hardware and software solutions 
is not so clear-cut, since most software solutions may require also 
hardware. Thus, our classification of the solutions in the following 
sections should not be seen as a rigid truth but as a hint to understand 
the distinctions. 

This section provides a first attempt to inventory bicycle network 
solutions, found in the literature, based on the BNNs. The focus is on the 
infrastructure network solutions (expansion or improvement of bicycle 
streets). Other solutions from the land-use domain (such as urban den-
sity and mixed land-use to increase the number of different amenities 
found around each location) can also improve bikeability but are beyond 
the scope of this article. The following is by no means an exhaustive list 
of solutions but it is indicative of the range of options. Each sub-section 
introduces solutions from a level of the pyramid of needs (from bottom 
to top). 

3.1. Solutions for basic and direct needs 

Solutions at this stage of BNNs are mainly focused on identifying 
where new basic infrastructure should be located and building it. This 
will attract some people to cycle within the city. The main solution types 
are:  

• Build bike lanes and bike paths between main locations: in order 
to cycle the prerequisite is to have some well-marked streets for 
cyclists, possibly segregated from vehicles (hardware solution). The 
debate on where to start building bicycle infrastructure has devel-
oped the concept of potential for cycling, i.e. where cities have 
higher or lower potential demand so to encourage cycling (Silva 
et al., August 2018). Good connections to universities and schools are 
known to attract students considered as forerunners for cycling in 
cities (Pogačar et al., 2020). Cycling potential demand is the required 
information (discussed in Section 4) for the implementation of this 
and other solutions.  

• Bike sharing fleet: provides access to bicycles with a pay per use 
system. This hardware solution enables people without a personal 
bike to cycle in a city and thus to use the infrastructure (Song et al., 
2020). In addition, bike-sharing systems make large amounts of data 
available that can guide decisions on where to extend the bicycle 
network (Lee and Sener, 2020). Whether the data is owned by the 
municipality itself or by private bike-sharing companies makes the 
difference in how the information can be exploited. 

3.2. Solutions for safety and accessibility needs 

Increasing safety can be achieved by reducing the chance of a crash 
or the impact of the crash. The main interventions to improve safety and 
accessibility are:  

• Infrastructure re-design or car restrictions: hardware solutions 
that reduce the chance of a crash while cycling are road, intersection, 
or public space redesign that allocate space for cyclists. Other solu-
tions for residential areas and shared spaces are to limit the speed of 
cars or restrict their access. 

• Traffic signal: A separate traffic signal for cyclists is a software so-
lution that increases safety (as well as comfort) because cyclists have 
their own signal phase which reduces the conflicts between cars and 
cyclists or makes conflicts less severe.  

• Lighting: Intelligent bicycle lights that increase visibility at night 
when a cyclist is approaching are another software solution to in-
crease perceived safety.  

• Extension of existing links: this hardware intervention aims at 
increasing accessibility to the existing bicycle network. Ultimately, 
more residents of a city will have access to more locations by bicycle.  

• Safe journey planner: a software tool to plan a safe and comfortable 
route, avoiding roads perceived as dangerous for cyclists such as 
busy roads without appropriate bike infrastructure, tram tracks or 
cobblestones (an example is the route planner app of Ghent (BE)3).  

• Cooperative systems: these are software solutions to allow 
communication between cyclists to vehicle (B2V)4 or between a 
cyclist and roadside infrastructure (B2I) (Nikolaeva et al., 2019). 
This would reduce the risk of a crash by having the road users share 
location information among themselves and also gather data on 
crashes, and close collisions that can be used to redesign 
infrastructure. 

3.3. Solutions for network connectivity needs 

On one side cities should seek for overall connectivity of a network (i. 
e. all locations connected to all others), on the other they should not 
build superfluous infrastructure, between areas with little or no latent 
demand. The main solution types for connectivity needs are: 

2 Preferred routes are based on policy and route choice criteria. An example 
of policy statements could be ”no main cycle routes through the city centre”. 

3 https://fietsrouteplanner.stad.gent/index.html?language = en_US  
4 various projects are ongoingly related to collaborative bicycle to vehicle 

(B2V) safety. Tome is an example of this: https://www.tomesoftware.com/b2v/ 
#About 
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• Increase network-connected components: this hardware solution 
aims at connecting the incomplete and separate bicycle network. 
There is ongoing research on which network growth strategies to 
follow (Orozco et al., 2020); connecting the closest connected com-
ponents, connecting the largest connected components, connecting 
areas with the highest demand, and connecting areas with wider 
streets are all possible solutions that urban planners chose depending 
on the city context. 

• City-wide network matching the latent bicycle demand: Plan-
ning the network as a whole is another valid hardware solution, 
rather than as independent and disconnected projects. A systematic 
review of infrastructural interventions to promote cycling is pre-
sented in Mölenberg et al. (2019), where the city of London is pre-
sented as an example of city-wide network extension. 

3.4. Solutions for comfort needs 

In order to achieve increased levels of comfort along a bicycle 
network, here are some solutions found in the literature as well as some 
common practices implemented by Dutch and Danish municipalities:  

• Route guidance app: are a software solution that recommends 
comfortable bicycle routes to users. Many cities start to offer such 
applications that recommend routes based on distance and some 
other criteria that attempt to measure bicycle-friendliness or com-
fort. For example, one can select the quietest, fastest or a balanced 
route when cycling in the UK thanks to its journey planner5. How to 
measure the comfort of a bicycle route is an ongoing challenge. In 
Section 4 we discuss the information needed for this type of solution. 
Let us note that, while it is acknowledged that cyclists choose their 
route differently to drivers of vehicles, also considering contrasting 
objectives (Ehrgott et al., 2012) it is not trivial to identify which is 
the most comfortable route when considering more than one 
objective.  

• Vehicle-actuated traffic control: this is a software solution that 
activates traffic controllers based on bicycle and vehicular demand 
(Muller and De Leeuw, 2006). This is a well-established solution in 
many Dutch cities (as results show from our survey in Section 7). A 
further improvement of this application could measure the bicycle 
and vehicular demand based on the number of people waiting by 
bike versus by car and prioritize the direction with the highest 
amount of people queuing. 

• Dynamic green wave adaptation: green waves are common prac-
tice in some bike-friendly cities. The aim of this software solution is to 
synchronise consecutive traffic lights so cyclists do not need to stop 
at intersections, which increases comfort and decreases waiting 
times. Dynamic green waves can adapt the green wave to the cyclists’ 
current travel speed (De Angelis et al., November 2018).  

• Connection to Public Transport: public transport agencies play a 
major role in facilitating cycling (McLeod et al., 2020). Efforts should 
start with a hardware type of solution of secure bicycle parking at 
major train stations and aim at integrating bicycle and public 
transport consistently across the network also with software type of 
solutions. 

3.5. Solutions for congestion needs 

As cities become bike-dominant, new solutions are needed to tackle 
the new (sometimes unforeseen) problems however there are not many 
implemented examples of these types of solutions. Bike-dominant cities 
are facing problems such as congestion and bike parking shortages that 
require new solutions for the bicycle mobility world. Hereafter we 
provide exploratory solutions tested in some bicycle dominant cities and 

ongoing research ideas. Since the bike-dominant type of BNNs are fairly 
recent and not spread worldwide, the solutions implemented are 
limited.  

• Intersection re-design: intersections are points where flows from 
different directions meet and partition over the network. Both 
hardware and software solutions can be implemented. The city of 
Amsterdam, has developed a cone-shaped crossing for cyclists, which 
aims to avoid queue spillback effects by shortening and widening the 
shape of the queued cyclists6. Delay at intersections can also be 
reduced by guiding cyclists to queue closer together, as shown in the 
empirical study by Wierbos et al. (2021). A software solution is to 
allow longer green phases at the traffic controller to discharge 
queued cyclists.  

• Parking advisory: are digital signs used to guide cyclists to free 
parking spaces. This can help cyclists when parking is crowded to 
find a spot and keep the parking lot tidy. Some solutions guide cy-
clists (through digital signs on the street and applications) in finding 
a parking space for their bike 7.  

• Route guidance based on real-time bicycle level of service 
(BLoS): for cities experiencing congestion problems route guidance 
apps should recommend non-congested routes, in contrast to guid-
ance apps for emerging cities that focus on safe and comfortable 
routes (sometimes also the most popular among cyclists). To have a 
realistic picture of the quality level of a bicycle street BLoS is used. 
BLoS in bike-dominant cities should incorporate variables that 
describe the (real-time) bicycle traffic conditions based on factors 
such as flow, travel time and speeds (Kazemzadeh et al., 2020). 

4. Input information 

Once a city identifies the solutions to fulfil its BNNs, the next step is 
to understand all types of information required before, during, and after 
implementing a specific solution. Information can be related to the 
current situation or a future scenario depending on the planning stage. 
In general, first observations of the current situation are used to assess 
the state of the bicycle infrastructure and network operation charac-
teristics. Secondly, future demand or bike crashes can be predicted to 
decide on a network expansion (or change). The solutions we describe in 
the following subsection can be seen as observed information; however, 
it is also possible to predict many of these types of input information. In 
later stages, during the data requirement and data collection, some in-
formation may be discarded due to difficulty in measuring it with the 
currently available technology. 

This section is divided into five subsections, containing the main 
information required as input for each level of bike network solution 
(from bottom to top in the pyramid of needs). 

4.1. Information for basic and direct paths 

A first step is to map the current routes cyclists can take. The 
following step identifies current and potential cycling trips. Based on the 
results of the two previous phases planners can identify important ori-
gins and destinations and use the map to see where links are missing. 
Hereafter we report the input information to execute this type of 
solution:  

• Origin – destination (OD) of trips: this information enables the 
identification of cycling desire lines and the neighbourhoods of a city 
which have high potential to start cycling (Lovelace et al., 2017). 

5 https://www.cyclinguk.org/journey-planner 

6 https://bicycledutch.wordpress.com/2018/04/10/intersection-upgrade-a- 
banana-and-a-chips-cone/  

7 https://www.europeandataportal.eu/en/news/discover-p-route-dutch- 
bike-parking-application 
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This provides geographical information for the city from which 
planners can infer which locations need a convenient bicycle 
connection.  

• Cycling potential demand: potential demand identifies where 
future bicycle trips may occur in a city, which may, or not, be 
observable yet. Cycling potential tools exist to extract bicycle desire 
lines (potential demand) information. Cycling potential tools use OD 
information or mobility data to explore the geographical distribution 
of cycling potential, at point, area, origin–destination, route or in-
dividual levels (the reader may refer to Lovelace et al. (2017), Olmos 
et al. (2020) and Silva et al. (August 2018), and reference therein).  

• Age and gender: this demographic information can provide useful 
statistics on who are the potential cyclists of specific areas. By 
knowing such information a municipality can define long term 
strategic solutions to attract cyclists of specific user groups. 

4.2. Information for safety and accessibility 

Safety is measured by the chance of a crash (bike exposure) in 
combination with the impact of the crash. Accessibility is measured by 
the number of amenities that are reachable by bike. Hereafter we report 
the input information needed to improve safety and accessibility:  

• Bike-car collisions: this information is needed in order to redesign 
and improve the safety of bicycle infrastructure. Bike-car collision 
records are usually a highly incomplete source of data due to the 
under-reporting of bicycle collisions especially when collisions are 
minor (Watson et al., 2015). Thus, this data points out major crash 
locations which may not always be the locations where cyclists feel 
most unsafe. 

• Bike-car conflicts: conflicts are events that would result in a colli-
sion unless one of the involved parties changes behaviour (i.e. near 
misses). Using traffic conflicts as a proxy for safety diagnosis is 
becoming more popular since they are more frequent than collisions 
and they identify the preconditions that lead to collisions. Computer 
vision can detect such collisions as shown in Sayed et al. (2013).  

• Bike only crashes: or bicycle-bicycle crashes happen especially 
when there are large speed differences. Crashes can happen also with 
cyclists alone, when cyclists fall, because of poles or curbs, or uneven 
cycle paths. This information is crucial for infrastructure redesign. 

• Exposure data – volumes: Bicycle (and vehicle) counts are neces-
sary to measure exposure levels in order to assess risk. New cycle-
ways can alter risk exposure by encouraging or discouraging travel 
via bicycle. Measuring exposure levels is fundamental especially in 
before-after studies. However, still many bicycle emerging cities do 
not collect bicycle counts, despite stating the importance of safety in 
bicycle planning (Grossman et al., 2019).  

• Residential, employment and activity locations: geographical 
information on resident’s household location, employment locations, 
and main activities in a city is needed to measure accessibility, and 
plan how to improve it. Besides accessibility to the network, infor-
mation on residents’ accessibility to a bicycle is important (Song 
et al., 2020). 

4.3. Information for connectivity 

The necessary information for network connectivity improvements 
are: 

• Trips: more detailed demand data is needed, than just origin-
–destination to consider connectivity of all relevant destinations in a 
city. Knowing the trips of cyclists allows for the mapping of their 
movements over a network allowing for an understanding of route 
preferences. This information is essential in network growth 
decisions. 

• Physical network data: is important to have an updated visualiza-
tion of the bicycle network so to identify network growth strategies. 
Strategies can aim to increase the connectivity of subcomponents or 
the whole network.  

• Placement of new bike links: this information is fundamental for 
extending connections of a bicycle network. It can be extrapolated 
based on diverse bike growth strategies available (Orozco et al., 
2020) in combination with bicycle potential demand. 

4.4. Information for comfort 

To implement solutions for bicycle network comfort this information 
is worth collecting: 

• State of the infrastructure: information on the infrastructure con-
ditions (e.g. potholes) enables timely maintenance and repair of the 
infrastructure.  

• Position of cyclist: having this information enables a wide variety of 
solutions. For example, knowing the position of an anonymous user 
approaching the intersection allows for the implementation of bi-
cycle responsive traffic controllers. 

• Speed of cyclist: in order to have more sophisticated traffic con-
trollers, extra information about the speed of the approaching cy-
clists could be measured. The advantage for a cyclist would be to 
keep their current speed without the need to decelerate. For 
example, in Dabiri et al. (2019) a speed advice system for cyclists is 
modelled so that the traffic controller learns the reaction behaviour 
of cyclists and adapts its future advice.  

• Queue of cyclists: this information would be an improvement to 
dynamic traffic controllers willing to minimise the waiting time of 
the overall system. By incorporating the queue information they 
could weigh the incoming flows based on the number of users in the 
queue.  

• Bike density: this information is extremely relevant for bike- 
dominant contexts. The Covid-19 pandemic urged for physical 
distancing, also while cycling and additional measures at in-
tersections (Salomons, 2020). Thus density information has become 
extremely relevant during the Covid-19 pandemic as a measure of 
safety and comfort of users.  

• Emotions this information can provide insight regarding the mood 
characteristics of cyclists at different places. To the author’s knowl-
edge, this information is currently not being collected by any mu-
nicipality. However, by knowing such information a municipality 
can have an even more detailed level of service measure. By looking 
at low emotions planers may define and know when to trigger 
custom strategies to re-route, in space and time, bicycle flows so to 
ultimately mitigate congestion. 

4.5. Information for congestion-free lanes 

Some bicycle information that could be useful for congestion-free 
solutions are:  

• Queue of cyclists: this information is useful to understand when 
there are spillover effects, and dynamically allocate longer green 
light phases to mitigate them.  

• Parking occupancy: occupancy information of big parking lots is 
useful to guide users quickly to a free spot. This way a city makes 
better use of existing parking by distributing users where there is 
more available capacity.  

• Flow: this information is useful for users to plan their routes. Real- 
time flow information is needed to develop apps that function 
similarly to Google Maps, Waze and other vehicular route guidance 
apps.  

• Bicycle level of service (BLoS): is a measure of on-road bicyclist 
comfort level as a function of a roadway’s geometry and traffic 
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conditions. This measure is used in bike-emerging cities to assess 
bicycle path conditions based on static street parameters (such as 
number of lanes per direction and path width) and the neighbouring 
vehicular traffic flow characteristics. However, for bike-dominant 
cities, BLoS can also incorporate information that describes the 
(real-time) bicycle traffic conditions based on factors such as flow, 
travel time and densities (Kazemzadeh et al., 2020). 

5. Data requirements 

This step of the framework translates the input information, needed 
for the solution, into specific data requirements. This phase determines 
the quality of the solution application. In general, the higher the quality 
of the data (in terms of accuracy, reliability, latency), the more costly the 
data collection will be, but also the higher the performance of the 
application. However, some applications may require lower quality data 
than others to perform adequately. For example, one may need travel 
times as input information. Depending on the data requirements travel 
time can be estimated daily, hourly, or per minute. If a city wants to re- 
route cyclists depending on current travel times on the network, having 
only daily data is not useful. In that case, per minute travel time infor-
mation may be needed to have a realistic (close to real-time) description 
of road conditions. Another application is speed advice near in-
tersections (Dabiri et al., 2019). Such a system requires detailed infor-
mation on queue lengths at intersections and position information of the 
cyclists (as well as connectivity to inform the cyclist). Limited accuracy 
or too large latency would incapacitate the efficient functioning of the 
application. 

This section describes the main data requirements to consider to 
translate the input information (step 3 in Fig. 1)) into a data collection 
system (step 5 in Fig. 1). These data requirements can apply to different 
input information from the previous step. The choice of the data 
collection system (step 6) is bound to the data requirements identified in 
this step. We point out how the choice of the data collection system is not 
defined by the input information required but by the information 
combined with the data requirements (frequency, accuracy etc.).  

• Microscopic or macroscopic data: depending on the information 
needed the data requirements will be per individual or aggregated. 

• Frequency of the measurements: the closer to real-time the in-
formation needed the more frequent the measurement intervals  

• Data quality: refers to the accuracy of the data (e.g. expressed as the 
relative error in the position, speed, etc.), the reliability of the data 
(the % of sufficiently accurate measurements), and the latency of 
deployment (how long does it take for the data to become available8)  

• Representative of user population: the more the information 
needs to be representative of the cycling population, the more the 
data needs to be collected from the total amount of cyclists and not 
just by a sample. Fixed location sensors have the potential to detect 
all users in contrast to mobile phone apps or GPS systems which will 
realistically be downloaded only by part of the population. There is 
evidence that cyclists who use smartphone apps to record their bike 
rides have different riding and socio-demographic attributes 
compared to those who do not (Garber et al., 2019). 

• Privacy sensitivity: when deciding to collect personal data, au-
thorities involved need to consider the amount of privacy-sensitive 
data they can – and want to – collect. In some countries, organiza-
tions are compelled to protect these data and to have control over the 
protection. Meaning that one may decide to not store personal data, 
or process it (or aggregate it) in ways that make it less privacy- 

sensitive. If on one side cycling should not be excluded from the 
”smart” and digital innovation context of cities (Behrendt, 2016), we 
should not collect privacy-sensitive data without a real need. 

6. Sensors and data collection systems 

This last step of the framework translates the data requirements into 
sensors or data collection systems. Based on data requirements (step 4 in 
Fig. 1) and the input information (step 3 in Fig. 1) planners decide the 
data collection system. At this stage also the techniques for state esti-
mation are decided so to extract the required information. 

Table 1 provides an overview of the sensor technologies and methods 
in relation to the information they can derive. The optimal combination 
of sensors is highly dependent on the context, the data requirements 
defined in Section 5, and the cost of the technology. As a fact, the choice 
of the sensing system highly depends on the cost of the technology. 
Municipalities have reported that specific radar systems are too costly 
and prefer induction loop sensors for permanent use. More expensive 
systems are typically used for temporary counts, however, it is less 
common for these technologies to be installed permanently. When ac-
counting for costs a policymaker considers implementation costs, tech-
nology costs, maintenance and operation costs. Manual counts have a 
low technological cost but, in the long run, also may lead to high 
operational and data processing costs depending on the frequency and 
quantity of the data collection. 

Depending on the application, the data can be used and not stored or 
stored for future assessments. If the storage is needed we have a data 
collection system if storage is not required we have a sensing system 
(strictly speaking). For example, a sensor for traffic control at the 
intersection collects data that is used directly, to give a cyclist green 
immediately if no conflicting traffic is present. The same data could be 
stored to see whether an intersection needs maintenance or improve-
ment to the control systems. Some data collection techniques, like 
manual counts or surveys, are by default storing the data whereas others 
use digital sensors that do not necessarily store data. The type of data 
that are stored makes the systems more or less sensitive to privacy issues. 

This section describes bicycle data collection systems contained in 
Table 1. The description of each data source will highlight the data re-
quirements met (or not) by each sensor type and their limitations. For 
more details on emerging data sources for cyclists we refer the reader to 
Lee and Sener (2020) and Willberg et al. (2021), which are the most 
updated review at the time of writing this article.  

• Travel surveys: are a traditional way of collecting travel data for 
transport demand modelling. They are still widely used when other 
contextual information (i.e. household demographics, trip purpose 
etc.) needs to be revealed, besides the trip itself. The purpose and 
way these surveys are conducted have evolved in recent years as 
described in Stopher and Greaves (2007) and Hoogendoorn-Lanser 
et al. (2015) and determines the frequency, accuracy, and repre-
sentatives of this data collection system.  

• Manual counts: are easy to implement and do not require expensive 
equipment. This is still the primary data collection technique in 
many places and is a good starting point to monitor cycling activity 
at specific locations for short durations of time (FHWA Federal 
Highway Administration, 2016). In bicycle emerging cities manual 
counts are of great value because they can spot anomalies and at-
tributes of cyclists that the most advanced sensor can not detect. The 
downside is reliability, quality, and the labour cost of the observer. 
This data collection system has relatively cheap set-up costs, but in 
the long term can become labour-intensive and not salable for other 
software solutions such as demand-responsive intersections control. 
Therefore, manual counts can be a valid starting point for bicycle 
ignorant and emerging cities, but, once a city starts having higher 
flows or needs to have more long term counts it should consider 

8 Note that latency also depends on the way the data is stored and made 
available to the application: while an intersection controller may have ‘direct 
access’ to the sensors, many applications involving travel time data will poll the 
information from a server. 
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automatic data sources - especially if there are plans to implement 
dynamic traffic controllers for bicycles.  

• Push buttons are sensors that cyclists need to push to activate. Once 
activated, the presence of a cyclist is detected. This can be used to 
activate the green light for their direction. The push-button can also 
estimate the waiting time of the first cyclist that presses the button, if 
a log of the timing of the traffic light is stored. The data it collects is 
not representative of the waiting time of all cyclists that pass the 
intersection, but only of the first cyclist that approaches the 
intersection.  

• Inductive loops detect metal objects (bikes) passing on top of it. A 
bicycle passing over an inductive loop temporarily ‘occupies’ it, by 
changing the magnetic field of a loop, approximately from the 
moment the front of the bicycle is on the loop until when the rear 
wheel is out of the loop. This is the individual occupancy. If one uses 
two loops it is possible to calculate density from the flow and the 
mean of the local speeds. The level of the queue in front of a red light 
can also be estimated with two loops and some estimation techniques 
(Reggiani et al., 2019). The data collected by the loop sensors is 
potentially representative of all the cyclists passing the intersection 
(since it is not an in-vehicle device which would inevitably have a 
selection bias), however, occlusion errors, which appear when two or 
more cyclists pass on the sensor at the same time, affect the quality of 
the measurements.  

• Infrared sensors can detect the presence of a cyclist and estimate 
speed, flow, and densities similarly to inductive loops. The disad-
vantage is that they are sensitive to bad weather and do not distin-
guish between cyclists and pedestrians.  

• Radar technology can be used for different applications, including 
presence, density and queue length estimation. The quality of the 
data may be affected if there are multi-modal users (e.g. pedestrians, 
cyclists, cars).  

• Wi-Fi and Bluetooth technology works depending on how many 
cyclists have an active Bluetooth or Wi-Fi connection on their per-
sonal devices. With these sensors, it is possible to identify the flow. 
Depending on the number of fixed sensors located in the city it is also 
possible to infer trips of travellers through the network. The network 
occupancy (approximation of densities) can be estimated via the 
total number of detections at each moment in time. Furthermore, 
queues and speeds can be derived based on signals from two closely 

located sensors. A limitation of these systems is that if it is an area 
with cyclists and pedestrians it is not trivial to identify mode-specific 
signals, this has consequences on the data quality.  

• GPS data collection techniques, can track people with a longer range 
of travel time and distance. GPS can be collected via mobile phone 
apps or by specific GPS sensors installed on bikes (bike-sharing 
companies usually install them on their fleet). This is considered 
more intrusive since cyclists have to be equipped with sensors and 
give away privacy-sensitive data. When using this data source one 
must consider the representativity of the data, given the bias of who 
uses GPS systems. 

• Call Dial Records (CDR) is location data collected by cellular car-
riers when a mobile phone connects to the cellular network. From 
call records in a city, there is the possibility, depending on the ac-
curacy, to reconstruct trips and OD demand (Olmos et al., 2020). 
Privacy issues and frequency of the measurements should be 
considered when comparing this data collection system to others. 

• Smart cameras work as normal cameras combined with data pro-
cessing algorithms. They can estimate traditional traffic flow vari-
ables such as the waiting time for cyclists, speed, flow and queue 
length. More sophisticated systems can estimate demographics such 
as gender or age as well as perform facial recognition which can 
indicate emotion. The limitations of this technology are related to 
privacy issues, which make it challenging to implement and non- 
attractive to users, who often have a negative perception of cam-
eras and surveillance-related sensors.  

• Crowd sourced records can collect a wide amount and variety of 
data. Depending on the platform functionality, a wide variety of 
community needs can be detected. There are platforms to report 
obstacles and barriers, collisions or near misses, as well as the 
perceived safety of cyclists. For example in the city of Utrecht, there 
is a website where one can indicate dangerous places or malfunc-
tioning traffic lights 9. 

Table 1 
Relation between main information type and data collection system. a two closely located sensors are needed to infer speeds. b occlusion errors have a negative in-
fluence on the estimation accuracy of this variable. c sensor can be placed at fixed location or on moving vehicles/bikes. d depends on the penetration of the technology 
in the population.  

Data collectionInformation Collisions Conflicts ODs Trips Position Speed Queue Density Flow Age, Gender, Emotion 

Travel surveys            
□ □ ▪ ▪ □ □ □ □ □ ▪ 

Manual           
counts ▪ ▪ □ □ ▪ □ ▪ □ ▪ ▪ 
Push           

button □ □ □ □ ▪ □ □ □ □ □ 
Inductive loop           

sensor □ □ □ □ ▪ ▪a ▪b ▪ ▪ □ 
Infrared           
sensor □ □ □ □ ▪ ▪a ▪b ▪ ▪ □ 
Radar            

□ □ □ □ ▪ □ ▪ ▪ □d □ 
WiFi/Bluetooth           

sensor □ □ □ □ ▪ ▪a ▪d ▪d ▪d □ 
GPS            

□ □ □ □ ▪ ▪a □ ▪d ▪d □ 
CDR           

mobile phones □ □ ▪ ▪ □ □ □ □ □ □ 
Smart           

Camera ▪ ▪c □ □ ▪ ▪ ▪ ▪ ▪ ▪ 
Crowd sourced           

records ▪ ▪ ▪ ▪ □ □ □ □ □ □  

9 https://www.utrecht.nl/wonen-en-leven/verkeer/verkeersprojecten/ 
verkeerslichten/ 
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7. Empirical evidence from bicycle friendly and dominant cities 

In this section, we investigate the data collection and sensor systems 
deployed by Dutch municipalities and identify the uses of the systems. In 
the Netherlands, more than 25% of all trips is made by bicycle (National 
Institute for Public Health and the Environment, 2018). Based on the 
bicycle share of trips, kilometres cycled per inhabitant per day, and the 
fatality rates and non-fatal injury rates by distance travelled we can 
safely say that most of the cities in the Netherlands are bicycle-friendly 
(Pucher and Buehler, 2007). However, even among the Dutch cities, 
some are more friendly and others more bike dominant (i.e. with higher 
congestion and high flow issues). More information on the respondent 
cities is provided in Section 7.2. 

The investigation shows common practices in bicycle-friendly and 
dominant cities. We focus on network intersections since these are the 
locations that predominantly affect network bikeability and where the 
Dutch municipalities have focused efforts in terms of data collection 
systems. The steps in the investigation were: 1) identify what data 
collection systems are deployed at interSections 2) what type of infor-
mation is extracted from the data, and what software solutions are 
implemented based on the gained information. This empirical evidence, 
linked to the theoretical framework allows for an understanding of 
which levels of BNNs are being fulfilled. Moreover, by looking at the 
deployed sensors and solutions implemented we can identify if the 
sensors are used to their full capacity. 

The secondary aim of this survey is to shed light on the deployed 
bicycle sensors in bicycle-friendly and dominant cities. The survey 
provides an unprecedented inventory of bicycle sensors used at major 
intersections. As a fact, it is not well known if the Dutch municipalities 
pose considerable attention to their bicycle sensor infrastructure, be-
sides the well-integrated bicycle network infrastructure. Given the 
limited information that is available on best practices for monitoring 
non-motorized traffic (FHWA Federal Highway Administration, 2016), 
this empirical evidence also serves as knowledge (and best-practices) 
sharing between bike-friendly/ dominant cities, researchers, and city 
planners worldwide. 

7.1. Survey design 

The survey was intended for experts that have knowledge on the use 
of bicycle sensors by Dutch municipalities. That constrained the 
respondent selection to Dutch municipality employees and consultants 
who work with and advise Dutch municipalities. The survey was directly 
sent to the members of Contact group Traffic Control Technicians 
Netherlands (Contactgroep Verkeersregeltechnici Nederland) and 
Traffic Control Technicians initiative (Initiatiefgroep Verkeersre-
geltechnici) and to some employees of SWECO, an engineering consul-
tancy with experience in bicycle traffic control in the Netherlands, on 
the 19th of May, 2020. Next to this, the survey was posted on LinkedIn (a 
professional networking social media platform). 

To keep the survey short and straightforward (so that respondents 
answer all questions) the study investigated six specific sensing tech-
nologies: push buttons, loop sensors, infrared sensors, Wi-Fi/Bluetooth 
sensors, smart cameras and mobile applications that can track cyclists. 
The first three sensors were chosen because they are considered to be the 
most common bicycle sensors in the Netherlands. The last three sensors 
were chosen as they belong to the group of new and innovative sensors, 
that have the potential to become more common in the future. 

7.2. Survey respondents 

The survey was closed on the 9th of June, 2020, having collected 
fifteen responses in 21 days. We linked individual respondents to the city 
or consultancy in which they worked (the survey explicitly asked to 
which city their answers related to). The municipality or consultants 
that responded to the survey are: Eindhoven, Delft, Haarlemmermeer, 

Leiden, Almere, ’s-Hertogenbosch, Den Haag, Utrecht, Amsterdam, 
Enschede, Haarlem, Overijssel (province), Zuid-West x(Rijkswaterstaat), 
Vialis, Witteveen + Bos. 

Information about the respondent municipalities/regions can be 
found in Table 2, including their number of inhabitants, surface area, 
bike share and cycling score. Clearly distinguishing which cities are bike 
dominant or friendly cannot be achieved easily without in-depth 
investigation on bicycle mobility citywide. However, a useful tool to 
have a rough indication of the bike culture within a city in the 
Netherlands is provided by the annual bicycle score assigned by the 
cycling union of the Netherlands (Fietsersbond, 2020), to which we refer 
the reader. We finally underline how other classifications of cities are 
possible and may differ based on the context, time of day, and the data 
collection method. 

Together, the municipalities that responded are 3.7% of all Dutch 
municipalities yet they represent 17.8% (3 006 375 residents) of total 
Dutch inhabitants. All responding cities are considered large munici-
palities (with over 100 000 inhabitants) the cities that responded make 
up 11 out of 24 of the larger municipalities in the Netherlands. All the 
municipalities are considered to be bike-friendly or -dominant cities, with 
the distinction in classification dependent on the street and time of day. 

The respondents are considered to be representative of the major 
municipalities not of the whole Netherlands. The two types of bias we 
identify are: 1) larger cities responded more than smaller ones and 2) 
inevitably cities that have a wide deployment of sensors are more in-
clined to respond than ones that don’t have any sensors. Some re-
spondents answered on behalf of the province of Overijssel and the 
South-West region of the Netherlands (Rijkswaterstaat VCZWN). 
Within these areas, there are smaller municipalities, yet those responses 
are too generic to attribute these results to smaller municipalities. 
Conclusions based on the survey therefore should be drawn with 
caution. Meaning that the results may refer to the best-equipped cities in 
terms of bicycle sensors and data collection systems. 

7.3. Survey results 

This section reports the main results from the survey and reflects on 
the extent to which the framework is implemented in practice. 

7.3.1. Deployed sensors and data collection systems 
Fig. 4 shows that all responding municipalities stated that 80%-100% 

of all their signalised intersections are equipped with inductive loop 
sensors and push buttons. Two respondents, out of fifteen, stated that 
80%-100% of all their signalised intersections are equipped with mobile 

Table 2 
Information about municipalities or areas that participated in the survey. Mode 
share was gathered from the Fietsberaad (Fietsberaad, 2010). The cycling score 
was retrieved from the cycling union of the Netherlands (Fietsersbond, 2020).  

Municipality or 
area 

Number of 
inhabitants 

Surface 
area 
[km2] 

Bike trip 
share 
[%] 

Cycling 
score [1 to 

5]  

Eindhoven 231 469 88.84 22 3.4  
Delft 103 163 24.06 26 3.4  

Haarlemmermeer 154 235 206.31 15 3.2  
Leiden 124 899 23.27 31 3.4  
Almere 207 904 248.77 19 3.4  

’s-Hertogenbosch 110 790 39.98 18 3.7  
Den Haag 537 833 98.13 18 3.3  
Utrecht 352 866 99.21 20 3.4  

Amsterdam 862 965 219.49 21 2.9  
Enschede 158 986 142.72 25 4.1  
Haarlem 161 265 32.09 24 3.2  
Overijssel 
(province) 

1 156 431 3 420.74 – –  

Zuid-West      
(Rijkswaterstaat) – – – –   
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phone-Bluetooth technology. Whereas, two cities reported between 1%- 
40% of all their signalised intersections to be similarly equipped. Three 
cities, out of fifteen, stated that between 1%-20% of all their signalised 
intersections are equipped with smart camera technology. Infrared and 
WiFi/Bluetooth technology has a lower adoption rate. Answers from the 
survey made clear that the most popular inductive loop sensor config-
uration is 2 or 3 sensors per direction. Having two or more sensors al-
lows for the extraction of speed information, whereas one sensor can 
only measure flow. Only four cities out of fifteen reported having one 
sensor per direction as the most popular configuration. 

7.3.2. Derived information and applications 
Fig. 5 summarises the information being extracted from the deployed 

sensors. The main action being taken upon bicycle detection systems in 
the Netherlands is automatic traffic control. All cities reported using 
vehicle-actuated traffic control but only one reported storing the data. 
Loop sensors, similarly to push buttons, are predominantly used for 
vehicle-actuated traffic control. Half of the respondents stated that they 
use loop sensors for flow, queue and waiting time estimation. Only two 
respondents, out of fifteen, reported estimating speeds. Mobile appli-
cations are mainly used for traffic control purposes, and to a lesser extent 
for flow, speed, waiting time and queue estimation. Smart cameras are 
used by one city for traffic control, as well as flow, queue, speed, and 
waiting time estimation. When asked if the municipalities are aware of 
being able to estimate certain variables, with the raw data they currently 
collect, yet not using them, two-thirds of the respondents said they were 
aware. However, when asked what additional variables they could 
collect, not all variables were always listed, indicating that there is some 
knowledge lacking. 

7.3.3. How much of the framework logic is implemented? 
To close the circle of reasoning, let us go from empirical evidence 

back to the theorized framework. Based on the results, it is remarkable to 
notice that almost all signalised intersections in the Netherlands have 
some kind of detection sensors for bikes, mainly for traffic control pur-
poses. Based on the theorized framework, cities in the Netherlands are 
facing ‘bike-friendly’ and ‘bike-dominant’ needs. The results from the 
survey give an example of what bicycle-friendly and dominant cities 
focus on, it turns out that these cities are involved in developing solu-
tions to deal with comfort and congestion. The main implemented so-
lution, is bicycle-actuated traffic control, which addresses bike-friendly 
and dominant needs, such as travel time, comfort, and to a smaller 
extent also safety, showcasing cities higher up in the pyramid of bicycle 
network needs. Although vehicle-actuated traffic control is a well- 
established reality in the Netherlands, from our understanding, it is 
not based on speed nor the number of queued cyclists but the presence of 
one or more cyclists. The additional information could be used to 
implement more advanced solutions in bike dominant contexts. The 
survey shows that the sensor technology to estimate speed and number 
of cyclists is already being deployed (see Table 1) and that cities should 
develop new state estimation and processing techniques to capture this 
information. The proposed need-driven framework leads to a more 
systematic approach to identifying needs-solutions-information. Such a 
systematic approach helps in better exploiting the sensors, by identi-
fying more information to extract in order to implement other solutions. 

The results of the survey show that ICT sensing technology is abun-
dant in all signalised intersections of major cities in the Netherlands in 
contrast to the small amount of derived information. For example, three 
municipalities are starting to employ smart cameras however, the survey 
did not show new employment of the data coming out from the cameras. 
Having a structured framework as we propose, would avoid redundancy 
in sensors and make sure that all additions to the data collection system 
enable derivation of novel information. Notwithstanding the importance 
of the findings, the survey is not without limitations. The survey results 

Fig. 4. Percentage of intersections equipped with the various kinds of bicycle sensors.  

Fig. 5. Current information derived from deployed sensors at intersections. Mobile phone apps mainly work with GPS technology and when connected to traffic 
lights can request green as a cyclists is approaching. 
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should be interpreted with caution because there might be a miss- 
alignment between the survey designer posing a question and what 
the respondent understands. Future research could consider semi- 
structured interviews with municipalities, as this would allow re-
searchers to gain direct feedback on the understanding of the question 
from the respondents. More qualitative research should be carried out 
with a broader range of experts (also with experts outside the traffic 
controller domain), to gain more certainty on what actions are imple-
mented based on the derived data. 

8. Empirical evidence from bicycle ignorant city 

In his section, we report the common practices of cities with lower 
levels of bicycle culture. As an example of a bicycle ignorant/emerging 
city, we refer to a case study in Melbourne Australia. Melbourne has bike 
trip share of 2% which shows some signs of bicycle use (so it is more than 
a bicycle hostile city) but still, the trip bike share is at low levels 
compared to other cities (Pucher and Buehler, 2007). Moreover, a study 
revealed that traffic-related fatality and serious injury rates per kilo-
metre travelled for cyclists in Melbourne are high in comparison with 
private motor vehicle occupants (Garrard et al., 2010). For these rea-
sons, we consider Melbourne as a bicycle-ignorant city reaching towards 
a bicycle-emerging culture. 

Through the analysis of the strategic cycling plans developed by the 
City of Melbourne (2015), we can identify the type of data collection 
systems currently being used and the information derived from these 
systems to develop network solutions. Through this case study, common 
practices of a bicycle ignorant city are identified, while the benefits of 
the proposed BNN framework are highlighted. The focus of data 
collection in Melbourne and cities with similar LoBC is on infrastructure, 
parking, safety and facilitating connections to activity locations such as 
schools and shops (City of Melbourne, 2015). This section presents the 
data collection systems and information used in such cities to highlight 
their alignment with the proposed framework. 

8.1. Data collection systems 

Manual records of crashes involving cyclists are among the primary 
data collection systems in place in Melbourne. Police reported events are 
manually recorded and stored in an online database (Road Crash In-
formation System (RCIS)). Hospital admissions and Emergency 
Department presentations are also reported. However, there are well- 
documented limitations with each of these data collection methods 
due to under-reporting, particularly of minor crashes and bicycle only 
cases (Boufous et al., 2013). Melbourne has a well-established house-
hold travel survey, which is used to monitor cycling participation and 
travel behaviour (Victorian Government, 2021). The data collection 
systems in household travel surveys are not specific to cycling, and 
collect information on all travel behaviour. While they do indicate mode 
share and user preferences, there are noted limitations due to sample 
size which limit data to aggregate analysis. Increasingly, manual counts 
of bike flow are being initiated across Australian cities (Bicycle-
networkcom, 2021). Events such as the one day ”Super Tuesday” count 
are carried out by volunteers from cycling advocacy groups and provide 
a snapshot of cycling by collecting data along major cycling corridors 
and at key intersections (Bicyclenetworkcom, 2021). Inductive loop 
sensors represent somewhat of a novelty in bicycle ignorant cities. 
Melbourne has recently installed 12 inductive loops at key locations, 
increasing the network to 42 off-road and 4 on-road detection sites 
(Victorian Government, 2021). Bicycle inclusive cities aim to involve 
the community of cyclists to listen and fulfil their needs. For this reason, 
it is common to have a crowdsourced platform to report network failures 
and infrastructure improvement possibilities (Conrow et al., October 
2017). Finally, phone applications are used by some cities to log cyclist 
trips. The representatives of these data need to be taken into consider-
ation, as most cyclists may not log all their trips, or only log longer trips 

more commonly associated with recreational riding (Jestico et al., 
2016). 

8.2. Derived information and use 

The information that is captured in the aforementioned data 
collection systems in Melbourne pertain to safety and network im-
provements. Namely, the deployed data collection systems aim to 
identify unsafe locations, travel behaviour and bike use, missing con-
nections in the bicycle network and improve parking needs. This in-
formation is used to develop and improve the physical infrastructure 
network (hardware solutions). This suggests that a city like Melbourne 
can be classified as an ignorant cycling city (in accordance with the 
framework presented in Section 2), in that it strives to meet ignorant 
bicycle needs. The case study of Melbourne highlights the large amount 
of manual data collection which a bicycle ignorant city relies on. Manual 
counts in particular open debate on the objectivity of measurement. For 
cities that aim to reach a medium or high bicycle mode share, there is a 
need to have a long term and comprehensive overview of its bicycle 
networks, the needs of cyclists and solutions to address these needs. The 
framework presented in this manuscript aids in planning the data 
collection system that is required to meet the current and near-future 
needs of a city. The framework offers insight into the use and benefits 
of various automated data collection systems that provide objective 
measurement, which can be used for before and after evaluation of 
infrastructure and used to measure later stages of bicycle culture. 

9. Discussion 

The results of the survey and case study, linked to the theoretical 
framework and findings from previous works, allow us to showcase our 
framework. While bicycle ignorant and emerging city contexts have 
been widely studied in terms of network growth strategies and data 
collection systems, it was not known how bike-friendly and dominant 
cities make use of their sensors and data sources. In this section, we 
discuss the findings and suggest that the need-driven framework is a 
useful guide for bicycle network performance improvement. 

In bike-ignorant and emerging cities data collection usually is not on 
the top priority of mobility commissions. These types of cities prioritise 
building fast and within budget bike lanes and neglect to plan a before 
and after intervention data collection plan (Mölenberg et al., 2019). 
However, these cities could highly benefit from data collection on the 
usage of the infrastructure and travel behaviour to prove the need for 
such space reallocation and investments. In Melbourne, this could 
involve investment in detection technology when new bicycle lanes are 
constructed, or intersections are upgraded. Bicycle ignorant cities focus 
on safety, origin–destination and trip data in order to create a strategic 
starting point for their cycling network (Silva et al., August 2018; 
Lovelace et al., 2017). Only a few started to monitor flows, but not with 
automated sensors. 

The survey carried out in the Dutch municipalities showed that in 
bike-friendly and dominant cities the collected data is mainly the pres-
ence of a cyclist. This is easy to measure with loop sensors and is the 
basic input for vehicle-actuated traffic controllers. Only a few munici-
palities estimate flows, waiting times, queues, and speeds at in-
tersections. The reason for estimating only presence and not other traffic 
variables can be related to the higher data processing complexity, in-
accuracy of loop sensors (e.g. errors due to occlusion), and a lack of 
knowledge on how to apply the new information. Although there are 
new sensing technologies deployed at intersections, as reported from the 
survey (e.g. mobile phone apps and smart cameras) the information 
extracted from these systems is the same as what is obtained from more 
traditional types of sensors, resulting in an underutilization of the new 
sensors. One limitation to the development of more advanced data ap-
plications evolving from smart camera data could be due to privacy is-
sues. Thus more research is needed on privacy-preserving systems to 
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fulfil new BNNs of municipalities. 
Finally, the Netherlands is a bike-friendly nation (in certain places 

bike dominant) that is starting to face congestion problems on the bi-
cycle network (City of Delft, 2019). This may suggest that one day, bi-
cycle ignorant cities, like Melbourne, that are stimulating cycling today, 
will need to deal with the same issues the Netherlands is currently fac-
ing. Moreover, the recent Covid-19 pandemic has created a surge in 
cycling in cities and people transition to cycling rather than take 
crowded public transport (Kraus and Koch, 2020) and also increasingly 
engage in cycling as a recreational activity. This has seen cities needing 
to fulfil bike network needs faster than expected, particularly through 
“pop-up” infrastructure. However, this rapid increase in cycling hard-
ware often occurs without planning and implementing the required 
software for data collection in accordance with the BNNs. The first-mover 
disadvantage theory suggests that other emerging cities can benefit, 
without necessarily copying, from the Netherlands. To this end, results 
from the survey should be interpreted with caution and each city should 
use the need-driven framework to identify its optimal combination of 
data collection systems as opposed to installing the same sensors 
deployed in Dutch cities. 

10. Conclusion 

In this paper, we proposed a need-driven framework which helps 
municipalities and research communities in identifying what sensor or 
data collection systems should be deployed based on the level of bike 
culture of a city (pyramid of needs). Via the pyramid of needs, cities can 
identify solutions and bicycle data collection systems that can improve 
their network performance (e.g. via design adaptation, deployment of 
traffic management schemes, ICT, mobility service provision such as 
share bicycles). Rather than using a technology-push approach, in which 
popular or easy to install technology is deployed, cities should follow a 
need-driver approach as suggested by the framework so to meet their 
bicycle network needs and make efficient use of resources. 

Empirical evidence from the Netherlands and Australia reflects the 
logic of the framework, albeit further research is needed to explore 
hostile and ignorant cities. Previous works have reported that bicycle 
ignorant and emerging cities focus on origin–destination and trip data in 
order to develop a strategic starting point for their cycling network 
(Silva et al., August 2018; Lovelace et al., 2017) and this is confirmed 
when reviewing literature from Melbourne. Whereas the survey to the 
Dutch cities shows that bicycle-friendly and dominant cities focus on 
comfort and congestion needs and collect different types of data, related 
to the real-time use of the network and its intersections. Results from the 
survey show that the main municipalities in a bike-friendly country use 
intersection sensing technology mainly for real-time bicycle-actuated 
traffic control, which we argue is a means to improve comfort - espe-
cially when bicycles are prioritized over other modes of transport. 

This systematic overview on network needs, solutions, information, 
data requirements, sensors and data collection systems contributes to 1) 
identifying a starting point for data collection in bicycle-ignorant cities, 
2) improving the synergy between needs and data collection systems, 3) 
using the deployed technology at its full capacity and 4) developing 
better traffic management solutions for bike dominant type of cities, 
based on (potentially) available data. 
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