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SUMMARY

Resistive random access memory (RRAM) is a promising emerging memory technology
that offers dense, non-volatile memories that do not consume any static power. Further-
more, RRAM devices can be written and read out in nanoseconds, and it is possible to use
them to perform computation-in-memory (CIM). These benefits make this technology a
potential replacement for Flash or even dynamic random access memory (DRAM). This
is also clearly seen by the community; both universities and companies are prototyping
RRAMs, and there are already some commercial RRAMs available. In order to deliver
high-quality products, the RRAMs need to be tested properly so that a manufacturer can
guarantee the quality. This dissertation focuses on test development for RRAMs.

Traditionally, production defects in memories, such as DRAM, are modeled as linear
resistors in or between two nodes of the circuit. In literature, many researchers have ap-
plied a similar approach for RRAMs. However, we demonstrate that this method of mod-
eling defects is inappropriate, because the models fail to describe the defective behavior
of the RRAM device. Instead, those models describe defects in the interconnections that
surround the RRAM device. To overcome this, we propose the Device-Aware Test (DAT)
approach that consists of three steps. First, the approach models the actual physics of
defective devices and thus leads to realistic defect models. Second, the defect models
are used to perform accurate fault modeling and analysis. Third, the results from this
step are used to develop high-quality RRAM tests.

We do this by first characterizing the defect. We analyze the complete production
process of a RRAM. During this analysis, we identify what can go wrong in every step,
and in what kind of defects this may result. All identified defects need to be properly
modeled, so that a high-quality test can be developed. Next, we analyze how it affects the
performance of a defect-free device, and incorporate the resulting defective behavior in
a compact defect model. This model is calibrated and accurately describes the effects
of the defect. Second, we apply this defect model in a RRAM circuit to perform fault
modeling and analysis. We systematically define the complete space of all faults that
could occur, and then apply an analysis methodology to validate which faults actually
occur in the circuit. Third, we develop a test for the validated faults. This test only needs
to detect faults that are actually sensitized, and thus is shorter than generic tests, while
it also has a better fault coverage.

We apply the DAT approach to RRAM forming defects and RRAM intermittent unde-
fined state faults. The results show that these two defect models sensitize different faults
than the traditional defect models do. Since the DAT defect models describe the actual
physics of the defects, we can conclude that the traditional approach will lead to low-
quality tests that generate test escapes and reduce the production yield. Furthermore,
we demonstrate that the faults cannot easily be detected by existing test algorithms, and
that special tests need to be developed to detect them.

We also apply the DAT approach to a RRAM-based computation-in-memory (CIM)

ix
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architecture to develop a test for it. We shows that a CIM device needs to be tested both
in its memory and computation configuration, as there are unique faults in both con-
figurations. We define the complete fault space for CIM faults and validate it using the
DAT approach. Subsequently, we develop a test that detects the faults in both configura-
tions. Furthermore, we study how process, voltage and temperature variations affect the
performance of the CIM architecture. We demonstrate that certain operations are more
susceptible to these variations than other ones.



SAMENVATTING

Resistive Random Access Memory (RRAM) is een veelbelovende opkomende geheu-
gentechnologie die dichte, niet-vluchtige geheugens biedt die geen statisch vermo-
gen verbruiken. Bovendien kunnen RRAM-cellen in nanoseconden worden geschre-
ven en uitgelezen en is het mogelijk om ze te gebruiken om gegevensverwerking-in-
geheugenarchitecturen (GIG) uit te voeren. Deze voordelen maken deze technologie een
potentiële vervanging voor Flash of zelfs Dynamic Random Access Memory (DRAM). Dit
wordt ook duidelijk gezien door de gemeenschap; zowel universiteiten als bedrijven
maken prototypes van RRAM’s en er zijn al enkele commerciële RRAM’s beschikbaar.
Om producten van hoge kwaliteit te kunnen leveren, moeten de RRAM’s goed worden
getest zodat een fabrikant de kwaliteit kan garanderen. Dit proefschrift richt zich op
testontwikkeling voor RRAM’s.

In standaard geheugentechnologieën, zoals DRAM, worden productiefouten gemo-
delleerd als lineaire weerstanden tussen twee knooppunten in een circuit. In de weten-
schappelijke literatuur wordt een gelijke aanpak gebruikt voor RRAM’s. In dit werk laten
wij echter zien dat deze manier van modellering niet afdoende is, omdat zulke model-
len het foutieve gedrag van de RRAM-cel niet goed kunnen beschrijven; deze modellen
beschrijven immers productiefouten in de verbindingen rondom de RRAM-cel. Om dit
probleem op te lossen, introduceren wij de Componentbewuste Test (CBT)-benadering
die uit drie stappen bestaat. In de eerste stap wordt de echte fysica van de productiefout
gemodelleerd, zodat realistische productiefoutmodellen ontwikkeld kunnen worden. In
de tweede stap worden deze modellen gebruikt om accuraat geheugenfouten te model-
leren en te analyseren. In de derde stap gebruiken we de resultaten uit de tweede stap
om tests van hoge kwaliteit te ontwikkelen voor RRAM’s.

Eerst karakteriseren we de productiefout. We analyseren het complete productie-
proces van een RRAM om vast te stellen wat er in iedere fase fout kan gaan, en in wat
voor productiefouten dit kan resulteren. Alle productiefouten die aan het licht komen
moeten op de juiste wijze gemodelleerd worden, zodat we test van hoge kwaliteit kun-
nen ontwikkelen. Vervolgens bestuderen we hoe een productiefout de parameters van
een foutenvrije RRAM-cel beïnvloedt en modelleren we dat gedrag in een compact pro-
ductiefoutmodel. Dit model is gekalibreerd en beschrijft op nauwkeurige wijze de ge-
volgen van de productiefout. Daarna gebruiken we dit model om geheugenfouten te
modelleren en te analyseren. We definiëren op een systematische manier de complete
geheugenfoutenruimte van geheugenfouten die theoretisch zouden kunnen ontstaan.
Vervolgens analyseren we geheugenfoutenruimte om te valideren welke fouten daad-
werkelijk in het circuit op kunnen treden. Ten derde ontwikkelen we test enkel voor de
gevalideerde geheugenfouten. Omdat deze test alleen echte fouten moet detecteren, zal
deze test sneller zijn en een hogere foutdetectie hebben dan reguliere geheugentesten.

We passen de CBT-benadering toe op vormingsfouten en op periodieke ongedefi-
nieerde toestandsfouten in RRAM’s. Uit de resultaten blijkt dat deze twee productie-
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fouten andere geheugenfouten veroorzaken dan de standaard productiefoutmodellen
doen. Doordat de modellen die met de CBT-benadering ontwikkeld zijn de echte fysica
van een productiefout beschrijven kunnen we concluderen dat de traditionele foutmo-
delleringsmethode enkel tot tests van lage kwaliteit kunnen leiden. Het gebruik van deze
tests leidt vervolgens tot het niet-detecteren van foutieve RRAM’s en het onnodig detec-
teren van correcte RRAM’s. Daarnaast demonstreren we dat de gevalideerde geheugen-
fouten niet eenvoudig met bestaande testalgoritmen gedetecteerd kunnen worden en
dat er dus speciale tests nodig zijn om ze te detecteren.

We passen de CBT-benadering ook toe om een test te ontwikkelen voor een RRAM
die GIG kan uitvoeren. We tonen aan dat een GIG-geheugen zowel in de geheugenstaat
als in de gegevensverwerkingsstaat getest moet worden, omdat er in beide staten unieke
fouten kunnen optreden. We beschrijven de volledige geheugenfoutenruimte voor GIG-
fouten en valideren deze middels de CBT-benadering. Vervolgens ontwikkelen we tests
die de fouten in beide staten kunnen detecteren. Daarnaast bestuderen we hoe proces-,
spannings- en temperatuurvariaties de prestaties van een GIG-geheugen beïnvloeden.
De resultaten tonen aan dat bepaalde logische operaties veel gevoeliger zijn voor deze
variaties dan andere.
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2 1. INTRODUCTION

Figure 1.1: Von Neumann computer architecture

1.1. MOTIVATION
This section introduces the setting of this dissertation. First, we describe how computing
systems work and how they make use of memory. Next, we present three walls that limit
the performance of the computing systems nowadays, and we present how emerging
memories can address these.

1.1.1. TRADITIONAL COMPUTING AND MEMORY
Currently, most computing systems have a Von Neumann architecture that splits the
computation and storage. Computation is performed in a processor, and the data for the
computation are stored in memory. In this section, we first introduce the Von Neumann
architecture, and subsequently, the the memory hierarchy.

VON NEUMANN ARCHITECTURE

Fig. 1.1 shows the Von Neumann architecture. The green block is the computing unit.
In there, the central processor fetches data from the memory, i.e., both instructions and
data to apply these instructions on. Furthermore, it takes input from the outside world
via input devices, e.g., a keyboard or an internet connection, and it outputs to the out-
side world via the output device, e.g., a monitor or a speaker. The benefit of separat-
ing processing and memory is that the central processor is independent of the memory
contents. In other words, its structure is always the same and does not need to change
for different data. Furthermore, the Von Neumann architecture allows to develop these
components separately.

MEMORY HIERARCHY

The speed of the memory does not increase as fast as the speed of the central processor.
This limits the overall computation speed, as the processor has to wait for the memory
to load and store the data. This bottleneck is know as the Von Neumann bottleneck. To
mitigate it, the memory is divided into layers that form a memory hierarchy. The aim
of this hierarchy is to have just enough fast and expensive memory close to the central
processor, while having slower and cheaper memory further from the processor. This
memory hierarchy is shown in Fig. 1.2 and consists of five layers. The top layers are the
fastest but also the most expensive per bit, while the lower layers are slower but cheapest
per bit.

• Registers: The registers are placed directly next to the arithmetic unit in the central
processor. They can store and load data fast (usually within a single clock cycle).
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Figure 1.2: Memory Hierarchy

However, registers require the most transistors per bit. Registers lose their data
when powered off, i.e., they are volatile.

• Cache: Cache is placed on the same chip as the the central processor. It is imple-
mented as static random access memory SRAM, which costs six transistors per bit.
This is cheaper than registers, but also slower. Typically, multiple levels of cache
are present, e.g., level 1, level 2 and level 3 cache, where each higher level contains
more bits but is also slower than the lower levels. SRAMs are also volatile memory.

• Main memory: The main memory is typically not placed on the same die as the
central processor, it is connected via a fast but instead. Main memory is imple-
mented as dynamic random access memory (DRAM) and uses only one transistor
and one capacitor per bit. DRAMs are also volatile memory.

• Storage: Storage class memory stores the bulk of data local to the computing unit,
also when powered down, i.e., it is non-volatile. This memory is implemented as
Flash memory or a hard disk drive (HDD). Flash is faster than a HDD and can store
multiple bits using a single transistor. HDDs store data on a magnetic disk which
is lower than Flash but also allows for even more and cheaper storage capacity.

• Archive: Archive memory is memory that is stored far away from the computing
unit. This can be, for example, magnetic tape, or cloud storage on a server.

1.1.2. THREE WALLS
The umber of transistors on a chip double every two years, as predicted by Moore [2].
This prediction is known as Moore’s law. The technological implementation, e.g., doping
concentrations, transistor threshold voltage, frequency, etc., followed a scaling pattern
that was predicted by Dennard, Gaensslen, Yu, et al. [3]. This prediction was valid until
the 2000s. At that time, it became impossible to scale transistors down further, while also
scaling their performance in a similar manner. This has led to the identification of three
walls that limit the development of computing devices [1], [4]. These are discussed next.
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Figure 1.3: Microprocessor trends [1]

Power Wall Due to Moore’s law, the power density of a chip increases and thus the heat
generated in the chip increases. This is visible in the typical power graph in Fig. 1.3.
Around 2005, chips started to produce too much heat. From that point on, it became too
expensive to enable all transistors on a chip or increase the switching frequency further,
as shown in the frequency graph in Fig. 1.3.

Memory Wall Memory speeds have not scaled in the same pace as processor speeds.
As such, the overall speed of a computer is more and more determined by the speed
of the memory. To overcome this, more levels of cache are introduced. An alternative
is to move away from the Von Neumann architecture and move computations into the
memory to mitigate the need for data transfer completely. This is called computation-
in-memory (CIM).

Instruction Level Parallelism Wall In the past, microprocessors the performance of
processors was improved by performing more instructions in parallel, e.g., via instruc-
tion level parallelism, where one instruction is applied to multiple registers at once. This
has increased the performance of a single processor, as shown in the single-thread per-
formance graph in Fig. 1.3. However, the number of operations that can be performed
in parallel is limited in many algorithms. As such, increasing instruction parallelism fur-
ther results only in marginal further improvements in a single processor. To overcome
this, multiple logical cores were introduced on a single chip, as shown in the number of
logical cores graph in Fig 1.3. Here, each core can run a separate program and thereby
achieve better overall computational efficiency.

1.1.3. EMERGING MEMORY TECHNOLOGIES

To address the walls, emerging memory technologies can be used, such as phase change
random access memory memory (PCRAM, also Phase Change Memory, PCM), spin-
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Table 1.1: Comparison of mainstream and emerging memories [5]

Mainstream Memories Emerging Memories
SRAM DRAM NOR Flash NAND Flash PCRAM STT-MRAM RRAM

Cell area > 100F 2 6F 2 10F 2 < 4F 2 6−50F 2 4−30F 2 4−12F 2

Multibit 1 1 2 3 2 1 2
Voltage < 1V < 1V > 10V > 10V < 3V < 1.5V < 3V
Read time 1ns 10ns 50ns 10µs < 10ns < 10ns < 10ns
Write time 1ns 10ns 10µs−1ms 100µs−1ms 50ns < 10ns < 10ns
Retention None ms years years years years years
Endurance > 1016 > 1016 > 105 > 104 > 109 > 1015 > 106

Write energy per bit 1 fJ 10 fJ 100 pJ 10 fJ 10 pJ 100 fJ 100 fJ

transfer torque random access memory (STT-MRAM), and resistive random access
memory (RRAM or ReRAM). These memories store data as a resistance, rather than
as charge. These technologies have several benefits over mainstream memory tech-
nologies, such as SRAM, DRAM and Flash. Table 1.1 lists key features of all of these
technologies [5]. In this table, for the cell area, F denotes the minimum feature size;
multibit indicates how many bits can be stored in a cell; retention indicates how long
data remain valid after power-off; endurance indicates how many times a cell can be
written. From the table it follows that the emerging memories can be made smaller
than SRAM and in some cases also DRAM and NOR Flash. In combination with multi-
bit storage, this leads to denser memories, which reduces the memory latency. They
also operate on lower voltages than Flash, which makes them more easily suitable for
embedded applications. The read and write times are comparable to DRAM and signif-
icantly lower than for Flash, reducing the memory latency. Next, they are non-volatile,
in contrast to SRAM and DRAM. This allows for lower static energy consumption, and
thus addresses the power wall. Their endurance is higher than the endurance of Flash,
but lower than for SRAM and DRAM. Finally, the write energy per bit is higher than most
mainstream memories. The emerging technologies can also be effectively applied to
perform CIM due to the fact that they store data as a resistance.

Next, we will discuss the basic concepts of these three technologies.

Phase Change Random Access Memory Fig. 1.4(c) and 1.4(d) show two PCRAM de-
vice structures. The concept of a PCRAM device is that the phase of the phase-change
material, and consequently the resistance, is changed by heating it up. The melting of
the material requires high currents, and thus writing a PCRAM cell has a high power
consumption. Furthermore, the melting process is relatively slow. A positive feature of
PCRAMs is that the resistance of the material can be tuned so that multiple bits can be
stored in a single cell.

Spin-Transfer Torque Magnetic Random Access Memory Fig. 1.4(a) and 1.4(b) show
two magnetic tunnel junctions (MTJs) that are used in STT-MRAMs. MTJs work on the
concept of magnetic spin. They have a pinned layer where the spin is always in the same
direction and a free layer where the spin can be parallel or anti-parallel to the spin of the
free layer. The spin can be changed by driving a current through the MTJ. If the spins are
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Figure 1.4: Overview of emerging memory structures [5]

parallel, the resistance is low, while the resistance is high if the spins are anti-parallel.
Because there are only two spin combinations, an MTJ can only store one bit.

Resistive Random Access Memory Fig. 1.4(e) and 1.4(f) show two RRAM structures.
RRAMs have a filament that connects two electrodes. The shape, e.g., length, width, etc,
of the filament determines the resistance of the device. The shape of the filament can
be changed by applying voltages to the electrodes. There are two kinds of RRAM that
are based on the atomic structure of the filament: oxide-based RAM (OxRAM) has a fila-
ment made of oxygen ions, and conductive bridge RAM (CBRAM) has a filament made of
metal ions. RRAM devices can be manufactured densely. Furthermore, the shape of the
filament can be controlled, so that multiple bits can be stored in one device. However,
the endurance is limited in comparison to STT-MRAM.

Based on the analysis above, it is expected that STT-MRAM can be used to replace
lower levels of cache or the main memory, while PCRAM and RRAM are expected to
replace slower main memories but mainly storage class memory technologies such as
Flash. However, currently, these emerging memories are only used in smaller nice mar-
kets, and the mainstream memory technologies remain widely used. This is partially due
to the fact that the emerging memories require novel production process and materials.
These lead to new failure modes and require the development of new specialized tests.
For STT-MRAM, interesting developments have been presented in [6]. Since PCRAM is
rather slow and has a high energy consumption, in this thesis, we focus on defect and



1.2. RRAM DEFECTS, FAULTS, AND TESTING

1

7

fault modeling, and test development for RRAM, more specifically OxRAMs.

1.2. RRAM DEFECTS, FAULTS, AND TESTING
Bushnell and Agrawal [7] defines defects, errors, faults as follows. A defect is an unin-
tended deviation in the actual manufactured chip from the design, e.g., a short circuit
between two metal wires. This defect can lead to an error in the operation of the cir-
cuit, e.g., a counter produces a wrong result for certain values. A fault is the abstraction
of a defect on the functional level, e.g., there is a count up fault. To detect the defect,
the defect needs to be modeled and the sensitized faults need to be understood. Next,
a test solution can be developed that detects these faults. Traditionally, for mainstream
memories, defects are modeled as linear resistors between two nodes or within a con-
nection [8], [9]. Subsequently, the faults that are sensitized by these defect models are
identified, and a test to detect them is developed. For RRAM, researchers have followed
a similar approach. They identified unique RRAM faults, and confirmed the existence
of traditional memory faults in RRAM. Subsequently, tests are presented to detect these
faults.

Ginez, Portal, and Muller are the first to address testing of RRAMs [10]. They study
bridge defects between the bit and word lines of a RRAM. Their analysis results in the
confirmation of coupling faults in RRAM. Next, Haron and Hamdioui studied more
bridge defects and identified the RRAM unique undefined write fault and confirmed the
traditional transition, stuck-at and incorrect read faults [11]. Their follow-up work in
[12], [13] presents the first test solution to detect faults by modifying the write operation.
Kannan, Rajendran, Karri, et al. identified two other RRAM unique faults, namely the
deep-0 and deep-1 state. Furthermore, the authors also present a test solution to detect
these based on the inherent sneak paths in a RRAM [14]–[16]. Mozaffari, Tragoudas, and
Haniotakis introduced an alternative test that speeds up the testing process [17], [18].
Further progress on identifying defects and faults has been made by Chen, Shih, Wu, et
al. [19]. They identified the over-forming defect and the read-1 disturb fault it sensitizes.
The authors present a test algorithm to detect all RRAM faults. Finally, Chen and Li
again use the resistive bridge defect model to identify and develop a test for destructive
write faults [20]. Recently, Liu, You, Wu, et al. confirmed two additional coupling faults
[21]. Finally, Copetti, Gemmeke, and Bolzani Poehls developed a test circuit to detect
undefined state faults in a more efficient manner [22].

There has also been a focus of the research community on making the tests more
efficient or applicable to different RRAM architectures. In [23], Liu, You, Kuang, et al.
present a test algorithm that detects all RRAM faults with the exception of the destructive
write faults. Luo, Cui, Luo, et al. improved this test to also include those faults [24].
Next, Liu, You, Kuang, et al. reduced the test time of this algorithm by including a special
test structure that allows to read multiple cells at once [25]. Finally, Liu, You, Wu, et al.
developed a test for another RRAM architecture, again based on the linear resistor defect
models [26].

The above test solutions are all based on the linear resistors defect model that affects
the interconnections of a circuit that surround the RRAM device. However, it is clear
that this defect model does not describe defects in the RRAM device. As such, it can be
expected that these tests will not be able to detect all RRAM faults and therefore will lead
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to low-quality RRAMs.

1.3. RESEARCH TOPICS
From the previous sections, it has become clear that RRAM is a suitable technology to
implement future memories. However, in order to guarantee high quality products, bet-
ter test solutions need to be developed. These tests need to take into account the actual
physics of RRAM defects, rather than defects in the surrounding circuitry. The research
that needs to be done to achieve this can be divided in three steps: 1) accurate defect
modeling, 2) accurate fault modeling and analysis, 3) high-quality test development. We
will discuss these steps next.

1.3.1. ACCURATE DEFECT MODELING

Accurate defect modeling is the key to obtain high-quality tests. If the defect model is
not accurate, the faults that are sensitized will not be realistic, and thus the test will be
of low-quality. Hence, an approach to develop these accurate defect models for RRAM is
needed. First, the production process of a RRAM needs to be analyzed and the potential
defects that may occur there need to be identified. Next, measurements of these defects
need to be obtained, to understand what causes them, and how they affect the circuit.
Then, a defect model can be developed that accurately describes the effects of the defect.
Furthermore, this procedure leads to a better understanding of RRAM devices and even
new defects may be identified based on it. There exist CIM architectures that are based
on RRAMs. Hence, also this production process needs to be analyzed in order to identify
the defects that may occur there.

1.3.2. ACCURATE FAULT MODELING AND ANALYSIS

Once the accurate defect models are developed, they can be used to perform accurate
fault modeling. The fault modeling needs to be done in a systematic way that ensures
that all faults that can occur in a circuit are properly sensitized. Therefore, first the com-
plete fault space needs to be defined. This definition needs to take into account the
unique RRAM behavior. Next, the fault space must be validated using the accurate de-
fect models. The faults that are sensitized are then proven to be realistic and accurate
faults and allow to develop high-quality tests. CIM architectures are not only a memory,
but also a computational unit. As such, it is expected that CIM architectures that are
based on RRAMs suffer from unique RRAM computing faults. These faults also need to
be modeled and analyzed in a systematic manner.

1.3.3. HIGH-QUALITY TEST DEVELOPMENT

Once it is clear which defects introduce which faults in the RRAM, high-quality test solu-
tions can be developed to detect these. There are two important factors when developing
a test for RRAM: 1) the test needs to detect all RRAM faults, even those that are unique
and may proof difficult to detect; 2) the test needs to be efficient in terms of test time
and hardware resources used. The first criterion requires that for every fault the detec-
tion criteria are determined. It may turn out that need specialized test circuitry is needed
to guarantee detection of the fault. The second criterion ensures that the cost to detect
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all these faults is as low as possible. For this aim, methodologies need to be developed
that optimize the test solutions.

1.4. CONTRIBUTIONS
The contributions of this thesis address contribute to all three research topics that were
presented in the previous section.

Investigation and Analysis of Existing RRAM Test Solutions We have performed a lit-
erature study to investigate the existing RRAM test solutions. It turns out that many of
the existing solutions are based on linear resistor defect models, and as such do not de-
scribe realistic RRAM defects. This has been published in [27].

Investigation of RRAM Production Process and Identification of Defects We have in-
vestigated the complete production process of a RRAM in order to identify all the defects
that may occur there. From this investigation, we identified that defects can occur in the
transistors, the interconnections, and in the RRAM devices. We describe in detail what
causes the defects and how the defects will affect the RRAM. The investigation has re-
sulted in a list of defects that form the complete RRAM defect space for the considered
production process, i.e., the list describes all RRAM defects that may occur. This list can
be used for subsequent defect modeling. This has been published in [27]–[29].

Development of the Device-Aware Test Approach In order to develop realistic defect
models, we have developed the Device-Aware Test (DAT) approach. The approach con-
sists of three steps: 1) device-aware defect modeling; 2) device-aware fault modeling and
analysis; and 3) device-aware test development. The core of the approach is to model the
actual physics of a defect and incorporate the effects of the defect in a defect model that
can be used to perform accurate fault modeling and analysis. During the device-aware
fault modeling and analysis step, first the fault space is systematically defined. Then, it
is systematically validated to obtain a set of faults that can occur in a circuit. The third
step, device-aware test development, uses the validated faults to develop high-quality
test solutions. This has been published in [28], [29].

Application of the DAT Approach to Forming Defects We apply the DAT approach to
model forming defects in RRAMs. We develop a device-aware defect model, perform
the device-aware defect modeling, and develop a device-aware test for them. From the
results it follows that traditional test approaches will result in tests that do not detect
many of the faults that are sensitized and thus lead to test escapes. Furthermore, they
will test for unrealistic faults and thus lead to yield loss. In contrast, we develop a test
that detects the forming defects accurately without resulting in yield loss or test escapes.
This has been published in [28], [29].

Identification of and Application of the DAT Approach to Intermittent Undefined State
Faults We identify the intermittent undefined state fault based on silicon measure-
ments. This fault changes the switching mechanism of the RRAM device intermittently,
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which leads to faults. We apply the DAT approach to develop a defect model that can
sensitize this fault. The subsequent fault analysis shows that this fault is difficult to de-
tect with regular RRAM tests. This has been published in [30].

Device-Aware Test Development and Reliability Analysis for RRAM-Based CIM We
have applied the DAT approach on RRAM-based CIM architectures. We demonstrate
that the fault space for such an architecture is different from that of a regular memory
and that there exist faults that are uniquely due to the computational capabilities. To
detect these faults, we present test solutions that make use of the computing capabilities.
Furthermore, we analyze how susceptible RRAM-based CIM is to process, voltage, and
temperature (PVT) variations. This has been published in [31], [32]

1.5. THESIS ORGANIZATION
This thesis is organized as follows.

Chapter 2 presents background information on RRAMs. First, the basics of the de-
vice structure and of the switching principles of a RRAM device are explained. Sub-
sequently, we give an overview of RRAM device modeling and compare nine compact
models. Compact models can be used to model a RRAM in a circuit, e.g., a circuit that
is simulated using a SPICE simulator. Next, we present the RRAM architectures that are
used in this thesis: a regular RRAM, and a modified version of it that allows for CIM.
Finally, we give an overview of existing RRAM chips.

Chapter 3 explains the details of the RRAM structure and its production process. We
analyze this process and identify all manufacturing defects that can occur there, both in
the RRAM device and the other components on the chip. A selection of these defects will
be modeled later in the thesis. Next, the knowledge of the device structure is applied to
explain the concepts of RRAM reliability.

Chapter 4 presents the traditional RRAM defect modeling, fault modeling, and test
development approach. This approach models all defects in the circuit as linear resistors
between two nodes or within a connection. We apply this method to model all intercon-
nection defects in a single cell. Next, we define and validate the complete fault space for
RRAMs and validate it using the traditional defect models. Furthermore, we present the
RRAM faults and tests that have been presented in literature. We apply the existing test
solutions to detect the faults that we validated.

Chapter 5 introduces the Device-Aware Test Approach. This approach models the ac-
tual physics of a defective device in order to obtain tests for realistic faults. The DAT ap-
proach consists of three steps: device-aware defect modeling, device-aware fault mod-
eling, and device-aware test development. We apply these steps on the interconnection
defects that are modeled in the previous chapter.

Chapter 6 applies the DAT approach to model the RRAM forming defect. This defect
affects the forming of the initial RRAM filament and thus has a strong impact on quality
of the device. First, we characterize the defect and perform the physical modeling of
the defect, resulting in a defect model. This defect model is used during fault analysis,
to validate which faults actually occur in the RRAM. Only for those faults, we develop a
high-quality test.
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Chapter 7 applies the DAT approach to model the RRAM intermittent undefined state
fault. This faults causes the RRAM device to switch into an undefined state at intermit-
tent periods. First, we characterize the fault based on measurements of defective de-
vices. Next, we develop a defect model based on the physics of the defect. This model is
then used for fault analysis. The results of this are used to develop test solutions that can
detect this fault.

Chapter 8 applies the DAT approach to develop test for CIM architectures and it stud-
ies the effects of process, voltage and temperature on the performance of CIM. We show
that CIM architectures suffer from different faults than regular memories. Thus, we de-
fine the fault space for CIM faults and validate it. Subsequently, we develop a test that
detects these faults that are unique for the CIM architecture. Finally, we demonstrate
that CIM architectures are susceptible to PVT variations and address possible solutions
to prevent this impact.

Chapter 9 concludes this thesis and presents some insights on future work.





2
BACKGROUND

This chapter presents a background on RRAMs. First, it presents the basic RRAM de-
vice structure and it explains three resistive switching mechanisms: bipolar, complemen-
tary, and unipolar switching. Next, an overview of RRAM compact models is presented.
These models can be included in a netlist and simulated using a SPICE simulator. Sub-
sequently, a complete RRAM simulation model is presented. It consists of a cell array,
drivers, and sense amplifiers. Next, this simulation model is extended so that it can per-
form computation-in-memory. Finally, the chapter concludes with an overview of existing
RRAM prototype and commercial chips.

This chapter is partially based on [29], [30], [33].

13
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Figure 2.2: RRAM cell resistance and corresponding logic values

2.1. RRAM DEVICE TECHNOLOGY

This section introduces the RRAM device technology. First, we present an overview of
the device. Then we introduce three switching mechanisms for a RRAM device.

2.1.1. OVERVIEW

Fig. 2.1a illustrates a RRAM device; it consists of two electrodes, the top electrode (TE)
and bottom electrode (BE), in between which a metallic oxide is sandwiched (commonly,
HfOx, TaOx, or TiOx) with an additional capping layer [5], [34], [35]. Chapter 3 describes
the structure in more detail. After fabrication, a voltage Vform is applied to the oxide to
break some of the metal and oxygen ions bonds [34], [35]. Fig. 2.1a shows how the (nega-
tively charged) oxygen ions (white circles) move towards the positive electrode and enter
into a oxygen exchange layer at the TE interface under the influence of the electric field
and bond there [35], [36]. Note that in some devices this layer is a specially deposited
capping layer (cap). This leaves behind a chain of conducting vacancies (black circles)
known as Conductive Filament (CF), as shown in Fig. 2.1b. When the voltage is removed,
the CF remains, making the RRAM device non-volatile. The shape (e.g., radius) of the
CF determines the resistance of the device [36]; it can be changed by applying voltages
to the oxide. When using the RRAM device as a binary storage device, resistance ranges
have to be defined that correspond to a logical value. This is shown in Fig. 2.2. Here, a
low resistance and high conductance correspond to a logical ‘1’, a high resistance and
low conductance correspond to a logical ‘0’. Between these two ranges, the resistance is
in the undefined ‘U’ state. When the resistance is below the valid ‘1’ range, the device
is in extreme high state ‘H’. Similarly, when the resistance is above the valid ‘0’ range,
the device is in extreme low state ‘L’. There exist three switching mechanisms in RRAM:
Bipolar Switching (BS), Complementary Switching (CS), and Unipolar Switching (US).
These will be explained next.
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Figure 2.3: Resistance switching mechanisms in RRAM.

Table 2.1: BS RRAM key parameters

Technological Parameters Electrical Parameters

tox Oxide thickness VRESET RESET threshold
lgap CF gap length VSET SET threshold
φT CF thinnest width RHRS RESET resistance

RLRS SET resistance

2.1.2. BIPOLAR SWITCHING
The BS mechanism relies on the formation and dissolution of the CF by movement of
oxygen ions [34], [38]. Its electrical behavior is illustrated in Fig. 2.3a. When a negative
voltage VSET less than a threshold Vreset is applied to the TE, then some of the oxygen
ions drift back into the oxide and re-oxidize the CF leaving a gap in the CF, as shown in
Fig. 2.1c. This movement increases the resistance of the device and is called a RESET op-
eration, resulting in the high resistance state (HRS), with has a resistance of RHRS. When
a positive voltage higher than a threshold VSET is applied, the bonds between the metal
and oxygen ions break again, and the CF regrows, as shown in Fig. 2.1b. The oxygen
vacancy-rich capping layer collects the free oxygen ions [35]. This process is called a SET
operation and results in a lower device resistance, the low resistance state (LRS), which
has a resistance of RLRS. Note that the opposing sign of the switching voltages gives BS
its name.

Fig. 2.4 and Table 2.1 show and list the key technology parameters of BS RRAMs.
The technology parameters are: the thickness of the oxide (tox) that affects the voltage
switching thresholds, the length of the CF gap (lgap) that affects the resistance in the RE-
SET state, and the thinnest width of the filament (φT) that affects the Resistance of the
device in both the SET and RESET state. The electrical parameters are the voltages of the
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Figure 2.4: BS RRAM key technology parameters

switching thresholds to RESET (VRESET) or SET (VSET), and the resistance in RESET (high
resistance state (HRS), RHRS), and the resistance in SET (low resistance state (LRS), RLRS).

2.1.3. COMPLEMENTARY SWITCHING

The CS mechanism relies on the formation and dissolution of the CF by movement of
oxygen vacancies [39], [40]. Its electrical behavior is illustrated in Fig. 2.3b. After initial
forming, a normal BS RESET is performed, resulting in the CF shown in Fig. 2.1c. Now,
by applying a voltage exceeding the switching threshold VSET+, a SET operation will take
place (similar to BS) that results in the breaking of the bonds between the oxygen and
metal ions and the forming of the CF as shown in Fig. 2.1b. However, when the voltage
is further increased and exceeds the threshold VRESET+, the negative oxygen ions cannot
all be bound in the capping layer. Instead, they will remain in the oxide and the positive
oxygen vacancies in the CF will start to move along the electric field towards the nega-
tive electrode. This disrupts the just created CF and brings the device in a RESET state,
as shown in Fig. 2.1d. Note that both SET and RESET occur at the same voltage direction,
they complement each other. When a negative voltage is applied less than the thresh-
old VSET−, first the oxygen vacancies will move back into the oxide and form a CF, see
Fig. 2.1e. With further decreasing of the voltage below threshold VRESET−, the CF will be
broken again by the oxygen ions that move back into the oxide from the capping layer,
leading to the state shown in Fig. 2.1c. The key technology parameters for a CS device
are similar to those of a BS device, except that there are more switching thresholds and
resistance states for the former than for the latter.

2.1.4. UNIPOLAR SWITCHING

The US switching mechanism relies on the formation of and dissolution of the CF by the
movement of oxygen ions, similar to BS. However, for US, the process is controlled by
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diffusion of the ions due to thermal heating [34], [41]. It electrical switching behavior
is illustrated in Fig. 2.3c [37]. After initial forming, the device will be in a state similar
to BS SET, as shown in Fig. 2.1b. Now, by applying a positive voltage that exceeds the
threshold VRESET+, there will be so much current flowing that that the device heats. Due
to this heat, the oxygen ions diffuse away from the TE and re-oxidize the CF, resulting in
Fig. 2.1f. The US SET operation is similar to the BS SET operation; by applying again a
positive voltage to the TE that is higher than the threshold, the oxygen ions break away
from the metal ions and are attracted by the electric filed to the oxygen exchange layer.
Note that US occurs at a single polarity. However, it is also possible to have US with
opposite switching polarity. The key technology parameters for an US device are similar
to those of a BS device, except that there are more switching thresholds and resistance
states for the former than for the latter.

2.1.5. VARIATIONS

The growth and dissolution of the CF is a stochastic process [35]. Therefore, there are
variations in the resistance of different devices, called device-to-device (D2D) variations,
as well as variations per SET/RESET cycle within one device, called cycle-to-cycle (C2C)
variations. D2D variations are caused by variations in the production process of the
RRAM devices, e.g., variations in the crystal structure of the oxide, or in the forming
current [35], [42]. C2C variations are caused by the random growth and dissolution of
the CF in a cycle, e.g., variations in the radius of the filament [42]. Chapter 3 explains the
sources of variation in detail.

2.2. RRAM DEVICE MODELING
IN this section, we present models that can describe the RRAM behavior. First, we intro-
duce the different levels on which a RRAM device can be modeled. After that, we present
an overview of compact models and compare them.

2.2.1. MODELING LEVELS

Lanza, Wong, Pop, et al. in [43] classify RRAM models in four categories based on the
accuracy and simulation complexity, as shown in Fig. 2.5. In general, higher modeling
accuracy requires longer simulation time. The model categories are: microscopic mod-
els, kinetic Monte Carlo or finite element models, and compact models. These will be
discussed next.

Microscopic models contain both ab initio models and Monte Carlo models. These
models describe the interactions of individual particles with each other in the RRAM
device. These interactions determine the electrical behavior of a RRAM device. For ex-
ample, these models can be used to make predictions on the growth and the shape of
a CF for a wide range of materials. Ab initio models have the highest physical accuracy
as they describe the quantum interactions of the particles. Monte Carlo models have a
lower accuracy due to a simplification of some of the interactions, but they are able to
model more elements. Microscopic models allow to investigate the impact of even the
smallest changes in the RRAM device structure, but this requires a long simulation time
that prohibits their usage in circuit simulations.



2

18 2. BACKGROUND

Figure 2.5: RRAM modeling levels [43]

Kinetic Monte Carlo or finite element models describe the electrical behavior of a
RRAM device directly, while also considering the effects of the material. These models
generalize and simplify some of the quantum interactions of the microscopic models in
order to speed up the simulation. Kinetic Monte Carlo models take the contributions of
individual particles in consideration, while finite element models generalize the physical
behavior, e.g., using differential equations to describe the electric field in the RRAM de-
vice. The benefit of kinetic Monte Carlo is that they also describe variation effects, while
finite element models are faster to simulate. Both these models have a lower physical
accuracy than microscopic models, but they have a shorter simulation time. However,
the simulation time is still inhibits the usage in larger circuit simulations.

Compact models also describe the electrical behavior of a RRAM device, but simplify
the underlying physics further so that the model can be simulated quickly. For example,
these models assume that there is a a CF with a certain shape that always changes in the
same way when similar voltages are applied to it. The generalization that these models
make allows to simulate them quickly. Hence, these models are used in circuit simula-
tions. In the remainder of this thesis, we focus on compact models because these can be
used in the circuit simulations that need to be done for test development.

2.2.2. COMPACT MODELS

Hajri, Aziza, Mansour, et al. in [54] compare eight RRAM compact models for BS on mul-
tiple metrics. Table 2.2 shows the results of this comparison and adds an additional
RRAM compact model that was not present at the time of publishing (the model in [53])
to the comparison. Note that only the metrics relevant to this thesis are included. The
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Table 2.2: Comparison of different RRAM compact models, partially based on [44]

Metric
Model
Linear [45] Non-linear [46] Simmons [47] TEAM [48] VTEAM [49] Stanford [50] SPICE [51] IM2NP [52] JART v1B [53]

Genericity No No No Yes Yes Yes Yes Yes Yes
Non-linearity No Yes Yes Yes Yes Yes Yes Yes Yes
Hard SET and soft RESET No No No Yes Yes Yes Yes Yes Yes
Forming No No No No No No No No No
High frequency No No Yes Yes Yes Yes Yes Yes Yes
Switching thresholds No No No Yes Yes Yes Yes Yes Yes
Pulse voltage dependence No No No No Yes Yes Yes Yes Yes
Pulse timing dependence No No No No No Yes No Yes Yes
Temperature dependence No No No No No Yes No Yes Yes
Variability No No No No No Yes No Yes Yes

metrics are described next.

• Genericity: Can different types of RRAM devices be modeled as well, e.g., other
materials, other structures, etc.

• Non-linearity: Do the models describes the switching process as a non-linear pro-
cess.

• Hard SET and soft RESET: Does the model describe the SET process as an abrupt
switching event and the RESET process as a gradual switching process.

• Forming: Does the model describe the CF forming process.

• High frequency: Can the model be used with high frequency inputs.

• Switching thresholds: Does the model incorporate the switching thresholds.

• Pulse voltage dependence: Does the model take into account the voltage depen-
dence when a pulse is applied. That is, do higher voltages lead to faster switching.

• Pulse timing dependence: Does the model take into account the time dependence
when a pulse is applied. That is, do longer pulses lead to a lower resistance after
switching.

• Temperature dependence: Is the current through the device dependent on tem-
perature.

• Variability: Can the model describe variability in the switching process.

From the Table, it can be seen that the Stanford model [50], the IM2NP [52], and
the JART v1B [53] model perform best on the criteria listed above. Note that in [44] it
is noted that the IM2NP model also describes the forming process, but that this is not
documented in [52]. We discuss these models in more detail next.

STANFORD MODEL

The Stanford model in [50] models the CF as a current conducting cylinder, as shown in
Fig. 2.6a. When a RESET operation is applied, the cylinder shortens and a tunneling gap
develops that limits the current through the device. When a SET operation is applied, the
tunneling gap shortens (and thus, the cylinder grows taller) until it is gone. The current
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(a) Stanford model [50] (b) IM2NP model [52] (c) JART v1B model [53]

Figure 2.6: Basic concept of three compact RRAM models.

is then limited by the size of the cylinder. For every time step in the simulation, the local
temperature, the change in the filament length, and the resulting current through the
device are calculated. Variability is included by adding a stochastic component to the
growth and dissolution rate of the CF.

IM2NP MODEL

The IM2NP model in [52] models the CF as a cylinder with a radius that varies when
applying a SET or RESET operation, as shown in Fig. 2.6b. A positive voltage increases
the radius and brings the device in the LRS, while a negative voltage reduces the radius
of the CF and brings it in the HRS. In LRS, the conductance is determined by the ohmic
resistance of the cylinder, while in HRS, the current is determined by the leakage through
the oxide. For every time step in the simulation, the local temperature, the change in the
filament radius, and the resulting current through the device are calculated. Variability
is modeled by adding randomness to the radius parameters.

JART V1B MODEL

The JART v1B model in [53] models the RRAM device as a device with two regions, the
well-conducting plug region and the less conducting disc region, as shown in Fig. 2.6c.
The conductance of the disc region changes when applying voltages to the device. A SET
operation increases the vacancy density of the disc, while a RESET operation decreases
the vacancy density of the disc. For every time step in the simulation, the local tem-
perature, the change in the disc vacancy density, and the resulting current through the
device are calculated. Variability is modeled by adding a stochastic component to the
radius, length, and vacancy density limits of the disc.

All the above models are calibrated to measurements of actual RRAM devices. In the
remainder of this thesis we will use the Stanford [50] and JART v1B [53] models to model
the RRAM device.

2.3. MEMORY ARCHITECTURE
This section introduces a regular RRAM architecture. First, we provide an overview of
the architecture. Second, we analyze the components in this architecture.
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Figure 2.7: RRAM architecture

2.3.1. OVERVIEW
Fig. 2.7 shows an example of a RRAM architecture. It consists of several components and
several signals that connect them together. The data are stored in cells in the cell array.
Every cell stores one bit of information. Three cells together form a word, indicated as
Wxx with x ∈ {0,1,2}. The words on a single row all share a word line (WL) and a select line
(SL). In every column, every cell shares a bit line (BL). A word can uniquely be addressed
by setting these lines to appropriate values. This is done by the WL Decoder, the BL
Driver, and the SL Driver. The Sense Amplifiers (SAs) and the Reference Cells are used to
read the values that are stored in the cells. The Col. Address Decoder decodes a column
address to a column select (CS) signal that is used to select individual columns. Finally,
the Control Logic provides, based on the selected operation, i.e., Write/Read, the timing
for the internal signals: word line enable (WLEN), the Reset signal, and sense amplifier
enable (SEN). Next, we explain the details of the cell array, the decoders, the BL driver,
the SL driver, the SAs, and the reference cells.

2.3.2. CELL ARRAY
The cell array contains all the cells that store data. For RRAMs, there are a few commonly
used cell designs: one RRAM device (1R), one diode and one RRAM device (1D1R), and
one transistor and one RRAM device (1T1R). This work employs 1T1R cells, but the other
cell designs are explained next as well.

1R Cell Fig. 2.8a shows a 1R cell. It consists only of a RRAM device that can be accessed
via the BL and the SL. When BL is high and SL low, the device will be SET, while the device
will be RESET when BL is low and the SL is high. This cell design has the benefit that it
can be manufactured densely in a so-called crossbar structure. In this structure, the BLs
and SLs are manufactured perpendicular to each other and on every junction a RRAM
device is placed, as is shown in Fig. 2.8b. Unfortunately, this architecture suffers from a
major drawback, sneak paths. When cell M12 in the figure is accessed via the BL and the
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Figure 2.8: RRAM cell designs and sneak paths.

SL, e.g., to read the cell, the corresponding BL is set to Vdd and the corresponding SL to
GND, a current will flow through the cell, Iprimary. However, there will also flow a current
through the sneak path formed by the cells M11, M21, and M22, Isneak. The total current
will be higher than when only cell M12 would have been accessed. This limits the read
margin and may lead to read errors.

1D1R Cell To reduce the sneak path severity, a bidirectional diode can be put in series
with the RRAM device. The diodes introduce a voltage drop that limits the sneak path
current. However, when writing a cell, also a higher voltage is required. This increases
the power consumption of the RRAM and may even be infeasible for smaller technology
nodes.

1T1R Cell Another solution to overcome the sneak path problem is to put a transistor
in series with the RRAM device, as shown in Fig. 2.8d. This design has the benefit that
one RRAM device can be selected individually. The drawbacks are: an additional WL is
required to control the transistor; the cell density is lower due to the additional transis-
tor; and there is a voltage drop over the transistor when the SL is high and the BL is low.
The first two problems cannot be solved, but the voltage drop problem can partially be
addressed by increasing the WL voltage in those cases.

Because the 1T1R cell offers the best control, this cell design is adapted in this thesis.

2.3.3. DECODERS

The Column Address and WL Decoders convert the address to the appropriate CS and
WL signals, respectively. Fig. 2.9 shows an address decoder that decodes a four bit ad-
dress m that consists of the bits A0, A1, A2, A3 to an internal signal linemA. For the
Column Address Decoder, this is the CS signal. For the WL decoder, this signal is sub-
sequently fed through an AND gate with the WLEN signal to the word line WLm. It is
also fed to the SL named WL Input. The signal WLEN gives exact control over when the
WL is enabled. This prevents, for example, selecting wrong WL lines when the address
changes.
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Figure 2.10: BL driver

2.3.4. BL DRIVERS
Fig. 2.10 shows a BL driver. When the Write/Read signal is low, a write operation is
performed. This enables the tri-state buffer so that the BL can be written. When the
Write/Read signal is high, the the tri-state buffer is disabled so that the BL Driver will not
interfere with the read operation.

2.3.5. SL DRIVERS
Fig. 2.11 shows the SL Driver. It is always low, unless the Reset signal is high and the WL
Input is set high by the WL driver.

2.3.6. SENSE AMPLIFIER
The Sense Amplifier senses the resistance of a cell and compares it to a reference cell. If
the resistance is lower than that of the reference, it outputs ‘1’, if it is higher it outputs
‘0’. It is shown in Fig. 2.12. When the SEN signal is low, nodes A and B are precharged
to Vdd. When a read operation is performed, the address is translated and the correct
cells are enabled, and thus Cs is enabled as well. Then, the SEN signal is enabled to
start the sensing operation. The two nodes will be discharged based on the resistance
of the connected cell or reference cell. If the resistance of the cell is lower than that of
the reference cell, node A will be discharged to GND, which recharges node B to Vdd. In
the alternative case, node A is recharged to Vdd and node B is is discharged to GND. The
value of the cell is now present at node B. When SEN is low again, nodes A nd B will both
be precharged again.
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Figure 2.11: SL driver
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Figure 2.12: Sense Amplifier

2.3.7. REFERENCE CELLS

Fig. 2.13 shows two reference cell designs that can be used with the previously discussed
SA. The cell in Fig. 2.13a uses a simple resistor with a resistance set between RLRS and
RHRS. Although this design is simple, it is also rather large when produced on the wafer.
Furthermore, it cannot be adapted to, for example, process variations. To overcome
these issues, the cell in Fig. 2.13b can be used. The cell uses two RRAM device in se-
ries in parallel with two other RRAM devices in series. In one link, one RRAM device is
set to RLRS and the other one to RHRS. This sets the equivalent cell resistance exactly
in the middle of these two values. The benefit of this design is that the cell is smaller
than an on-chip resistor, and that process variations will have the same impact on the
reference cell as on the actual memory cells.

2.4. COMPUTATION-IN-MEMORY

2.4.1. CONCEPT AND CLASSIFICATION

The CIM architecture is based on integrating the processing units and the storage in
the same physical memory location. A realistic implementation that many researchers
are prototyping is shown in Fig. 2.14a [56]–[58]; the CIM core may consist of very dense
memristive crossbar array and CMOS peripheral circuitry. The CIM die takes over the
memory-intensive computation parts from the processor, thus significantly speeding up
the execution and reducing the energy consumption by eliminating large amounts of
data transfers. Fig. 2.14b illustrates a program that could be executed efficiently on a CIM
architecture; multiple loops can be executed within the CIM core while the other parts of
the program can be executed on the conventional core. Each time a loop is invoked, the
CPU sends a macro-instruction to the CIM core which decodes and executes it locally,
and returns the final results.
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Figure 2.14: CIM as an accelerator [56]

As already mentioned, computing in the CIM core takes actually place within the
memory. Hence, the CIM core can operate in two different configurations: memory and
computation configuration. Fig. 2.15a shows these configurations, as well as the oper-
ations that each configuration requires. Since the computation configuration also uses
read and write operations, it is a superset of the memory configuration. Fig. 2.15b shows
a block diagram of a CIM die. In addition to the memory core, it consists also of a com-
munication interface. It is worth noting that computations in the CIM core take place
within the memory core. Because a memory core consists of a memory array and pe-
ripheral circuits, and depending on where the result of the computation is produced,
CIM architectures can be divided into two classes [59]:

• CIM-Array (CIM-A): In CIM-A, the computation result is produced within the array.
Examples of such architectures are PLiM [60], ReVAMP [61], CIM device [62], etc.
The CIM-A core typically requires a significant redesign of the memory array to
support computing, as conventional memory cell layouts are typically optimized
for storage functionality only.

• CIM-Periphery (CIM-P): In CIM-P, the computation result is produced within the
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Figure 2.16: Majority logic

peripheral circuitry. Examples of such architectures are PRIME [63], Pinatubo [64],
CIM-Accelerator [65], etc. This architecture focuses on special circuits in the pe-
ripherals to realize, for example, bit-wise logic operations [64], [66], matrix-vector
multiplication [67], [68], etc. Even though the computational results are produced
in the peripheral circuits, the memory array could be a significant component in
the computations. For example, to perform bit wise logic operations, multiple
rows in the array need to be simultaneously activated.

As CIM performs operations within the memory core, at least part of the operands
should be stored in the memory array. In other words, the operator being executed
within the memory needs to have all operands stored in the array (as resistive) or only
part of the operands is stored in the array and the other part is received via the memory
port(s) (hence their logic values are hybrid, i.e., resistive and voltage). This results in four
sub-classes: CIM-Ar, CIM-Ah, CIM-Pr and CIM-Ph; the additional letters ‘r’ and ‘h’ de-
note the nature of the inputs (operands), namely resistive and hybrid, respectively. An
example of CIM-Ah and CIM-Pr will be discussed next.

CIM-Ah: Majority Logic The majority logic gate [69] shown in Fig. 2.16 is an imple-
mentation example of the CIM-Ah class using a memristive device Z . It has three inputs:
P and Q supplied as voltages from the peripherals, and Z stored in the array; The output



2.4. COMPUTATION-IN-MEMORY

2

27

Figure 2.17: Scouting logic operations [66]

Znew is produced after a majority operation is performed. The output is ‘1’ if the major-
ity of the inputs P , Q, and Z are ‘1’, as described in the truth table. Here Q denotes the
negation of Q. The state of Z can only change to another state for a limited amount of
input combinations P and Q, as shown in the truth table of the figure. This function can
be used to develop other logic functions, like imply or inversion.

CIM-Pr: Scouting Logic Scouting logic [66], used as the CIM architecture discussed in
this work, is an implementation example of CIM-Pr. It executes bit-wise logic OR, AND,
and XOR within the memory core (e.g., RRAM). Unlike a standard memory where a sin-
gle bit-cell (or word) in a column is read at a time, Scouting logic simultaneously selects
two bit-cells (or words) in a column (i.e., two operands) on which the operations are per-
formed. Fig. 2.17 illustrates the concept on two bit cells, M1 and M2 [66]. To perform a
memory read operation, a suitable voltage Vr is applied to the input terminal of selected
bit (e.g, M1) and the current Iin representing the resistance value of the selected bit cell
is sensed by the SA. To perform an OR operation on the two bits (stored in M1 and M2),
both devices are selected while applying Vr to the input terminal of each device. The
resulting current, Iin which depends on the the equivalent parallel resistances of M1 and
M2, is sensed by the SA. By comparing this current with an appropriate reference current
Iref, the result value is generated. In a similar manner, by changing Iref of the SA, different
gates such as AND and XOR can be realized.

2.4.2. ARCHITECTURE OVERVIEW

In this thesis, we use Scouting logic [66] as the CIM architecture. Fig. 2.18 shows the ar-
chitecture for this CIM implementation. The architecture is a modification of the regular
RRAM architecture that was presented in the previous section and is depicted in Fig. 2.7.
Because Scouting logic is CIM-Pr, some changes to the periphery need to be made to
implement it. However, no changes to the cell array are needed. The peripheral changes
are: enabling the WL decoders to select multiple WLs, and modification and addition of
the reference cells. All other peripheral circuits remain unchanged. Next, we will discuss
the modifications of these components.



2

28 2. BACKGROUND

WL0

WL1

WL2

SL0

SL1

SL2

B
L0

0
B

L0
1

B
L0

2

B
L1

0
B

L1
1

B
L1

2

B
L2

0
B

L2
1

B
L2

2

W00

W10

W20

W01

W11

W21

W02

W12

W22

Cell Array

BL Driver

W
L

D
ec

o
d

er
s

SL
D

ri
ve

r

Sense Amplifiers & Reference
Cells for Scouting Logic

CS

CS

Row Address A

Row Address B

WLEN

Data-In

Reset

SENOperation

Data-Out

Write/Read

Col. Addr.
Decoder

Column
Address

CS

Control
Logic

Opcode

Operation
WLEN

Write/Read
SEN

Reset

Figure 2.18: CIM architecture for Scouting logic

2.4.3. WL DECODERS

For Scouting logic, two rows need to be selected at the same time. This requires that
a second row decoder needs to be added to the circuit. This allows to select any arbi-
trary combination of two rows to operate on. Fig. 2.19 shows the modified WL decoders.
It consists of two row decoders, similar to the one in the regular RRAM array, shown
in Fig. 2.9. The output signals are fed through an OR-gate. The result is subsequently
through an AND gate with the WLEN signal.

2.4.4. REFERENCE CELLS

Scouting logic requires two references, one for the OR operation and one for the AND
operation. Fig. 2.20 schematically shows the resistance of the these references relative to
the equivalent cell resistance. From the figure it follows that the reference for the AND
operation (RAND) is closer to the equivalent cell resistances than the reference for the OR
operation (ROR). Note that Rread = ROR, as this resistance is both above ‘1’ and below ‘00’.
Fig. 2.21 shows how the two references are implement using RRAM devices. Again, this
reference cell design has the benefit to be smaller than an on-chip resistor, and the cells
will suffer in a similar way from fabrication variations as the memory cells.

2.5. EXISTING RRAMS

This section presents an overview of existing RRAM chips. We focus both on prototypes
by companies and research institutes, as well as on commercially available RRAMs.
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2.5.1. PROTOTYPES
Table 2.3 lists all RRAM prototypes that are published to date. If available, the table lists
the year of publication, the company or institute that developed it, the process node in
which the RRAM is made, the oxide (oxide RRAM) or electrolyte (CBRAM) that is used,
the capacity of the memory, the write and read speed, the write and read latency, the cell
architecture, the ratio RHRS/RLRS, and the endurance of the cell, i.e., how many cycles
the cell can be written. The table shows that both companies an research institutes have
an interest in developing RRAM. Next, we discuss some interesting observations from
this table.

Cell selectors Almost all prototypes apply some kind of selector device, i.e., 1T1R,
1D1R, etc. cells. Interestingly enough, some cells introduce FinFET or FDSOI transistors
in the process. This shows that RRAM is also suitable with these newer technologies.

Memory capacity The table shows that the peak memory capacity was achieved in
2013, where a prototype of 32 GB was presented using 24 nm technology. After this,
only smaller memories have been presented. This may be caused by the fact that larger
memories have a limited cycle endurance or to the relative low write and read speed of
the memory. Alternatively, the manufacturing of CBRAM might be difficult than oxide
RRAM.

Process node Over time, the prototypes make use of smaller feature sizes. This again
shows that RRAM is compatible with modern technologies and is a useful technology in
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future chips.

RHRS/RLRS The ratio of RHRS/RLRS is somewhat decreasing over time. This might show
that the sensing quality improves. This means that the chips become more reliable.

Endurance The table shows that the endurance of the cells was generally higher for
older technology nodes, while it is constantly lower for more modern technology nodes.
In combination with the RHRS/RLRS observations, one might conclude that modern
RRAMs are more susceptible to write failures, which limits the endurance of these de-
vices.

Faster read than write Finally, the table shows that read operations can generally be
performed much faster than write operations. This is due to the fact that for a read oper-
ation only a short sensing operation is needed, while a write operation requires to grow
or disrupt the CF.

2.5.2. COMMERCIAL RRAMS
Commercial RRAMs are less present than prototypes. They can be divided into two cat-
egories: RRAM used as an external memory for embedded systems, or RRAM as intellec-
tual property (IP) that can be integrated in custom chips.

Embedded RRAM Panasonic [98] and Fujitsu [99] provide RRAM chips for use in em-
bedded systems. The memory capacity for these devices is up to 62 kB, and up to 12
Mbit, respectively. The main features of these memories are the low power consumption
of RRAM due to its non-volatility.

RRAM IP Dialog Semiconductor [100] and TSMC [101] provide RRAM as IP that can be
included in custom designed chips. Dialog offers CBRAM technology, while TSMC offers
oxide RRAM technology.
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Table 2.3: RRAM prototypes.
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3
RRAM STRUCTURE, PRODUCTION

PROCESS, DEFECTS, AND

RELIABILITY

The production of RRAM devices requires a change of of the regular CMOS manufacturing
process. This is due to the fact that RRAM devices are typically not fabricated directly on
the silicon wafer where the transistors are placed, but rather on top of it between the metal
layers or even in a dedicated stack structure. These differences introduce new defects that
are not seen in regular CMOS production. Hence, this chapter discusses the production
process of RRAMs and the defects that may occur there. First, we give a detailed overview
of the RRAM device placement and its structure. Second, we give an overview of the RRAM
production process that consists of the front-end-of-line process, the back-end-of-line, and
the filament forming. Next, we discuss these sub-processes and the defects that may occur
there. Finally, we discuss RRAM reliability and how defects affect this.

This chapter is partially based on [27]–[29].

33



3

34 3. RRAM STRUCTURE, PRODUCTION PROCESS, DEFECTS, AND RELIABILITY

(a) Cross structure [102]. (b) Between metal layers [103]. (c) Dedicated 3D structure [104].

Figure 3.1: RRAM device placement structures.

3.1. STRUCTURE OF A RRAM DEVICE
This section describes the structure of a RRAM device in more detail. In this dissertation,
we focus mainly on oxide-based RRAMs (OxRAMs).

3.1.1. PLACEMENT

Typically, RRAM devices are manufactured on top of the transistors on the wafer. The
three possibilities for the placement of the devices are depicted in Fig. 3.1. They are: 1)
cross structure (Fig. 3.1a [102]), 2) between the metal layers (Fig. 3.1b [103]), and 3) via a
dedicated 3D structure (Fig. 3.1c [104]). Next, we will discuss these in more detail.

CROSS STRUCTURE

The cross structure is typically used for small RRAMs that are used in research. The pro-
duction process is simpler than for RRAM devices manufactured between metal layers
or dedicated 3D structures. The purpose of these RRAMs is, for example, to study new
materials [102], or specific switching behaviors [105], [106]. The cross structure allows to
connect pads directly to the top and bottom electrode that in turn can be connected to
probes of measuring equipment.

BETWEEN METAL LAYERS

RRAM devices that are fabricated directly between the metal layers allow for denser
RRAMs than the cross structure. Furthermore, it is easier to combine a single RRAM
device with a transistor on the underlying wafer to obtain a 1T1R cell. Hence, this place-
ment possibility results in reliable dense RRAM structures [103], [107].

DEDICATED 3D STRUCTURE

The dedicated 3D structure allows for even denser memories than RRAM devices that are
fabricated between metal layers. However, the production process deviates more from
a regular CMOS process [104], [108]. This makes it more difficult to manufacture these
devices.

The remainder of this thesis focuses on vertically stacked RRAM cells, i.e., on RRAM
devices in cross structures and manufactured between metal layers, because this type
of structure is seen more frequently in literature than dedicated cross structures, which
makes the work more general applicable.
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3.1.2. STACKED STRUCTURE
Fig. 3.1b shows an example of a cross section of a RRAM device that is fabricated be-
tween the metal layers. The materials that are used in the stack determine the switching
behavior of the device, i.e., whether it is bipolar, complementary, or unipolar switching.
Next, we discuss the structural details of the oxide, the electrodes, and the capping layer
for all three switching modes that were explained in Section 2.1.

BIPOLAR SWITCHING

For bipolar switching, it is required that there exists an asymmetric oxygen binding pro-
file in the RRAM device, i.e., one side of the RRAM should be able to attract more oxygen
vacancies than the other side [40], [109], [110]. This can be achieved by using one noble
material as an electrode and one reactive metal, or by introducing a capping layer [109].
In the former case, the oxygen ions are bound by the reactive metal, while in the latter
case, the ions are bound by the capping layer. Examples of structures that use one noble
and one reactive electrode are (BE/oxide/TE): Pt/HfO2/TiN [40], Pt/TiO2/TiN [111]. Ex-
amples of structures that use a capping layer are (BE/oxide/capping layer/TE): Pt/HfO2/
Hf/Pt [112], TiN/HfO2 /Ti/TiN [113], TiN/HfO2/Hf/TiN [114].

COMPLEMENTARY SWITCHING

Complementary switching also occurs in asymmetric oxygen binding profile stacks simi-
lar to bipolar stacks. However, for complementary switching to occur, the capacity of the
device to bind the free oxygen ions should be limited. This causes the oxygen vacancies
to shift, rather than the oxygen ions [40], [41]. For example, the capping layer should be
thin, or the CF should be wide so that many oxygen ions are present in the RRAM device.
It is shown that complementary and bipolar switching can exist in the same devices. An
example that uses one noble and one reactive electrode is (BE/oxide/TE): Pt/HfO2/TiN
[40]. Examples of structures (BE/oxide/capping layer/TE) that use a capping layer are:
TiN/HfOx/Ti/TiN [115].

UNIPOLAR SWITCHING

Unipolar switching typically occurs in devices that have a symmetric oxygen binding
profile [34], [109]. This can be achieved by using two noble metals as electrodes and
not including a capping layer. In these devices, the oxygen ions can move to any of the
electrodes, depending on the voltage polarity. Examples of structures that use two noble
materials for both electrodes are (BE/oxide/TE): Pt/TiO2/Pt [37], Ag/TiO2/Ag [116].

3.2. OVERVIEW OF RRAM PRODUCTION PROCESS
A generalized RRAM production flow for stacked devices can be split into three steps:
front-end-of-line (FEOL), back-end-of-line (BEOL), and forming of the CF [113], [114],
[117]. The manufacturing flow is schematically depicted in Fig. 3.2 [113], [114], [117].
The process starts with the FEOL phase in which transistors are fabricated on the wafer.
This step is the same as the conventional CMOS production flow. In the following BEOL
phase, the metal layers are fabricated. Somewhere between these layers the memristive
devices are placed, e.g., between M4 and M5 [113]. After the manufacturing process is
completed, an initial CF needs to be formed in the finalizing forming step.
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Figure 3.2: RRAM manufacturing process [113], [114], [117].

Table 3.1: RRAM defect classification.

FEOL BEOL
Transistor Interconnection RRAM Device

Patterning proximity Opens Electrode roughness
Line roughness Shorts Polish variations
Polish variations Line roughness Varying defect density
Anneal Irregular shapes Dimensional variations
Strain Big bubbles Lower capping layer binding capacity
Gate granularity Small particles Material redeposition
Dielectric variations Over-forming

Under-forming

The defects that can occur during the RRAM production can be classified into tran-
sistor, interconnection, and RRAM device defects. Table 3.1 lists the RRAM defects ac-
cording to this classification. The following sections describe the production process
and the potential defects in more detail.

3.3. FRONT-END-OF-LINE
During the FEOL production phase, transistors are fabricated on the wafer. The produc-
tion process consists of several steps that are repeated to make the different structures
of the transistor. First, a silicon oxide is grown, or a material, e.g., an other oxide for
the gate, or metal for the interconnections, is deposited. This layer covers the complete
wafer. Next, a photoresistive layer is applied over the wafer. Subsequently, lithography is
used to pattern the photoresistive layer. After this step, either the parts of the photoresis-
tive layer that have been patterned, or those that have not been patterned, are removed.
This gives access to the underlying material. Now, this underlying layer can be etched or
the material can be doped by injecting ions in to modify the material properties. These
steps are repeated for the different parts of the transistor fabrication.

During the transistor manufacturing, several defects can occur. Kuhn, Giles, Becher,
et al. divide transistor defects into two categories: historical and emerging defects [119].
Historical defects include [118]: patterning proximity effects, where parts outside of the
pattern, i.e., that should not receive any photons, also receive photons; line-edge and
line-width roughness, where the edge of a pattern is not smooth but rough due to photon
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(a) Line edge roughness (left) and line width roughness (right) [118] (b) Random dopants in a transistor [119].

Figure 3.3: FEOL defects

variations, as shown in Fig. 3.3a; polish variations that affect the thickness of the polished
layers; and variations in the gate dielectric due to defects in the gate oxide material.

Emerging defects are observed in smaller technology nodes. They are [119]: random
dopant and anneal fluctuations, where small deviations in the doping have a significant
effect on the transistor’s performance due to the small number of dopants in the device,
as shown in Fig. 3.3b; strains, where small structures put mechanical stress on other parts
of the wafer; and gate material granularity, where the gate is not a uniform structure but
a varying one.

3.4. BACK-END-OF-LINE
The next production phase is the BEOL where the metal layers as well as the RRAM de-
vices are fabricated. All layers a manufactured using the same steps of deposition and
lithography that were used during the FEOL. Metallization of the lower layers again is
equal to that of a standard production process, and thus the same defects may occur
here. For example, misalignment or small particles may lead to poor connections that
increase the resistance of a wire. Lithographic issues such as line-edge roughness may
attribute to the formation of irregular shapes and affect the wire resistance and capac-
itance [120], which in turn reduces the RRAM performance [121], [122]. For example,
higher wire resistance will reduce the voltage over the RRAM device, and thus limit its
switching capabilities, while increased capacitance will lead to cross-talk.

After the lower metal layers are deposited, the RRAM device can be constructed, as
shown in Fig. 3.1b. This step starts with the deposition and patterning of the BE that
connects to the underlying metal layer. The deposition process leaves a rough surface
on the BE. Due to this roughness, there will be many surface defects between the BE and
the RRAM oxide that increase the variability as well as the probability of a hard oxide
breakdown [124], [125]. Therefore, the BE is planarized by a chemical-mechanical pol-
ishing step to reduce the electrode roughness [123], [125]. The results of this are shown
in Fig. 3.4. The polishing step also needs to be well-controlled, in order to prevent the
generation of polish variations.
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Figure 3.4: Unpolished (A) and polished (B) electrodes [123]

After the completion of the BE, the oxide can be deposited on top of it. To mini-
mize device variations, the thickness of the oxide layer as well as the amount of defects in
the oxide and at the oxide interface need to be controlled. For these reasons, the oxide
is typically deposited by an atomic layer deposition process rather than physical vapor
deposition process, since the former process provides a tighter control [50], [117]. The
deposited oxide can have a (poly-) crystalline or an amorphous structure. The edges of
a crystalline structure are called grain boundaries (GBs) and contain a higher number
of defects than the inside of the crystals. Therefore, CFs tend to form along these edges
[126], [127]. Fig. 3.5 shows that the current through an HfO2 oxide flows mainly along
the GBs [126]. Because the dimensions of a crystal can vary, the number of poly-crystals
in an oxide will vary, and hence, the crystalline oxides will have a wider resistance dis-
tribution than amorphous oxides [128]. However, the amorphous oxides have a smaller
HRS/LRS ratio than crystalline structures which makes it more difficult to distinguish
the two states [128].

Next, the capping layer is fabricated. If no capping layer is desired, this step will be
skipped and the production process continues with the TE. The thickness of the capping
layer is less of importance than the thickness of the oxide, as the capping layer will con-
duct significantly better than the oxide. Therefore, less precise depositing methods such
as physical vapor deposition can be used [114]. However, the oxygen binding capabili-
ties of the capping layer play an important role. Hence, the capping layer should be thick
enough and doped enough so that all oxygen ions can bind that come free when form-
ing the CF [129]. The defect that may occur here is low capping layer binding capacity.
Subsequently, the TE is deposited in a similar way that the BE was deposited, although
the polishing step is not always required here.

The stack of materials is then etched to separate the individual memristive devices.
Lithographic issues may again lead to variations of the device dimensions, affecting the
performance of the finalized device [132]. Etching may lead to redeposition of material
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Figure 3.5: Grain boundaries conduct current through the oxide [126]

(a) Redeposition after etching [130] (b) Partial invalidation of sidewall [131]

Figure 3.6: Sidewall redeposition and mitigation.

along the sidewalls of the RRAM device [130], [133], as shown in Fig. 3.6a. This forms
a parasitic leakage path that lowers the resistance. Furthermore, the forming voltage
is lowered and more resistive variation is observed [130]. Redepositioning can be pre-
vented by optimizing the production process so that the via connecting to the BE is
smaller than and buried by the electrode, preventing redeposition of metallic species
[133]. Sidewall leakage effects due to atomic redeposition can be further reduced by op-
timizing the etch processes so that the etching happens as vertically as possible [130].
Hayakawa, Himeno, Yasuhara, et al. have shown that the uniformity of cells suffering
from sidewall oxygen ions can be improved by invalidating a strip around next to the
sidewall [131], as shown in Fig. 3.6b. This invalidated area can then be covered with a
protecting layer in order to minimize the impact of sidewall redeposition effects.

Finally, the memristive device is isolated from its surrounding structures and the pro-
duction flow continues with the next metal layer, similar to the standard CMOS BEOL.
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Figure 3.7: Controlled forming process using short pulses and verifying read operations [134]

3.5. FORMING OF CONDUCTIVE FILAMENT

In the final production step of an RRAM, a CF is formed in the oxide. The forming con-
ditions have a strong impact on the CF shape. Typically, the forming process requires a
voltage Vform that is higher than Vset or Vreset [135]. Higher Vform will lead to a quicker
formation of the CF, but it may also lead to a complete breakdown of the oxide [136]. To
prevent this, a forming scheme can be applied that measures the forming of the CF and
adapts Vform accordingly [134], [137]. One of these schemes is shown in Fig. 3.7 [134]. It
applies short pulses and verifies the resistance of the device after every pulse. If the de-
sired resistance is not yet reached, another pulse is given with a slightly higher voltage.

Apart from Vform, the forming current (Iform) flowing through RRAM devices also
needs to be taken into account. In general, higher forming currents will result in wider
CF structures and hence in a lower overall resistance and less variation, while lower cur-
rents will lead to thinner CFs [42], [113], [135], [138], [139]. Furthermore, Iform needs to
be kept as constant as possible, as Iform fluctuation will lead to variations in the device
resistance later on [140]. In addition to the forming conditions, the device geometry also
plays an important role. Smaller devices will have a higher resistance because the prob-
ability of forming a CF is lower, while larger devices have a higher forming probability
[114], [136], [139].

Two defects may get introduced by the forming step in the RRAM. It is possible that
the CF will barely or not at all form, and thus the memristive device will always remain
in HRS. This is referred to as an under-forming defect. In contrast, the formation of
the CF may also be too strong, for example due to a variable forming current. This will
push the resistance of the device below its design specifications and render the device
overformed, i.e., an over-forming defect [19], [141]. Even stronger formation may lead to
a breakdown of the oxide, causing the device to be always stuck at LRS, unable to switch
back to HRS [136]. Fig. 3.8 [105] shows a RRAM device in which the oxide is broken down.

3.6. RELIABILITY OF RRAMS

The reliability of a device is a metric that describes how well the device performs over
time. This performance is related to production defects and test, because an undetected
defect may result in low reliability of a device, which shortens its lifetime and usability.
For RRAMs, there are two major reliability characteristics: cycle-to-cycle variations, and
cycle endurance. These are discussed next.



3.6. RELIABILITY OF RRAMS

3

41

Figure 3.8: Hard breakdown of the oxide [105]

3.6.1. CYCLE-TO-CYCLE VARIATIONS

The growth and rupture of the CF is a stochastic process. Not every oxygen ion will move
away in every SET cycle, nor will the same vacancy be filled in every RESET cycle. Be-
cause the CF changes every cycle, the resistance of the RRAM device changes per write
cycle as well. This phenomenon is known as cycle-to-cycle variation. If these variations
become too severe, the performance of a RRAM is impacted, e.g., a cell is not written to
an appropriate value. Typically, the variation of a device in the LRS is lower than in the
HRS [113]. This due to the fact that in LRS, the CF is wider and thus single ions have less
impact on the overall resistance, while in HRS the opposite is true [113], [136].

Production process variations and defects can have an amplifying effect on the sever-
ity of the cycle-to-cycle variations. For example, the forming current has a strong impact
on the initial CF. Hence, lower forming current will lead to smaller CFs, that are more
susceptible to variations [113], [135]. Also polish variations can impact the variability, as
these lead to defects at the oxide interface, that affect the growth and dissolution of the
filament [125]. Temperature has a minor effect on cycle-to-cycle variations [142].

3.6.2. CYCLE ENDURANCE

The number of switching cycles that a RRAM device can withstand without failing, is
called the cycle endurance. Ideally, this number should be as high as possible, to guar-
antee a long useful life of the RRAM. The growth and dissolution of the CF capabilities of
a RRAM device deteriorate over time, leading to a RRAM device that is unable to switch
and remains either in the LRS, or in HRS [125], [143]. The former is caused by the fact
that with every SET operation the CF grows wider, which makes it harder to switch it
back. Similarly, the latter is caused by a RESET operation that is too strong. Fig. 3.9
shows how the cycle endurance of a RRAM device is limited by SET or RESET failures
[143].
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(a) SET failure (b) RESET failure

Figure 3.9: Endurance limitations leading to SET and RESET failures [143]

There are multiple defects that reduce the cycle endurance. For example, polish-
ing variations can lead to SET failures [125]. Also, the crystalline structure of the RRAM
device plays has an impact; it is found that poly-crystalline structures show better en-
durance characteristics than amorphous structures [128].

Besides optimizing the production process to achieve a maximal cycle endurance, it
is also possible to add verification schemes into a design [144], [145]. These verification
schemes measure the resistance of a RRAM cell after or during every write operation and
adapt it if it is out of bounds. This can extend the cycle endurance significantly.



4
TRADITIONAL DEFECT MODELING,

FAULT MODELING, AND TEST

DEVELOPMENT

The aim of a test is to validate whether a manufactured chip matches the design. Tra-
ditional test development uses linear resistors to model defects that can occur during the
manufacturing. These resistors are then added to a defect-free design and simulated to ob-
serve what faults are sensitized. Subsequently, a test solution, e.g., a March test or design-
for-test schemes (DFT), is developed that will detect the sensitized faults. This chapter
studies these three steps using the traditional defect modeling approach of using linear
resistors.

This chapter is partially based on [27], [29].
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Figure 4.1: All possible shorts, bridges, and opens in a single 1T1R cell

4.1. DEFECT MODELING
To develop high-quality test, the defect that can occur in a circuit need to be understood
and they need to properly modelled. The resulting defect model can then be used to
determine how the defect affects the performance of the circuit. Traditionally, in SRAMs
and DRAMs, spot defects in the interconnections are modeled as linear resistors [8], [9],
[146]. A spot defect is an unwanted bridge connection between two nodes of the circuit,
an unwanted short circuit connection between a node and VDD or ground, or an open
connection in a wire.

Several papers have studied spot defects in RRAM as well [10], [11], [20], [26]. How-
ever, none of these study all possible spot defects that can exist in a single cell. Fig. 4.1
shows all possible spot defects modeled as shorts (RSh), bridges (RBr), and opens (ROp)
that can occur in a single 1T1R cell. To illustrate, RSh int-GND indicates a short defect be-
tween the internal node and ground, and ROp WL indicates an open in the word line of
the cell. The resistance of each resistor determines the strength of the defects, e.g., a
bridge with a lower resistance is more severe than a higher resistance. To develop a test,
all these defect models must be injected in the circuit and simulated to see which faults
are sensitized. The sensitized faults need to be analyzed and included in a test.

4.2. FAULT MODELING AND ANALYSIS
A fault abstracts the behavior of a defect to the functional level of the memory [7]. That is,
it describes the defect’s behavior in terms of memory operations that sensitize the fault
and the logic values that are stored in the cell after sensitization of the fault. To illustrate,
when the resistance of defect ROp WL in Fig. 4.1 is above a certain threshold value, i.e.,
ROp WL > Rthresh, the cell cannot be accessed anymore. There may be multiple defects
that increase the resistance so beyond this limit. A fault abstracts the resulting erroneous
behavior of all these defects as a fault in which the cell cannot be accessed. This section
first describes the fault modeling process. Here, all faults that can be sensitized in a
RRAM are systematically defined. Second, the fault space needs to be analyzed to see
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Figure 4.2: RRAM resistance range

which faults are actually sensitized and require a test to detect them.

4.2.1. FAULT MODELING

FAULT SPACE DEFINITION

Note that multiple operations may be needed to sensitize the fault, or that multiple cells
can be affected by the fault. Hence, we can classify the faults based on the number of
operations n that are needed to sensitize the fault, and on the number of cells #C that are
involved in the fault [147]. For the number of operations involved, if n ≤ 1, then the fault
is static, if n > 1, then the fault is dynamic. For the number of cells involved, if #C = 1,
then the fault is a single-cell fault, if #C ≥ 1, then the fault is a multi-cell #C -coupling
fault. Note that a fault is always classified in both categories, e.g., there can exist static
coupling faults, as well as dynamic single-cell faults. In the following sections we present
the static and dynamic fault space for single-cell and multi-cell coupling faults.

SINGLE-CELL FAULTS

As mentioned in the previous section, a fault is described by its sensitizing sequence and
the effect on the data storing cell. A fault is typically described as a fault primitive (FP)
described by the following notation: 〈S/F/R〉 [27], [148] which extends the scheme in
[147]. In this notation:

• S describes the sensitizing operation of the fault. It is denoted as x0O1x1 . . .On xn ,
where x ∈ {0,1} denotes the value that is stored in the cell, O ∈ {r,w} denotes the
operation that is performed (i.e., read (r) or write (w)), and n denotes the amount
of operations. Examples are: S = 0r0 where a read operation is performed on a cell
containing a ‘0’ and the expected output is also ‘0’, and S = 1w0r0 where a value of
‘0’ is written to a cell that initially contains a ‘1’ and is subsequently read out.

• F describes the state that is stored in the cell after the sensitizing operation. For
digital memories (e.g. SRAM), it holds that F ∈ {0,1}. Because the RRAM device
is an analog device, more states can be defined than just ‘1’ and ‘0’. This concept
is shown schematically in Fig. 4.2. In this figure, 1 and 0 denote the resistance
ranges for a logical ‘1’ and ‘0’, U denotes the undefined state, and L and H denote
respectively an extremely low and an extremely high conductance state. In the
‘L’ state, the resistance of the RRAM device is higher than the HRS range, and, in
‘H’ the resistance of the cell is lower than the LRS range. Logically, the ‘L’ and
‘H’ state behave as a ‘0’ or ‘1’ respectively. The thresholds between these ranges
depend on the circuit that is investigated. For RRAMs, F needs to be extended:
F ∈ {0,1,L,H,U}.

• R describes the output after a read operation is performed, and R ∈ {0,1,?,−}. Here,
‘−’ denotes no output when no read operation is involved, and ‘?’ denotes a ran-
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dom output value, i.e., sometimes ‘0’, sometimes ‘1’. It should be noted that ‘U’ is
not equal to ‘?’ in R; ‘?’ defines the outcome of a read operation, while ‘U’ defines
the resistance state of the cell.

Some faults have a similar behavior, e.g., 〈1w0/1/-〉 and 〈0w1/0/-〉 both describe a
failed transitioning operation. The set of faults that describe the same faulty behavior
is called a functional fault model (FFM). To be able to group all individual faults into
functional fault models, we propose to name the faults according to their behavior.

If n = 0, then the fault is a state fault. These faults are denoted as FP = S{ini}F
{
fin

}
,

where ini denotes the initial state of the cell, and fin describes the cell contents after the
sensitizing operation is completed; it is equal to the F value in the 〈S/F/R〉 notation. To
illustrate, the 〈0/U/-〉 fault is named S0FU. For n = 1, the FP are named according to the
following scheme: FP = {out}

{
opn

}{
opd

}{
eff

}
F

{
fin

}
. The fields in this scheme have the

following meaning:

• out describes the behavior of a read operation (it is omitted in case of a write oper-
ation), i.e., out ∈ {i, r,d}. Here, i denotes an incorrect read output, r a random read
output, and d a deceptive read output. A deceptive read outputs the correct value
but flips the cell’s contents, e.g., 〈0r0/1/0〉 is a deceptive read fault.

• opn denotes the operation that is performed and triggers the fault in the cell, i.e.,
opn ∈ {R,W}. Here R denotes a read operation and W a write operation.

• opd denotes the operand of the operation, i.e., opd ∈ {0,1}.

• eff describes the fault effect, i.e., eff ∈ {T,D,N}. Here, T means a transition opera-
tion (i.e., S = 1w0 or S = 0w1), D means that the operation is destructive (it changes
the cell contents), and N is non-destructive (it does not affect the cell’s contents).

• fin describes the cell contents after the sensitizing operation is completed; it is
equal to the F value in the 〈S/F/R〉 notation.

As an illustration, consider the following faults and their names. The 〈0w1/0/-〉 fault
is named W1TF0, the 〈0r0/U/?〉 is named rR0DFU, and the 〈1r1/1/0〉 fault is named
iR1NF1. Dynamic faults (n ≥ 2) follow the same naming scheme but get an addi-
tional prefix {nd−}. The name of the fault is based on the last operation in S, e.g.,
the 〈0r0w1/L/-〉 fault is named 2d-W1TFL.

With this information, we can define the complete fault space for single-cell faults.
Table 4.1 lists all static single-cell faults and the corresponding FFMs that can occur in an
RRAM. It shows that there exist more single-cell static faults in RRAM than in traditional
digital memories [147]. This is due to the three additional states (‘U’, ‘L’, ‘H’) that a RRAM
device may be in. Dynamic faults require more than one sensitizing operation, i.e. n ≥ 2.
The total number of sensitizing sequences (#S) for a certain n is described by:

#S =
n∑

i=0
2 ·3i . (4.1)

The correctness of this equation can be demonstrated by observing that for i = 0, there
are only two possible S: S = 0, S = 1. Further, for every i > 0, a sensitizing sequence can
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Table 4.1: Single-cell static fault primitives and functional fault models

# S F R Name FFM # S F R Name FFM

1 0 L − S0FL State fault 27 0r0 1 0 dR0DF1 Deceptive read destructive fault
2 0 U − S0FU State fault 28 0r0 H 0 dR0DFH Deceptive read destructive fault
3 0 1 − S0F1 State fault 29 0r0 L 1 iR0DFL Incorrect read destructive fault
4 0 H − S0FH State fault 30 0r0 0 1 iR0NF0 Incorrect read fault
5 1 L − S1FL State fault 31 0r0 U 1 iR0DFU Incorrect read destructive fault
6 1 0 − S1F0 State fault 32 0r0 1 1 iR0DF1 Incorrect read destructive fault
7 1 U − S1FU State fault 33 0r0 H 1 iR0DFH Incorrect read destructive fault
8 1 H − S1FH State fault 34 0r0 L ? rR0DFL Random read destructive fault
9 0w0 L − W0DFL Write destructive fault 35 0r0 0 ? rR0NF0 Random read fault
10 0w0 U − W0DFU Write destructive fault 36 0r0 U ? rR0DFU Random read destructive fault
11 0w0 1 − W0DF1 Write destructive fault 37 0r0 1 ? rR0DF1 Random read destructive fault
12 0w0 H − W0DFH Write destructive fault 38 0r0 H ? rR0DFH Random read destructive fault
13 0w1 L − W1TFL Write transition fault 39 1r1 L 0 iR1DFL Incorrect read destructive fault
14 0w1 0 − W1TF0 Write transition fault 40 1r1 0 0 iR1DF0 Incorrect read destructive fault
15 0w1 U − W1TFU Write transition fault 41 1r1 U 0 iR1DFU Incorrect read destructive fault
16 0w1 H − W1TFH Write transition fault 42 1r1 1 0 iR1NF1 Incorrect read fault
17 1w0 L − W0TFL Write transition fault 43 1r1 H 0 iR1DFH Incorrect read destructive fault
18 1w0 U − W0TFU Write transition fault 44 1r1 L 1 dR1DFL Deceptive read destructive fault
19 1w0 1 − W0TF1 Write transition fault 45 1r1 0 1 dR1DF0 Deceptive read destructive fault
20 1w0 H − W0TFH Write transition fault 46 1r1 U 1 dR1DFU Deceptive read destructive fault
21 1w1 L − W1DFL Write destructive fault 47 1r1 H 1 dR1DFH Deceptive read destructive fault
22 1w1 0 − W1DF0 Write destructive fault 48 1r1 L ? rR1DFL Random read destructive fault
23 1w1 U − W1DFU Write destructive fault 49 1r1 0 ? rR1DF0 Random read destructive fault
24 1w1 H − W1DFH Write destructive fault 50 1r1 U ? rR1DFU Random read destructive fault
25 0r0 L 0 dR0DFL Deceptive read destructive fault 51 1r1 1 ? rR1NF1 Random read fault
26 0r0 U 0 dR0DFU Deceptive read destructive fault 52 1r1 H ? rR1DFH Random read destructive fault

only be extended by subsequently performing a w0, w1, or a rx with x the same logical
value as in the previous operation. Because the total number of FPs grows exponentially
with n, we omit listing them as was done for the static ones in Table 4.1, but the method-
ology to generate this table is similar.

MULTIPLE-CELLS COUPLING FAULTS

Multi-cell faults can also be described with an FP. The FP then needs to describe the fault
effect on the victim cell that is caused by #C − 1 aggressor cells. In order to do so, the
〈S/F/R〉 notation scheme has to be extended to 〈Sa,1; . . . ;Sa,z ; . . . ;Sa,#C−1;Sv /F/R〉 [147].
Here, Sa,z, with z < #C denotes the sensitizing sequence that is applied to an aggressor
cell, Sv denotes the sensitizing sequence that is applied to the victim cell, F and R refer
to the victim cell as well. With this extended notation, the complete fault space for static
and dynamic multi-cell faults can be defined as well by following the same approach as
was done for the single-cell faults. In the remainder of this work, we focus on single-cell
faults.

4.2.2. FAULT ANALYSIS

The next step is to analyze which faults can actually be sensitized in a circuit. Only for the
faults that are sensitized, a test needs to be developed. In this section, first we present
the RRAM faults that are described in literature. Second, we perform a complete fault
analysis using the linear resistor defect model.
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EXISTING RRAM FAULT MODELS

In literature, several RRAM fault have been identified. Some of the faults are conven-
tional memory faults that are also seen in other memory technologies (e.g., SRAM,
DRAM), such as transition faults and stuck-at faults, while other faults are unique, due
to the operating principles of the RRAM device. These faults have been identified by
simulating linear resistor defect models and analyzing the resulting behavior, e.g., [11],
[15], or by experimental measurement data analysis [19].

Conventional Fault Models

• Stuck-at-Fault (SAF) [11]: the cell is always in LRS (Stuck-at-1, SA1) or in HRS
(Stuck-at-0, SA0). Defects that can cause this fault can be, for example, a missing
WL connection, an open in the BL, or complete failure of the forming step which
does not result in any CF formation.

• Transition Fault (TF) or Slow Write Fault (SWF) [11]: the cells fail to undergo a RE-
SET or SET operation in the allowed time. The fault may occur only in one transi-
tion direction, i.e. ‘1’ to ‘0’ and ‘0’ to ‘1’. These faults are caused by resistive defects
on the metal lines, weak access transistors, improper capping layer deposition or
improper stack etching.

• State Coupling Fault (CFst) [10], [18], [20]: the state of an aggressor cell alters the
state of a victim cell. This fault can occur when there is a bridge between two cells,
bit lines or word lines. A write operation on the aggressor not only alters its state,
but due to bridge also the victim cell flips its state [10], [18], [20].

• Write Disturbance Fault (WDF) [20]: these faults are coupling-like faults and are
caused by a defective transistor. If the access transistor is stuck-at-ON, e.g. due to
a short of the gate with Vdd, a writing operation on an aggressor cell sharing the bit
or source line with the victim cell can result in an unintentional write to the victim
cell. If this fault is sensitized in 1 cycle, the fault is called static (WDF), if it requires
several consecutive cycles it is called dynamic (dWDF) [20].

• Read-1 Disturb Fault (R1DF) [19]: the cell returns a correct logic value when a read
operation is performed, while the data that is stored by the cell is flipped by the
read operation from ‘1’ to ‘0’. Note that the fault may also exist and flip ‘0’ to ‘1’.
These faults are mainly weak faults and occur in weak cells, i.e., when LRS (HRS)
is larger (smaller) than the nominal value. The small bias current during a read
operation is sufficient to complete a RESET (SET) operation.

• Incorrect Read Fault (IRF) [12]: the cell returns an incorrect logic value when a
read operation is performed, while the data stored by the cell is correct and not
affected by the read operation. These faults are mainly strong faults, caused by the
presence of resistive defects in the memory cell, e.g., opens in the BL or SL.

Unique RRAM Fault Models
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• Undefined Write Fault (UWF) [11]: after a writing operation, the cell is brought
into an undefined state ‘U’. This fault is caused by a lack of bias during the writing
operation in weaker cells, e.g., due to an open in the SL. If now a read operation is
performed on this cell, a random logic value will be read [11].

• Deep State Fault (Deep) [15]: The resistance of the cell is beyond the limits for ‘1’
or ‘0’ [15]. This weak fault can for example be caused by overforming.

• Unknown Read Fault (URF) [14]: a read operation is performed on a cell that stores
an ‘U’. The resistance is too close to the reference of the SA, and therefore a random
output will be generated.

Unifying Terminology As can be seen above, not all faults that have been observed in
RRAMs are defined using the FP notation scheme. For clarity, we analyze these faults
and define them according to our naming scheme to unify the fault terminology.

• SAF [11], [15]: Stuck-at Faults are defined as a cell always being in a certain state,
independent of the sensitizing sequence [147]. The fault can therefore be de-
scribed by multiple FPs, e.g. a SAF-1 can be represented by a combination of: S0F1,
W0TF1, iR0DF1, etc.

• Deep 0/1 [15]: Deep Faults are defined as a cell being in the ‘L’ or ‘H’ state. Again,
multiple FPs can describe this fault: W0DFL, rR1DFH, etc.

• SWF [15]: Slow Write Faults are defined as a cell that fails to transition in the allot-
ted time and is brought into the ‘U’ state. Therefore, this fault can be described as
W1TFU or W0TFU.

• URF [15], [20]: Undefined Read Faults are defined as performing a read operation
on a cell that is in a ‘U’ state, thus resulting in a random read outcome. Because S
cannot contain a ‘U’ state, this FP cannot exist by itself. An appropriate FP for the
URF is rR1DFU.

• R1DF [19]: Read-1 Disturb Faults are defined as reading operations causing a cell’s
state to change. Therefore, this fault belongs to the read destructive faults, e.g.,
iR1DF0, dR1DF0, etc.

LINEAR RESISTOR DEFECT MODEL FAULT ANALYSIS

In this section, we perform a complete static fault analysis, i.e., n ≤ 1 using all linear re-
sistor defect models that were explained in Section 4.1. We apply the defcts in the circuit
that was shown in Fig. 2.7. We analyze every defect and vary the defect strength from 1Ω
to 100 MΩwith logarithmically increasing step sizes. Table 4.2 summarizes the obtained
results. For some defects, multiple faults are sensitized for different defect strengths. For
example, ROp BL sensitizes both 〈1w0/1/-〉 and 〈1w0/U/-〉. The superscripted numbers
indicate the defect strength range (i.e., the resistance range) in which this fault is sensi-
tized. These ranges are unique for every defect, e.g., range 1 for RBr BL-int is not necessar-
ily the same as range 1 for RSh SL-GND. To guarantee detection of every defect strength,
every fault needs to be detected with a test.
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Table 4.2: Static faults sensitized by all linear resistor defect models from Fig. 4.1
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4.3. TEST DEVELOPMENT
After the faults are analyzed and it has become clear which faults can exist in a circuit,
a test can be developed. To tests memories, typically, March tests are used. These test
are algorithms of read and write operations that are applied to a memory in a particular
order, so that faults will be sensitized and detected. The benefit of these tests is that the
existing hardware of the memory is used and that the test is performed on the actual
operating speed of the memory. However, not all faults can be detected by using just the
regular memory operations. That is, the fault coverage of such a test is not 100%. This
may lead to some faulty devices escaping the test and being sold as good devices. These
faulty devices are test escapes. Detecting these faults requires additional effort in the
form of DFT schemes. In this section, we will discuss both tests for RRAM. Subsequently,
we will describe a test solution that can detect the faults that were sensitized using the
linear res istor defect model in the previous section.

4.3.1. MARCH TESTS

March tests are used in all kinds of computer memories for decades, e.g., SRAM [149]
and DRAM [146]. They can also be applied in RRAMs. First, we present an overview of
existing march tests for RRAMs. Then, we present the details of these tests.

OVERVIEW

In literature, sever March tests for RRAM have been defined. Typically, they are derived
from more generic March tests for other memory technologies, such as March C- [149],
and extended to detect the RRAM unique faults that were described in Section 4.2.2.
Table 4.3 lists all algorithms for 1R and 1T1R arrays, as well as their fault coverage. Note
that there are also March tests for RRAM that make use of DFT. These are discussed in
the next section.
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Table 4.3: Test Algorithms for RRAMs. If an algorithm detects a fault only partially, it is not added to the final
“coverage” column.

Algorithm Conventional Unique Coverage
Year Name SAF TF WDF IRF R1DF CFst UWF URF Deep

2015 March C* [19] Y Y N Y Y Y N N N 5/9
2015 March 1T1R [20] Y Y Y Y N Y N N Partially 4/9
2016 March C*-1T1R [23] Y Y N Y Y Y N N Y 6/9
2017 March W-1T1R [24] Y Y Y Y Y Y N N Y 7/9

DETAILED ANALYSIS

March tests use regular memory operations, i.e., read and write operations, to sensi-
tize and detect faults in the memory. The order of these operations is determined by
the sensitization and detection conditions of a fault. To illustrate, consider an the fault
〈0w1/0/-〉 and the MATS+ algorithm in Equation 4.2 [149]:

MATS+ = {m (w0);⇑ (r0,w1);⇓ (r1,w0)
}

. (4.2)

In this equation, ⇑, ⇓, and m indicate the addressing order, increasing addresses, de-
creasing addresses, and either in- or decreasing addresses, respectively. Every block of
parentheses ((. . . )) denotes a March element. It is applied with the given addressing or-
der. Every March element can contain read (r) or write (w) operation. The data that is
read or written is noted after the operation, i.e., ‘1’ or ‘0’. The algorithm detects the fault
as follows. The fault can be sensitized by first initializing a cell to ‘0’ and subsequently
performing a w1 operation. This is achieved in the first two March elements. The fault is
then detected by performing a r1 operation in the last March element. A March test is de-
veloped by identifying all sensitizing and detection conditions of all faults that can occur
in a circuit and combining these operations into an algorithm. This algorithm should be
as fast as possible to limit test time. Next, we analyze the existing March test for RRAM
in more detail.

March C* [19] This is a modified version of the standard March C- algorithm [149]. The
algorithm is modified so that it also detects the R1DF by adding a a r1 operation after an
other r1 operation.

March 1T1R [20] This is newly developed March algorithm that detects the WDF and
dWDF by repeating the write operations.

March C*-1T1R [23] This is a modified version of the March C* algorithm. The algo-
rithm includes detection of deep faults by performing double write operations and sub-
sequently a complementary write operation and read operation.

March W-1T1R [24] This is a newly developed March algorithm to detect WDF as well
as IRF and R1DF.

Clearly, March tests alone cannot detect all RRAM faults. Therefore, their detection
capabilities need to be improved by including DFT schemes.
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Table 4.4: DFT for RRAMs. If a DFT detects a fault only partially, it is not added to the final “coverage” column

DFT Conventional Unique Coverage
Year Name SAF TF WDF IRF R1DF CFst UWF URF Deep

2012, 2015 Weak write [12], [13] N N N Y N N Y Y Y 4/9
2013, 2014 Sneak Path [15], [16] Y Y Partial N N Partial N Y Y 4/9
2015, 2017 Fast write [17], [18] Y Y N N N N Y Y Y 5/9
2017 MAGIC NOR [25] Y Y N Y Y Y N N Y 6/9

4.3.2. DESIGN-FOR-TEST SCHEMES
Design-for-test schemes increase the test coverage by providing other sensitization and
detection possibilities than only regular memory operations. However, adding DFTs to a
circuit comes at the cost of increased chip area or power usage.

OVERVIEW

There exist several DFT schemes for RRAM. They can be classified into two categories:
DFTs to increase the fault coverage, and DFTs to increase the test execution speed. Ta-
ble 4.4 lists all existing DFT schemes and their coverage when combined with the ac-
companying March algorithm (if present). The table shows that there is no test solution
that can detect all RRAM faults.

DETAILED ANALYSIS

Next, we analyze all DFT schemes in detail.

Weak write [12], [13] This scheme weakens the write operation so that defective cells
can be detected. The weak write operation causes defective cells to fail a transitioning
operation, while normal cells will succeed. A subsequent read operation can then be
used to detect the fault. The weakening is performed by reducing the write voltage or by
reducing the write time duration and it can be calibrated.

Sneak path [15], [16] This scheme uses the sneak paths to detect the state of multiple
cells at once in a test region to reduce the test execution time. The DFT allows to access
multiple cells at once, and to measure the resulting current. Consider that a test region
should contain only ‘0’. If one of the cells stores a ‘1’, the current will be lower than the
expected current for a region than only contains ‘0’s, and thus the fault can be detected.

Fast write [17], [18] This scheme proposes to reduce the time for a w0 (RESET) opera-
tion, as this is the slowest operation in a RRAM. As a shorter write time will put the cells
closer to ‘U’, the scheme also introduce‘s two additional references to detect whether a
cell is in ‘U’.

MAGIC NOR [25] This scheme applies the MAGIC computation-in-memory NOR de-
sign [150] and a parallel write operation to speed up the test execution. A NOR operation
is performed in parallel on a complete row to parallelize the r1 operation. That is, if one
of the cells in the row is ‘0’, the NOR operation will output 1. The parallel write operation
speeds up the test execution further.
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4.3.3. TEST FOR ALL LINEAR RESISTOR MODEL DEFECTS
The results of the fault analysis using linear resistor defect models are now used to de-
velop a test that can detect them. From the Table 4.2, it can be seen that all FPs belong
to the following RRAM faults from Section 4.2.2: UWFs, IRFs, TFs, and Deep faults. Next,
from Table 4.3 and 4.4 it follows that a test for all these faults should use the March W-
1T1R algorithm in combination with the weak write DFT.





5
DEVICE-AWARE TEST APPROACH

The previous chapter presented the traditional defect modeling, fault modeling and anal-
ysis, and test development approach. It models spot defects in the wiring as linear resistors
in or between two nodes of a circuit. However, we have shown that spot defects do not oc-
cur in the RRAM device itself. Therefore, it is unsuitable to use a linear resistor to model
defects within the RRAM device and doing so will lead to test-escapes and thereby low-
quality devices. The Device-Aware Test approach overcomes this problem by modeling the
actual physics of a defective device and incorporating the defective behavior in the device
model itself. Subsequently, the resulting defect model is used for fault analysis, and test
development. Because, the actual physics of the defect are modeled, the resulting test will
be able to detect defects in the RRAM device itself, rather than in the wiring that surrounds
it. Therefore, tests developed using this approach will be of high-quality and the num-
ber of test escapes is reduced significantly. This chapter describes the Device-Aware Test
approach.

This chapter is partially based on [27]–[30].
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Figure 5.1: Linear resistor defect modeling
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Figure 5.2: Defective RRAM device.

5.1. SHORTCOMINGS OF THE TRADITIONAL APPROACH
In Chapter 3, we analyzed the production process of a RRAM device and the defect that
may occur there. It became clear that there are many defects in the RRAM device that
have not been seen in traditional memories, such as SRAM and DRAM, or even in generic
CMOS processes. Then, we showed in Chapter 4 that the traditional test development
approach models spot defects as linear resistors in or between nodes of a circuit. How-
ever, it is clear that RRAM device defects are not spot defects. Hence, using linear resistor
defect models to model RRAM device defects is wrong and will lead to low-quality tests.
Next, we will illustrate this in more detail.

Fig. 5.1a shows how the traditional linear resistor defect modeling approach models
defects in the RRAM device; the only options are putting a resistor in series (Rsd) or in
parallel (Rpd) with the unmodified, defect-free RRAM device model. Fig. 5.1b and 5.1c
show the resulting I-V curves. As can be expected, the series resistor decreases the volt-
age over the RRAM device, and thus limits its switching capabilities, while the parallel
resistor only increases the current through the cell, without affecting the actual switch-
ing of the device. Now, consider Fig. 5.2 that shows the I-V curve of a defective RRAM
device.1 It is immediately visible that a series or parallel resistor is unable to model this
defect. As such, when a test for RRAM is developed using only linear resistor defect mod-
els, the resulting test will not be able to detect all possible faults.

1This device suffers from an intermittent undefined state fault and will be discussed in detail in Chapter 7.
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In stead of using linear resistors around a defect-free RRAM device to model defects
in the RRAM device, the RRAM device model itself should be modified so that it de-
scribes the actual physics of a defect. Kannan, Karri, and Sinanoglu have tried to do this
by changing the area and cell length parameters of a RRAM model to mimic a defect
in the RRAM device [55]. However, it is unclear how these parameters and their cor-
responding changes map to an actual defect. For example, it is unclear how a thinner
capping layer will affect these parameters. Hence, this defect modeling approach may
lead to faults that cannot exist in real RRAMs, leading again to low-quality tests. To over-
come these problems, we propose the Device-Aware test approach that will be discussed
in the remainder of this chapter.

5.2. OVERVIEW OF THE DEVICE-AWARE TEST APPROACH

We have established that the defective behavior of RRAM device cannot be modeled us-
ing linear resistors in series or in parallel with a defect-free device model. Hence, tests
developed based on these models are unable to detect all the realistic device failures,
leading to test escapes, or they test for unrealistic faults, increasing the yield loss. To
overcome this, we introduce the Device-Aware Test (DAT) approach that relies on ac-
curate defect and fault modeling in order to develop better test solutions for RRAMs.
Fig. 5.3 shows the core idea of this approach. The aim of DAT is to incorporate the physics
of a defective device into the RRAM device model, rather than modeling the defects as
linear resistors that surround a defect-free RRAM device model. Fig. 5.4 shows that ap-
propriate defect and fault modeling leads to the detection of more realistic faults, while
decreasing the detection of unrealistic faults, thus increasing test quality. In this section,
we describe the approach. It is illustrated in Fig. 5.5 and consists of three steps that are
explained next:
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Figure 5.6: Device-Aware defect modeling

1. Defect modeling This is the most important step of the framework, as the quality
of the resulting defect models determines the final test quality. In this step, all possible
defects that may occur in a circuit are identified and analyzed. Then, the physics of these
defects are modeled and incorporated in an electrical defect model that can be used in
circuit simulations. Because the physics of the defect are modeled, these electrical defect
models will properly describe the defective behavior and thus can be used to develop
accurate tests.

2. Fault modeling In this step, the defect is described as a fault on the functional level
of the memory [7]. First the fault space is classified and defined to describe all theoreti-
cally possible faults. Then, the defect models from the first step are incorporated in the
netlist and the circuit is simulated. The resulting behavior is analyzed and, if found erro-
neous, labeled as a fault. This is repeated for all defects and results in the validated fault
space. This is a list of faults that can realistically occur in the circuit and for which a test
needs to be developed.

3. Test generation In this step, test solutions are developed that can detect all faults
from the previously validated fault space. The resulting test solutions can be, for exam-
ple, march algorithms, special DFT schemes, or stress tests.

Next, we discuss these steps in detail.
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5.3. DEFECT MODELING
Inaccurate defect modeling may result in poor fault models, thereby limiting the effec-
tiveness of proposed test solutions and DFT designs, not only in terms of defect cover-
age but also in terms of test time. For example, a test targeting a fault model that does
not represent any real defect will not increase the defect coverage while still consuming
test time. To accurately model physical defects, the device model should incorporate
the way the defect impacts the technology parameters (e.g., length, width, density) and
thereafter the electrical parameters (e.g., the switching thresholds) of the device; this is
exactly what device defect modeling of DAT does. Fig. 5.6 shows the flow of such mod-
eling approach; its inputs are 1) the electrical model of a device, and 2) the defect under
investigation. The output is an optimized (parameterized) model of a defective device.
Note that a device can be a planar or FinFET transistor, an MTJ device, a RRAM device, a
PCM device, etc. The approach consists of the following three steps.

1. Physical defect analysis and modeling Given a set of physical defects D = {d1,d2, ...,
dn} that can occur during the manufacturing process of the device, each defect di has to
be analyzed to fully understand the defect mechanism and identify its impact on each
(key) technology parameter of the device. Due to such a defect, one or more technology
parameters will be modified from their defect-free values (T pdf), resulting in what we
refer to as an effective technology parameter T peff. This can be described by the following
abstract function:

T peff(Si ) = fi (T pdf,Si ) (5.1)

where T pdf is the defect-free technology parameter, fi is a mapping function corre-
sponding to defect di (i ∈ [1,n]), and Si = {x1, x2, · · · , xt} is a set of parameters repre-
senting the size or strength of defect di . It is worth noting that each defect may impact
one or more technology parameters.

2. Electrical modeling of the defective device In this step, the impact of the altered
technology parameters from Step 1 on each of the key electrical parameters of the device
is identified. The resulting electrical parameters are therefore qualified to describe the
electrical behavior of the defective device with defect di . This is done by modifying the
defect-free device electrical model and converting it into a defect-parameterized model
by integrating Equation 5.1 for each involved technology parameter. This step gives an
uncalibrated defective-device model with the effective electrical output parameters.

3. Fitting and model optimization To guarantee the accuracy of the defective-device
model, the model needs to be calibrated. Therefore, real-world defective devices need to
be measured. If any physical or electrical parameters of the defective model do not accu-
rately match the characterization data, then it is necessary to keep optimizing the device
model until an acceptable accuracy is obtained. By performing silicon data fitting and
model optimization, we can derive an optimized defective-device model, which enables
accurate circuit simulation for fault modeling.
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Figure 5.7: Detectability of different faults

5.4. FAULT MODELING AND ANALYSIS

5.4.1. FAULT MODELING

Fault modeling is similar to the traditional approach, as discussed in Section 4.2. As
such, all faults and functional fault models in Table 4.1 are applicable as well.

5.4.2. FAULT ANALYSIS

Fault analysis is the validation of the fault space to see which faults can realistically occur
in a circuit. Only those faults that can occur need to be detected by a test. This relates
the fault analysis step closely to the test development step.

The fault analysis methodology aims to determine what faults can realistically occur
in a circuit, and to determine which faults can be efficiently detected by a test. The for-
mer aim reduces the amount of test escapes, and decreases the yield loss due to wrongly
modeled faults, as shown in Fig. 5.4. For the latter aim, the detectability of the faults has
to be identified, as shown in Fig. 5.7. A fault can be a strong or a weak fault. A strong
fault is always sensitized by a certain sequence of operations and it can be described by
an FP, e.g., W0DFU, rR1NF1, or dR0DF1. A strong fault will thus always affect the cell’s
state or the read output, or both. These faults may be detected by, for example, a march
test that only uses regular memory operations. In contrast, a weak fault does not cause
functional errors but parametric deviations instead and cannot be described by an FP,
as the cell’s contents or read output are unaffected. Examples are, a decrease of bit line
swing below the nominal values when reading a certain cell, but not causing a wrong
or random read output, or when the switching thresholds shift outside of their nominal
ranges, but switch does occur. Strong faults that are guaranteed to be sensitized and de-
tected by regular memory operations are called Easy-to-Detect (EtD) faults, e.g., W1TF0
and iR1NF1; both these faults will be detected by performing a regular read operation
that always outputs a wrong value. Note that not all strong faults in Table 4.1 are EtD.
For example, it cannot be guaranteed that the random read output caused by rR1NF1 is
detected by performing a normal read operation, as its output has a probability to be ei-
ther ‘1’ or ‘0’. Hence, a regular read operation will only in some cases detect these faults.
These strong faults together with all weak faults are called Hard-to-Detect (HtD) faults.
To detect these faults, additional effort is required, e.g., by using DFT schemes. Hence,
a strong fault can be further classified as EtD or strong HtD (sHtD), while weak faults
are always weak HtD (wHtD) faults. Note that these two fault types both are hard faults,
as they will always occur given the same circumstances; there is no random component
involved in their sensitization.

The fault analysis methodology is shown in Fig. 5.8 and consists of seven steps: 1)
circuit generation, 2) defect injection, 3) stimuli generation, 4) circuit simulation, 5) fault
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Figure 5.8: Fault analysis methodology

analysis, 6) fault primitives identification, 7) defect strength sweeping, and repetition of
steps 2 to 7 until all defects and defect strengths are covered. The methodology starts
with a list of defects along with their strengths. These defects are injected one by one
in the netlist to which stimuli for at most one operation, i.e., n ≤ 1, are applied. Then,
the behavior of the circuit is analysed. If the fault can be described by an FP, then the
fault is strong. For these faults the detectability is determined, i.e., whether it is an EtD
or sHtD fault. If the parameters of the circuit are outside of its specifications but are not
described by an FP, then the fault is weak, i.e., a wHtD fault. If the parameters of the
circuit are within the specification, then the there is no fault present for that value of n.

Defects with certain defect strength ranges that sensitize EtD faults do not require
further analysis, as they can already be easily detected. They are listed as EtD faults.
However, analyzing them further allows to better optimize tests, as will be shown in
Section 5.5. The remaining defect strength ranges are added to the remaining faults
list. They are simulated again, but now with a longer sensitizing sequence with length
n = n +1. This process is repeated until all defects and sizes are in the EtD list, or when
the n passes a maximum nmax. These remaining HtD faults are dynamic faults that are
sensitized when n = nmax, e.g., a nmaxd-rR0DFU fault. The choice of nmax is an economic
choice that depends on the allotted total simulation time and the desired fault coverage.
Equation 4.1 showed that the total time increases exponentially with n, hence a higher
guaranteed fault coverage comes at a higher development cost. Note that nmax is the up-
per limit and that the test development cost can be reduced; e.g., if it becomes clear that
no additional faults are sensitized with increasing n, the process can end earlier. Some
defect strength ranges do not sensitize any fault when n = nmax and the circuit could be
labeled fault-free. However, these defects may form a reliability risk, e.g., electromigra-
tion poses a higher risk in thinner wires. Hence, a test developer needs to make a choice
between increasing nmax to increase the fault coverage, and to minimize development
costs.

The resultant fault lists are used for test development. The EtD faults can be detected
by applying march tests, while the HtD faults require special test solutions, e.g., DFT
schemes or stress tests. Note that a single defect may sensitize multiple faults, e.g., an
open in the WL may sensitize W1TF0, iR1NF1, etc. All these faults together form a single
fault class (FC). When developing a test to detect this defect, it suffices to detect only one
fault per FC, which eases the test development further.
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The total worst-case analysis time (tanalysis,w.c.) using this fault analysis methodology
is determined by nmax (which affects #S, see Equation 4.1), the total number of defects
(#Dtot), and the number of defect strengths per defect (#Dstrength). It is described by:

tanalysis,w.c. =
(

nmax∑
i=0

2 ·3i

)
·#Dtot ·#Dstrength. (5.2)

This equation assumes that all sensitizing sequences need to be applied to all defects for
all strengths. Hence, it gives an upper limit on tanalysis,w.c.. In reality, the total analysis
time will be lower, as many defect strengths will sensitize EtD faults that do not need to
be studied further.

5.4.3. FAULT ANALYSIS OF INTERCONNECTION DEFECTS
We demonstrate the fault analysis method by applying it to all interconnection defects
that can occur in a 1T1R cell, as shown in Fig. 4.1. We inject the defect in the RRAM
architecture from Fig. 2.7. We study one defect at a time and vary its defect strength from
1Ω up to 100 MΩ in 81 logarithmically spaced steps. We apply all sensitizing sequences
up to nmax = 3 operations. The results of this analysis for the defect RBr BL-int are shown
in Table 5.1. The table shows per defect strength and sensitizing operation what class of
faults is sensitized. The gray color indicates fault-free behavior, green indicates an EtD
fault, yellow an sHtD fault (i.e., it can be described by an FP), and cyan a wHtD fault.

The table shows that faults are sensitized for lower defect strengths, which is ex-
pected for a bridge defect. Furthermore, it can be seen that defects that sensitize EtD
faults for lower defect strengths, will sensitize strong HtD faults for increased defect
strengths, e.g., see S = 1w0. To illustrate, the defect range RBr BL−int ∈ [1,10k] sensitizes
EtD faults, while the range RBr BL−int ∈ (10k,316k] sensitizes sHtD ones. The table also
shows that increasing the length of the sensitizing sequence increases the amount of EtD
faults that is sensitized. For example, performing a r0 operation after the previous 1w0
operation (i.e., S = 1w0r0) sensitizes an EtD fault for the defect range RBr BL−int ∈ [1,501k].
Hence, when developing a test, this sequence is to be chosen over S = 1w0, because a
wider defect range will sensitize EtD faults. Although extending the length of the sensi-
tizing sequence does increase the amount of sensitized EtD faults, there are still defect
strengths that only sensitize strong HtD faults. These faults cannot be guaranteed to be
detected by regular memory operations alone. Therefore, special measures have to be
taken to detect these faults and guarantee the highest fault coverage possible.

Table 5.2 and 5.3 summarize the results for the remaining defects. The tables are
generated by analyzing the fault maps similar to those in Table 5.1 and is used further
during test development. The tables show for every defect (column) the fault classes
(FCs) (digits after the FP) that are sensitized and the corresponding FPs (in which S
denotes the applied sensitizing sequence). For clarity, only the FCs that belong to the
largest number of defect strengths are listed. A black digit indicates that the FP in this
FC is EtD, while a red digit indicates an sHtD fault. Remember that to detect all defects,
at least one FP per FC needs to be detected. To illustrate the construction of the table
and the FCs, consider the short defect RBr BL-int in Table 5.1. The fault map shows that
S ∈ {1w0r0,0w1w0r0,1w1w0r0,1r1w0r0} all sensitize EtD faults for the defect strength up
to 50.1 kΩ. However, for the same range of defect strengths, there are also sHtD faults
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sensitized, e.g., by S ∈ {1w0,1w1w0, . . . }. Because the defect can be detected if any of
these faults is detected, these two sets form a single FC, labeled ‘1’ in Table 5.2 and 5.3.
From Table 5.1 it follows that S = 1w0 uniquely sensitizes sHtD faults from 50.1 kΩ up to
316.2 kΩ. Hence, this also forms a single FC, labeled with a red ‘2’ in the table. From the
table, we now can see that to detect RBr BL-int, only two FCs need to be detected. Further,
it tells that FC 1 is EtD and thus can be detected by regular memory operations, while the
guaranteed detection of sHtD FC 2 requires additional effort. Note that no wHtD faults
are sensitized by this defect without also sensitizing an EtD or sHtD fault. Therefore,
these faults are not listed in the table.

5.5. TEST DEVELOPMENT

5.5.1. TEST DEVELOPMENT ALGORITHM
After the fault analysis is performed, a test can be developed that detect the faults that
have been sensitized. The design of the test depends on the detectability of the faults that
are sensitized, as well as on the potential to combine the sensitization of multiple faults
so to achieve efficient tests. The detectability of the fault determines whether March
algorithms alone are enough to deliver a sufficient test coverage, i.e., when there are only
EtD faults, or whether additional test measures need to be included, such as the DFTs
from Section 4.3.2. Not all, faults need to be detected separately; it suffices to detect
only one fault from a fault class. Furthermore, Some faults may be part of multiple fault
classes, and thus detection of such a fault leads to the detection of many corresponding
defects. We have developed an algorithm to minimize the selection of faults that need to
be included in a test to maximize the defect coverage.

The algorithm works as follows. We consider two linear resistor defect models, Defect
1 and Defect 2, and vary the resistance from 1Ω to 100 MΩ. We apply only sensitization
sequences with one operation to the circuit. The fault analysis could result then result
in Table 5.4. This table lists a 1 for every defect with a specific strength j ∈ [

1, . . . , q
]

that sensitizes a fault with sensitizing sequence i ∈ [
1, . . . , p

]
. If no fault is sensitized, the

defect with its corresponding strength is not included in the table. To illustrate, Defect 1,
with a strength of 100 MΩ sensitizes faults when S is 1r1 or 1w1. The right column shows
how many sensitizing sequences will sensitize a fault for the given defect strength. Here,
ai , j is an entry in the table. The algorithm will now minimize the number of sensitizing
sequences that are included in a test, while considering that every defect strength needs
to be detected. This can be formulated as an integer-linear programming (ILP) problem
as follows:

min
Sselected

p∑
i=1

ci ·Sselected,i subject to:
p∑

i=1
ai , j ·Sselected,i ≥ 1 for all rows j . (5.3)

Here, Sselected,i ∈ {0,1} is a binary value that indicates whether the i th sensitizing se-
quence is selected and ci is a weight for this sequence, normally set to ci = 1. The first
statement ensures that the amount of selected Ss is minimized, while the second state-
ment ensures that every defect strength is covered by at least one sensitizing sequence.
This problem can be solved using various tools, e.g., Matlab [151].

To illustrate, Table 5.4 shows that 0r0 needs to be included in the test, as this is the
only S to sensitize a fault for defect strength j = 3. Therefore, Sselected,1 = 1. The same
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applies for S = 1r1 and S = 1w0. To sensitize defect strength q − 1, both S = 0w0 and
S = 0w1 can be selected. To minimize the test length, only one of them is selected, in this
case S = 0w0. Therefore, all defects can be detected by including all Sselected, i = 1.

The set of selected sensitizing sequences can now combined with detecting opera-
tions, e.g., if Sselected = 1w0, a subsequent r0 is required to detect the fault. This com-
bined set can now be merged into a March algorithm. This algorithm is of minimal test
complexity, while it detects the maximal number of defects. This results in more efficient
tests than using standard March algorithms, such as those described in Section 4.3.1, be-
cause the traditional algorithms detect all possible faults. In contrast, the test that results
from this approach detects only the faults that are required to maximize test coverage.
Note that it is possible to automatically develop such a March algorithm [152].

5.5.2. TRADE-OFFS AND CONSIDERATIONS
There are some considerations and trade-offs when using the test development algo-
rithm. These are: preference for certain operations, better EtD detection, and detection
difficulty.

Operation preference It is possible to reformulate the problem in order to optimize
the set of sensitizing sequences for different goals. For example, in Equation 5.3, it is
assumed that writing (tW ) takes as much time as reading (tR ), as is reported in [153].
However, there exist also RRAM designs where tw 6= tr , as reported in [154]. For the lat-
ter design, the test time can be optimized by favouring the operation that is shorter by
changing the weights ci of sensitizing sequences that contain more of the faster opera-
tions. To illustrate, when tw = 2 · tr , cw = 2 · cr as well. Hence, when solving the problem
in Equation 5.3, it becomes harder to minimize the first sum when a write operation is
selected and thus read operations are favored.

Better EtD Detection The fault analysis algorithm in Fig. 5.8 does not analyze defects
that sensitize EtD faults further to save test development time. However, it is possible
that a longer sensitizing sequence leads to the sensitization of an EtD fault that is present
in more fault classes. Including this fault in the test may lead to a shorter test overall at
the cost of increased test development time.

Detection Difficulty The weights ci can also be modified so that the cost of the detect-
ing operation is included as well, e.g., to add a r0 operation after a sensitizing sequence
1w0. Furthermore, when using a certain DFT, this cost can also change, e.g., a DFT that
introduces parallel operations changes the cost of some operations.

5.5.3. TEST DEVELOPMENT FOR INTERCONNECTION DEFECTS
We now apply the test development algorithm for the faults in Tables 5.2 and 5.3 that are
sensitized by interconnection defects. First, we apply the algorithm to develop a test for
EtD faults, subsequently we develop a test for EtD and sHtD faults, We applied Math-
Works’s MATLAB R2019b [151] to solve this problem for the EtD faults. The solver finds
the set SEtD,i nt/cont ∈ {1r1,1w0r0,1r1w0} that sensitizes all EtD faults. Since all faults are
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EtD, they can be detected by performing a read operation after the sensitization if the
last operation is not an incorrect read operation already. For example, S = 1r1w0 can be
detected by adding a r0 operation, while S = 1w0r0 sensitizes and detects the faults. All
EtD faults sensitized by interconnect and contact defects can be detected by the follow-
ing March algorithm:

March-EtD, int/cont = {m (w1);m (r1,w0,r0)
}

. (5.4)

The test time for this algorithm is 2Tw +2Tr , where Tw and Tr denote the time to write
and read respectively the complete address space once. It can be seen that the algorithm
is minimized in number of operations, as 1r1 can be included in 1r1w0, and then only
1w0r0 needs to be added. We developed this algorithm manually, but it is possible to do
this automatically as well if the set of required Ss grows larger [152].

To detect all faults in the RRAM, also the sHtD faults need to be detected by a test.
There are two ways to implement such a test: 1) a standalone test is developed for the
sHtD faults only and performed after the EtD test, or 2) a test is generated considering
both EtD and sHtD faults at the same time. The first option is easier, but results in less
optimized tests, while the second option requires slightly more effort, but results in an
optimized test. For this latter reason, we develop a test for both EtD and sHtD faults at
the same time.

We again apply the test development algorithm, but now we also add sHtD faults to
the table. This results in the following set of sensitizing sequences that will sensitize all
EtD and sHtD faults: SEtD−sH tD,i nt/cont ∈ {1w0,1r1,0w0w0w0,1r1w0r0}. The EtD faults
can again be detected by performing a read operation after the sensitizing sequence, if
required. However, this does not apply for the sHtD faults. For example, when reading
a cell that suffers from a W0TFL fault, a subsequent read operation will result in ‘0’, thus
hiding the faulty state of the cell. Therefore, DFT is required to detect these faults.

Hamdioui, Taouil, and Haron have presented a DFT scheme for RRAMs that modifies
the write operations in order to detect cells in the ‘U’ state [13]. The paper proposes to
shorten the duration of the write operation, or to decrease the write voltage. These weak
write operations are denoted as ŵ.

We apply the weak write DFT scheme [13] (see Section 4.3.2) to detect the sHtD faults.
The idea behind the ŵ operations is that defect-free cells will be able to switch to the
desired state, but that defective cells do not have enough time or driving voltage to switch
and thus will remain in a wrong state. As an illustration, consider the W0TFL fault. It can
be sensitized and detected by the following sequence: m (w0,ŵ1,r1). The ŵ1 operation is
unable to switch the defective cell to ‘1’ and the cell remains in ‘L’ or ‘0’, while a defect-
free cell can be switched to ‘1’. Hence, the subsequent r1 will output ‘1’ for a defect-free
cell and ‘0’ for a defective cell.

The ŵ operations can also be included in a march algorithm. To do that, we analyze
the faults that are sensitized by the set SEtD−sH tD,i nt/cont . For example, S = 1w0 sensi-
tizes W0TF1 EtD faults as well as the sHtD faults W0TFU and W0TFL. The sHtD faults
can be detected by replacing the regular write operation w by ŵ and performing a sub-
sequent read operation. A similar argumentation applies for the remaining sensitizing
sequences in SEtD−sH tD,i nt/cont . This leads to the following march algorithm that detects
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the EtD and sHtD faults with a test time of 8Tw +5Tr :

March-EtD-sHtD, int/cont ={m (w1);m (r1,ŵ0,r0) ;

m (w0,w0,w0,ŵ1) ;m (r1,w0,r0,ŵ1,r1)
}

.
(5.5)

5.6. ADVANTAGES AND CHALLENGES OF THE DAT APPROACH

5.6.1. ADVANTAGES
The DAT approach introduces the following advantages.

Reduction of Test Escapes and Test Quality Improvement Because the DAT approach
models the actual physics of a defect, realistic faults will be sensitized. Subsequently,
only these faults are included in a test. This increases the quality of the test, reduces the
number of test escapes, and minimizes the test time.

Fast Yield Learning Thanks to the fact that there is a single defect model per defect,
rather than a linear resistor that lumps several defects at once, it is possible to make a
fingerprint of faults for each defects. This fingerprint can be used for faster yield learn-
ing, as it points immediately and uniquely to a single defect.

Generic and Scalable The approach is generic and can be applied for any IC technol-
ogy, as long as the physics of the device and the defect are understood. For example, Wu,
Taouil, Rao, et al. have used the DAT approach to model pinhole defects in STT-MRAM
[155]. Next to that, the method is scalable, because once a defect model is developed,
it can be re-used in other designs that use the same device. Also, the fault analysis and
test development algorithm are flexible and easily modified. For example, if the DAT ap-
proach is used for multi-level cells, only the fault modeling needs to be updated, while
defect modeling, fault analysis, and test development remain unchanged.

5.6.2. CHALLENGES
Besides the above benefits, there are also some challenges for the DAT approach.

Lack of Defect Data In the public domain, there are not many papers that share data of
defective RRAM devices. This makes it harder to calibrate the defect models. However,
even in the case when none of these data are available, the defect models can still be
used, because they model the actual physics of the device.

Specialized Knowledge Defect modeling requires deep and specialized knowledge
about the device that is studied. It may be difficult for some companies to find em-
ployees who can do this. This could be overcome if semiconductor manufacturing
companies develop the defect models and sell these also to their customers.
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Table 5.1: Fault map for RBr BL-int Fault-free EtD HtD strong HtD weak
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0r0w1w1
0r0w1r1
0r0r0w0
0r0r0w1
0r0r0r0
1w0w0w0
1w0w0w1
1w0w0r0
1w0w1w0
1w0w1w1
1w0w1r1
1w0r0w0
1w0r0w1
1w0r0r0
1w1w0w0
1w1w0w1
1w1w0r0
1w1w1w0
1w1w1w1
1w1w1r1
1w1r1w0
1w1r1w1
1w1r1r1
1r1w0w0
1r1w0w1
1r1w0r0
1r1w1w0
1r1w1w1
1r1w1r1
1r1r1w0
1r1r1w1
1r1r1r1
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Table 5.2: Part 1: Sensitized fault classes (FCs) per interconnection defect. Black FCs are EtD, red FCs are sHtD.

S RBr BL-SL RBr BL-WL RBr BL-int RBr SL-WL RBr SL-int RBr WL-int ROp BL ROp SL ROp WL

0
1
0w0
0w1
0r0
1w0 〈S/U/〉-1, 〈S/U/〉-2 〈S/U/〉-1, 〈S/U/〉-2 〈S/1/〉-1, 〈S/U/〉-2
1w1
1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1, 〈S/1/0〉-1 〈S/1/0〉-1

0w0w0
0w0w1
0w0r0 〈S/0/1〉-1,
0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w1w1
0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0r0w0
0r0w1
0r0r0 〈S/0/1〉-1,
1w0w0 〈S/U/〉-1, 〈S/U/〉-1,
1w0w1
1w0r0 〈S/U/1〉-1, 〈S/U/0〉-2 〈S/U/1〉-1, 〈S/U/0〉-1, 〈S/U/0〉-2
1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w1w1
1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1r1w1
1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1

0w0w0w0 〈S/L/〉-1
0w0w0w1
0w0w0r0 〈S/0/1〉-1,
0w0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w0w1w1
0w0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0w0r0w0
0w0r0w1
0w0r0r0 〈S/0/?〉-1,
0w1w0w0 〈S/U/〉-1, 〈S/U/〉-1,
0w1w0w1
0w1w0r0 〈S/U/1〉-1, 〈S/U/1〉-1, 〈S/U/0〉-1,
0w1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w1w1w1
0w1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0w1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w1r1w1
0w1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0r0w0w0
0r0w0w1
0r0w0r0 〈S/0/1〉-1,
0r0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0r0w1w1
0r0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0r0r0w0
0r0r0w1
0r0r0r0 〈S/0/1〉-1,
1w0w0w0 〈S/L/〉-1 〈S/U/〉-1,
1w0w0w1
1w0w0r0 〈S/0/1〉-1, 〈S/U/0〉-1, 〈S/U/0〉-1,
1w0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w0w1w1
1w0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1w0r0w0 〈S/U/〉-1, 〈S/U/〉-1,
1w0r0w1
1w0r0r0 〈S/U/1〉-1, 〈S/U/0〉-2 〈S/U/0〉-1, 〈S/U/0〉-1, 〈S/U/0〉-2
1w1w0w0 〈S/U/〉-1, 〈S/U/〉-1,
1w1w0w1
1w1w0r0 〈S/U/1〉-1, 〈S/U/1〉-1, 〈S/U/0〉-1,
1w1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w1w1w1
1w1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1w1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w1r1w1
1w1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1r1w0w0 〈S/U/〉-1, 〈S/U/〉-1,
1r1w0w1
1r1w0r0 〈S/U/1〉-1, 〈S/U/1〉-1, 〈S/U/0〉-1,
1r1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1r1w1w1
1r1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1r1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1r1r1w1
1r1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
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Table 5.3: Part 2: Sensitized fault classes (FCs) per interconnection defect. Black FCs are EtD, red FCs are sHtD.

S RSh BL-GND RSh BL-VDD RSh SL-GND RSh SL-VDD RSh WL-GND RSh WL-VDD RSh int-GND RSh int-VDD

0
1
0w0 〈S/U/〉-1,
0w1
0r0
1w0 〈S/U/〉-1, 〈S/U/〉-2 〈S/1/〉-1, 〈S/U/〉-2 〈S/U/〉-1,
1w1
1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/L/0〉-1 〈S/1/0〉-1

0w0w0 〈S/U/〉-1,
0w0w1
0w0r0 〈S/0/1〉-1 〈S/U/0〉-1,
0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w1w1
0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0r0w0 〈S/U/〉-1,
0r0w1
0r0r0 〈S/0/1〉-1
1w0w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w0w1
1w0r0 〈S/0/1〉-1 〈S/U/1〉-1, 〈S/1/1〉-1, 〈S/U/0〉-2 〈S/L/0〉-1 〈S/U/0〉-1, 〈S/U/0〉-2
1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w1w1
1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/L/〉-1 〈S/1/〉-1, 〈S/U/〉-2
1r1w1
1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/L/0〉-1 〈S/1/0〉-1

0w0w0w0 〈S/U/〉-1,
0w0w0w1
0w0w0r0 〈S/0/1〉-1 〈S/U/0〉-1,
0w0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w0w1w1
0w0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0w0r0w0 〈S/U/〉-1,
0w0r0w1
0w0r0r0 〈S/0/1〉-1 〈S/U/0〉-1,
0w1w0w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w1w0w1
0w1w0r0 〈S/0/1〉-1 〈S/U/?〉-1, 〈S/U/?〉-1, 〈S/U/0〉-1,
0w1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w1w1w1
0w1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0w1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0w1r1w1
0w1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0r0w0w0 〈S/U/〉-1,
0r0w0w1
0r0w0r0 〈S/0/1〉-1 〈S/U/0〉-1,
0r0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
0r0w1w1
0r0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
0r0r0w0 〈S/U/〉-1,
0r0r0w1
0r0r0r0 〈S/0/1〉-1
1w0w0w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w0w0w1
1w0w0r0 〈S/0/1〉-1 〈S/U/0〉-1, 〈S/U/1〉-1, 〈S/L/0〉-1 〈S/U/0〉-1,
1w0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w0w1w1
1w0w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1w0r0w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/L/〉-1 〈S/U/〉-1,
1w0r0w1
1w0r0r0 〈S/0/1〉-1 〈S/U/1〉-1, 〈S/1/1〉-1, 〈S/U/0〉-2 〈S/L/0〉-1 〈S/U/0〉-1, 〈S/U/0〉-2
1w1w0w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w1w0w1
1w1w0r0 〈S/0/1〉-1 〈S/U/?〉-1, 〈S/U/1〉-1, 〈S/U/0〉-1,
1w1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w1w1w1
1w1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1w1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/U/〉-1,
1w1r1w1
1w1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1r1w0w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/L/〉-1 〈S/1/〉-1,
1r1w0w1
1r1w0r0 〈S/0/1〉-1 〈S/U/?〉-1, 〈S/U/?〉-1, 〈S/L/0〉-1 〈S/1/1〉-1, 〈S/U/0〉-2
1r1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/1/〉-1,
1r1w1w1
1r1w1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/1/0〉-1
1r1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 〈S/L/〉-1 〈S/1/〉-1, 〈S/U/〉-2
1r1r1w1
1r1r1r1 〈S/1/0〉-1 〈S/1/0〉-1 〈S/L/0〉-1 〈S/1/0〉-1
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Table 5.4: Example to illustrate the test development algorithm

S ∑p
i=1 ai , j1 2 . . . i . . . p

0r0 1r1 0w0 0w1 1w0 1w1

Defect 1

1 1Ω 1 0 0 1 1 0 3
2 10Ω 1 0 0 1 1 0 3
3 100Ω 1 0 0 0 0 0 1
...

...
...

...
...

...
...

...
...

j −1 1 MΩ 1 0 0 0 0 0 1
j 10 MΩ 0 1 0 0 0 0 1
j +1 100 MΩ 0 1 0 0 0 1 2

Defect 2

j +2 1Ω 0 1 0 0 0 0 1
j +3 10Ω 0 1 0 0 0 0 1
j +4 100Ω 0 0 0 0 1 0 1
...

...
...

...
...

...
...

...
...

q −2 1 MΩ 0 0 0 0 1 0 1
q −1 10 MΩ 0 0 1 1 0 0 2
q 100 MΩ 0 0 1 1 0 1 3

Sselected 1 1 1 0 1 0



6
DEVICE-AWARE TEST FOR

FORMING DEFECTS

During the CF formation, two defects may occur: over-forming and under-forming. In
the former case, the CF grows too wide and the device-resistance is too low, while in the
latter case the CF is too thin and the resistance is too high. If the defect is even more severe,
the RRAM device is unable to switch. Clearly, forming defects are of prime importance for
RRAM. This chapter applies the DAT approach to model the forming defects, performing
fault analysis with the obtained defect models, and develops a test for it. It also compares
the DAT approach with the traditional approach and shows that the DAT approach is
superior.

This chapter is partially based on [28], [29].
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Figure 6.1: Thinnest point of a CF for two forming currents [36]

6.1. DEFECT MECHANISM AND CHARACTERIZATION

6.1.1. DEFECT MECHANISM

After manufacturing, there is no CF in the oxide present and it needs to be formed during
the forming process. This process works as follows. A voltage is applied over the device
that causes an electric field inside the oxide. When this electric filed passes a certain
strength, the oxygen and metal ions break apart, and the negatively charged oxygen ions
are attracted by the electric field, leaving behind a vacancy. This vacancy can carry a
current, and thus a current starts to flow through the oxide. The current heats the oxide,
which enhances the bond breaking process even further and thus results in even more
bond breaking [156], [157]. This positive feedback loop only stops when the applied
voltage is lowered or removed completely. This can be done by limiting the duration of
the forming pulse, or by limiting the current through the device, e.g., with a diode or a
transistor. If the process is not stopped in time, over-forming will occur, which causes
the CF to grow too wide. This leads to an extremely low device resistance. Alternatively,
the forming process may be stopped too early. This will leave the CF thin, and the device
resistance too high. Fig. 6.1 shows the CF for two forming (programming) currents at its
thinnest point [36]. It can be seen that the current has a strong impact on the shape of
the CF.

6.1.2. CHARACTERIZATION

Fig. 6.2a shows the resistance distributions of multiple cells directly after forming with
two different pulse lengths and varying forming current [113]. The figure shows indeed
that higher forming currents lead to lower device resistances as well as less variation be-
tween the different devices. Fig. 6.2b shows the mean resistance after forming for varying
forming currents [113]. Again, it can be seen that higher forming currents result in lower
device resistances.
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(a) Resistance distribution after forming for two forming pulse lengths: (a) 100 ns
and (b) 10µs [113]

(b) Mean resistance after forming for two
forming pulse lengths [113]

Figure 6.2: Resistances after forming

Under-forming

Over-forming

Figure 6.3: Traditional defect modeling of forming defects

6.2. TRADITIONAL DEFECT MODELING APPROACH
The traditional defect modeling approach models forming defects using linear resistors
in series or in parallel with the defect-free device, as was shown in Chapter 4. Fig. 6.3
shows how forming defects could be modeled using this approach. Over-forming defects
reduce the device resistance, and thus could be modeled with a parallel resistor, while
under-forming defects increase the device resistance, and thus could be modeled with a
series resistor.

In Chapter 5, we presented the faults analysis results for all interconnect defects in a
1T1R cell, including the series and parallel resistor that are now used to model the form-
ing defects, ROp BL and RBr BL-int, respectively. The fault classes that are sensitized with
these defect models are listed in Table 6.1. From the Table it follows that 〈1w0r0/U/1〉 for
RBr BL-int, and 〈1w0/1/-〉 for ROp BL sensitize the EtD faults that cover the widest defect
range. Similarly, 〈1w0/U/-〉 for RBr BL-int, and 〈1w0/1/-〉 or 〈1r1/1/0〉 for ROp BL sensitize
the sHtD faults that cover the widest defect range. Based on this analysis, we can de-
velop two March algorithms that detect these defects. Note that for the sHtD test, we
again apply the weak write DFT from [13].

March-LR, forming, EtD = {m (w1);m (w0,r0)
}

, (6.1)

March-LR, forming, sHtD = {m (w1);m (r1,ŵ0,r0)
}

. (6.2)

These tests have test time of 2Tw +1Tr and 2Tw +2tr , respectively.

6.3. DEVICE-AWARE DEFECT MODELING
We will now apply the DAT approach to model the forming defects based on the forming
current (Iform). In Chapter 5, we have shown that this step consists of three substeps:



6

74 6. DEVICE-AWARE TEST FOR FORMING DEFECTS

Table 6.1: Fault classes sensitized by linear resistor forming defect modeling. EtD FCs are black, while sHtD
FCs are red.

S RBr BL-int ROp BL S RBr BL-int ROp BL S RBr BL-int ROp BL

0 0w0w0w1 1w0w0w1
1 0w0w0r0 1w0w0r0 〈S/U/0〉-1, 〈S/U/0〉-1,
0w0 0w0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 1w0w1w0 〈S/U/〉-1, 〈S/U/〉-1,
0w1 0w0w1w1 1w0w1w1
0r0 0w0w1r1 1w0w1r1
1w0 〈S/U/〉-1, 〈S/U/〉-2 〈S/1/〉-1, 〈S/U/〉-2 0w0r0w0 1w0r0w0 〈S/U/〉-1, 〈S/U/〉-1,
1w1 0w0r0w1 1w0r0w1
1r1 〈S/1/0〉-1, 0w0r0r0 1w0r0r0 〈S/U/0〉-1, 〈S/U/0〉-1, 〈S/U/0〉-2
0w0w0 0w1w0w0 〈S/U/〉-1, 〈S/U/〉-1, 1w1w0w0 〈S/U/〉-1, 〈S/U/〉-1,
0w0w1 0w1w0w1 1w1w0w1
0w0r0 0w1w0r0 〈S/U/1〉-1, 〈S/U/0〉-1, 1w1w0r0 〈S/U/1〉-1, 〈S/U/0〉-1,
0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 0w1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 1w1w1w0 〈S/U/〉-1, 〈S/U/〉-1,
0w1w1 0w1w1w1 1w1w1w1
0w1r1 0w1w1r1 1w1w1r1
0r0w0 0w1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 1w1r1w0 〈S/U/〉-1, 〈S/U/〉-1,
0r0w1 0w1r1w1 1w1r1w1
0r0r0 0w1r1r1 1w1r1r1
1w0w0 〈S/U/〉-1, 〈S/U/〉-1, 0r0w0w0 1r1w0w0 〈S/U/〉-1, 〈S/U/〉-1,
1w0w1 0r0w0w1 1r1w0w1
1w0r0 〈S/U/1〉-1, 〈S/U/0〉-1, 〈S/U/0〉-2 0r0w0r0 1r1w0r0 〈S/U/1〉-1, 〈S/U/0〉-1,
1w1w0 〈S/U/〉-1, 〈S/U/〉-1, 0r0w1w0 〈S/U/〉-1, 〈S/U/〉-1, 1r1w1w0 〈S/U/〉-1, 〈S/U/〉-1,
1w1w1 0r0w1w1 1r1w1w1
1w1r1 0r0w1r1 1r1w1r1
1r1w0 〈S/U/〉-1, 〈S/U/〉-1, 0r0r0w0 1r1r1w0 〈S/U/〉-1, 〈S/U/〉-1,
1r1w1 0r0r0w1 1r1r1w1
1r1r1 0r0r0r0 1r1r1r1
0w0w0w0 1w0w0w0 〈S/U/〉-1,

physical defect modeling, electrical defect modeling, and fitting and model optimiza-
tion.

6.3.1. PHYSICAL DEFECT MODELING:
The resistance of a RRAM device is mainly affected by the length of the tunneling gap
lgap and the width of the top of the filament φT [36], [158]. Therefore, the effective values
(lgap,eff and φT,eff) for these parameters have to be determined under influence of Iform.
This is described as:

lgap,eff =
p1 ·Rµ (Iform)2 +p2 ·Rµ (Iform)+p3

Rµ (Iform)2 +p4 ·Rµ (Iform)+p5
·p6 +p7, (6.3)

φT,eff =
q1 ·Rµ (Iform)2 +q2 ·Rµ (Iform)+q3

Rµ (Iform)2 +q4 ·Rµ (Iform)+q5
·q6 +q7. (6.4)

In the above two equations, Rµ (Iform) is described by the median resistance in [113] as:

Rµ (Iform) = r1 + r2

1+ (r3 · Iform)r4
. (6.5)

Note that in the above equations, p1,2,3,4,5,6,7, q1,2,3,4,5,6,7, and r1,2,3,4 are fitting parame-
ters.

6.3.2. ELECTRICAL DEFECT MODELING:
The RRAM device model in [159] takes lgap and φT as input parameters. Hence, we can
include the effective technology parameters directly in the model and observe their ef-
fects on the electrical parameters (see Table 2.1) by simulating it.
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Table 6.2: Fitting parameters for the DAT forming defect model.

Parameter p1 p2 p3 p4 p5 p6 p7

Value 1895 3.26 ·106 −2.45 ·107 2652 3.68 ·105 1.5 ·10−12 2.00 ·10−8

Parameter q1 q2 q3 q4 q5 q6 q7

Value 1895 3.26 ·106 −2.45 ·107 2652 3.68 ·105 −1 ·10−11 1.50 ·10−10

Parameter r1 r2 r3 r4

Value 824.7073 2.22 ·1010 1.39 ·1010 1.049237
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Figure 6.4: DAT forming defect model performance compared to measurements in [113].

6.3.3. FITTING AND MODEL OPTIMIZATION:
In this step, the electrical model is fitted to match the behavior of the real defective de-
vices. We fitted the model to the measurements in [113] by changing the values of param-
eters p1,2,3,4,5,6,7, q1,2,3,4,5,6,7, and r1,2,3,4 using MathWorks’s MATLAB R2019b [151], which
resulted in the values listed in Table 6.2. First, we have fitted Equation 6.5, then we ana-
lyzed how the resistance of the model in [159] is affected by changing the parameters lgap

and φT. Subsequently, we fitted Equations 6.3 and 6.4 to match to Equation 6.5. Fig. 6.4
shows the values of lgap,eff and φT,eff, as well as the resistance after forming from [113]
and the model prediction. It can be seen that higher forming currents lead to a small de-
crease in the tunneling gap length (lgap,eff) and a major increase in filament width (φT,eff),
which is also observed by [36]. Furthermore, it can be seen that the model matches the
resistive measurements from [113].

The obtained defect model describes both under and over-forming defects, because
its input Iform is continuous. In the following, we refer to an under-forming defect if
the forming current is less than the nominal forming current, while we refer to an over-
forming defect if the forming current is more than the nominal current.

6.4. DEVICE-AWARE FAULT ANALYSIS
We perform fault analysis using the DAT defect model that was developed in the previous
section. We replace the defect-free RRAM device in a 1T1R cell with the defect model in
the architecture from Fig. 2.7. Subsequently, we sweep Iform and apply all sensitizing
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73
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106 Defect
Under-forming36

(a) ROp BL and under-forming defect

87Defect
RBr BL-int

36 Defect
Over-forming16

(b) RBr BL-int and over-forming defect

Figure 6.5: Number of faults sensitized by traditional and DAT forming defect modeling for 0 ≤ n ≤ 3

sequences with nmax = 3. The resulting fault maps are shown in Table 6.3 for the under-
forming defects, and in Table 6.4 for the over-forming defect. A gray cell indicates fault-
free behavior, a green cell an EtD fault, a yellow cell and sHtD fault, and a cyan cell a
wHtD fault. Table 6.5 lists the fault classes that are sensitized using this defect model.

The fault maps show that the defects mainly sensitize sHtD faults. These are all re-
lated to cells being in an unwanted state, e.g., 〈0w0/L/-〉 or 〈0w1/H/-〉. This is expected,
as lower forming currents will lead to higher device resistances than desired, and higher
forming currents lead to lower device resistances. Furthermore, Table 6.4 shows that EtD
faults are only sensitized when n ≥ 3, thus again proving that extending the length of S
can lead to sensitization of more EtD faults.

We can conclude that forming defects cannot be properly modeled with linear re-
sistor defect models by comparing the fault analysis results from the defects RBr BL-int

and ROp BL in Table 6.1 with those of the forming defects in Table 6.5. Since forming de-
fects manifest themselves as a lowered device resistance, one could think that this might
be modeled using the ROp BL or RBr BL-int defect models. However, from the table it fol-
lows that this is not sufficient, as these defect models are unable to show the RRAM cells
switch into the ‘L’ or ‘H’ state. This is to be expected, because the defect does not affect
the properties of the RRAM device directly, but rather its surrounding interconnections
and contacts. Fig. 6.5b shows the amount of faults that are sensitized using these two
different defect models for 0 ≤ n ≤ 3. It becomes clear that only a limited number of
faults overlaps. Without using device-aware defect models and only the ROp BL defect
model, only 36 realistic faults for this defect will be included in the test, while 73 unreal-
istic faults are included as well, leading to test overhead. Furthermore, the test will not
detect 106 realistic faults, leading to test escapes. Similarly, without using device-aware
defect models and only the RBr BL-int defect model, only 16 realistic faults for this defect
will be included in the test, while 87 unrealistic faults are included as well, leading to
a test overhead. Furthermore, the test will not detect 36 realistic faults, leading to test
escapes.

6.5. DEVICE-AWARE TEST DEVELOPMENT

For the forming defect test development, we follow again the DAT test development al-
gorithm. First, we present a test for only the EtD faults. Second, we present a test for
both the EtD and sHtD faults. Subsequently, we compare the generated test with those
generated by the traditional test approach.
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6.5.1. TEST FOR ETD FAULTS
For this test, we again solve the ILP problem for the under-forming and over-forming de-
fect model results. It follows that the set SEtD, f or mi ng ∈ {1r1,0w1w0r0} is able to sensitize
and detect all EtD forming faults. These two can be included in a march algorithm in the
following way with a test time of 3Tw +2Tr :

March-EtD, forming = {m (w1,r1) ;m (w1,w0,r0)
}

. (6.6)

6.5.2. TEST FOR ETD AND STRONG HTD FAULTS
The test development procedure for the EtD and sHtD faults sensitized by forming de-
fects is similar to that of the faults sensitized by interconnection and contact defects.
From Table 6.5 it follows that almost any S is able to sensitize all FCs for the forming de-
fects. For example, the set SEtD−sH tD, f or mi ng ∈ {1r1,1w1,0w1,0w1w0} is able to sensitize
all forming defect FCs. For their detection, we again make use of the weak write DfT from
[13]. After the weak write operation, a read operation needs to be performed in order to
detect the defective cell. This results in the following march algorithm with a test time of
4Tw +2Tr :

March-EtD-sHtd, forming = {m (w0,w1,ŵ0) ;m (r0) ;m (ŵ1,r1)
}

. (6.7)

6.5.3. COMPARISON WITH TRADITIONAL APPROACH
A comparison of the tests above with the tests developed in Section 6.2 shows that the
tests designed using the DAT approach have a higher test time than those developed
specifically for the forming defect. However, when we analyze the detection capabilities
of these tests on the forming defect FCs in Table 6.5, we observe the following. March-
LR, forming, EtD is unable to detect any of the forming defects FCs. March-LR, forming,
sHtD is able to detect FCs 1 and 2, for the under-forming defect, but unable to detect
any of the over-forming FCs. We can conclude that modeling forming defects as linear
resistors is wrong and will lead to low-quality tests that do not detect the correct faults.
In contrast, DAT defect modeling allows to design tests that actually detect the forming
defects.
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Table 6.3: Fault map for the under-forming defects Fault-free EtD HtD strong HtD weak
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Table 6.4: Fault map for the over-forming defects Fault-free EtD HtD strong HtD weak
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Table 6.5: Fault classes sensitized by the forming defect model. EtD FCs are black, while sHtD FCs are red.

S Under-forming Over-forming S Under-forming Over-forming S Under-forming Over-forming

0 〈S/L/〉-1, 〈S/L/〉-2, 0w0w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1w0w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 0w0w0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 1w0w0r0 〈S/L/0〉-1, 〈S/L/0〉-2,
0w0 〈S/L/〉-1, 〈S/L/〉-2, 0w0w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2 1w0w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2

0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0w0w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1w0w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 0w0w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2 1w0w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2

1w0 〈S/L/〉-1, 〈S/L/〉-2, 0w0r0w0 〈S/L/〉-1, 〈S/L/〉-2, 1w0r0w0 〈S/L/〉-1, 〈S/L/〉-2,
1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0w0r0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1w0r0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3
1r1 〈S/U/0〉-1, 〈S/U/0〉-2, 〈S/U/1〉-3 0w0r0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 1w0r0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 〈S/H/-〉2

0w0w0 〈S/L/〉-1, 〈S/L/〉-2, 0w1w0w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉2 1w1w0w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉2

0w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0w1w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1w1w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

0w0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 0w1w0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 〈S/U/0〉1, 〈S/U/1〉2 1w1w0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 〈S/U/0〉1, 〈S/U/1〉2

0w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2 0w1w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2 1w1w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2

0w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0w1w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1w1w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

0w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2 0w1w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2 1w1w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2

0r0w0 〈S/L/〉-1, 〈S/L/〉-2, 0w1r1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2 1w1r1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2

0r0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0w1r1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1w1r1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

0r0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 0w1r1r1 〈S/U/0〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2 1w1r1r1 〈S/U/0〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2

1w0w0 〈S/L/〉-1, 〈S/L/〉-2, 0r0w0w0 〈S/L/〉-1, 〈S/L/〉-2, 1r1w0w0 〈S/L/〉-1, 〈S/L/〉-2,
1w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0r0w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1r1w0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

1w0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 0r0w0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 1r1w0r0 〈S/L/0〉-1, 〈S/L/0〉-2,
1w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2 0r0w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2 1r1w1w0 〈S/L/〉-1, 〈S/L/〉-2, 〈S/U/-〉1,2

1w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0r0w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1r1w1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

1w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2 0r0w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2 1r1w1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 〈S/H/1〉2

1r1w0 〈S/L/〉-1, 〈S/L/〉-2, 0r0r0w0 〈S/L/〉-1, 〈S/L/〉-2, 1r1r1w0 〈S/L/〉-1, 〈S/L/〉-2,
1r1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 0r0r0w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2 1r1r1w1 〈S/U/〉-1, 〈S/U/〉-2, 〈S/U/〉-3 〈S/H/-〉2

1r1r1 〈S/U/1〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3 0r0r0r0 〈S/L/0〉-1, 〈S/L/0〉-2, 1r1r1r1 〈S/U/0〉-1, 〈S/U/1〉-2, 〈S/U/1〉-3
0w0w0w0 〈S/L/〉-1, 〈S/L/〉-2, 1w0w0w0 〈S/L/〉-1, 〈S/L/〉-2,
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INTERMITTENT UNDEFINED STATE

FAULTS

This chapter details a new RRAM unique fault, named the intermittent undefined state
fault. When it occurs, a cell that is normally bipolar switching suddenly is complemen-
tary switching when a SET operation is applied. The faulty behavior is intermittent, as it
shows up randomly for the duration of a few cycles only. This fault can occur when there
is not enough capacity to bind all the oxygen ions that break free when performing a SET
operation. This can be caused by two defects: over-forming, which causes the CF to be too
wide, or reduced capping layer effectiveness, which limits the oxygen binding capabilities.
We model these defects and perform a fault analysis. Subsequently, we propose a test to de-
tect this fault. We also compare the results with the traditional defect modeling approach
and show that the traditional approach falls short for this fault.

This chapter is partially based on [30].
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Figure 7.1: Comparing defect-free, faulty, and weak devices

7.1. DEFECT MECHANISM AND CHARACTERIZATION

7.1.1. DEFECT MECHANISM
Chapter 2 explained the switching mechanics of bipolar and complementary switching.
It is summarized here. In a bipolar switching device, the switching relies on oxygen va-
cancies [34], [38]. During a SET operation, oxygen ions are attracted to the capping layer
or top electrode by the electric field. During a RESET operation, the ions move back in
the oxide and bond again with the metal ions. In a complementary switching device,
the switching relies on the movement of oxygen vacancies [39], [40]. Initially, the oxygen
ions also move to the capping layer or TE. However, not all ions can be bound there and
instead the oxygen vacancies start to move with the electric field, thereby breaking the
CF and putting it in HRS. A negative subsequent voltage pulse will first restore the CF to
LRS, before the oxygen ions move back and the CF is dissolved again. Some researchers
have shown that these two switching modes can co-exist in a single device by controlling
the current through the device [39], [40]. That is, higher currents lead to CS, while lower
currents keep the device BS.

However, it is also possible that a BS device performs CS due to a production defect
that limits the oxygen binding capacities of the device. Two such defects exist: over-
forming, which results in a wider CF than anticipated and thus requires more oxygen
ions to be bound, or low capping layer binding capacity, e.g., due to low doping, which
also limits how many oxygen ions can be bound.

7.1.2. CHARACTERIZATION
We measured the electrical characteristics of 7×7 = 49 1T1R BS RRAM devices on a single
wafer during 936 RESET-SET cycles. The RRAM devices are manufactured at ST Micro-
electronics and have the following structure (BE, oxide, cap, TE) = (TiN, HfO2(10 nm),
Ti(10 nm), TiN). An ST Microelectronics 130 nm technology NMOS high-voltage thick
oxide transistor is placed in series to control the current through the device. The switch-
ing in a nominal defect-free device is bipolar, where logic ‘1’ is represented by the SET
state with RSET < 25kΩ, and logic ‘0’ by the RESET state with 100kΩ < RRESET < 1MΩ.
The range [25kΩ,100kΩ] is called an undefined state (‘U’). An illustrative measured I-V
graph of a defect-free device is shown in Fig. 7.1a. Typical nominal values for VSET and
VRESET are 0.82 V and −0.88 V.

While analyzing the measurement data, we noticed that some of the devices showed
a strange switching characteristic! After a number of cycles, the switching resembles CS
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Table 7.1: Occurrence probability of CS (PCS) in % and maximal duration suffering from CS (Dmax) in absolute
numbers.

WL 0 WL 1 WL 2 WL 3 WL 4 WL 5 WL 6

BL 0
PCS 5.983 0.427 0 0 0.427 0 0
Dmax 3 2 0 0 1 0 0

BL 1
PCS 0 1.282 0 1.175 0.107 1.709 0.641
Dmax 0 2 0 1 1 2 2

BL 2
PCS 0 0 0 0.107 0.107 0 1.282
Dmax 0 0 0 1 1 0 1

BL 3
PCS 0 0.427 0 0 0 0.107 0
Dmax 0 1 0 0 0 1 0

BL 4
PCS 0 0 0.427 0.214 2.564 0.214 0.855
Dmax 0 0 1 1 3 1 3

BL 5
PCS 0 0 2.03 0 0 0.107 0
Dmax 0 0 2 0 0 1 0

BL 6
PCS 0.427 0.107 0.427 0.321 1.389 0 0
Dmax 1 1 1 1 3 0 0

when performing SET, even though the devices are BS. The observed undesired CS in
all faulty devices can be classified into two groups: faulty and weak devices. Fig. 7.1b
represents the I-V graph of the faulty devices. A SET event occurs when the voltage in-
creases from 0 V. However, as the voltage increases even further, the current through
the device suddenly decreases at 1 , leading to an undesired RESET putting the device
in an undefined state of RSET=33kΩ. The subsequent RESET operation at 2 also differs
from a nominal operation, as the current first increases before decreasing, which again
resembles CS. Hence, in this group of devices, a SET operation ends in undefined state.
Contrarily, Fig. 7.1c represents the group of weak devices that shows a similar switching
behavior, but instead the operation ends in a disturbed ‘1’ state.

Table 7.1 lists the occurrence probability (PCS.) of undesired CS in the measured de-
vices (using the WL and BL to indicate them); this is the percentage of cycles in which CS
occurs given a total of 936 cycles, and includes both groups of faulty and weak devices.
Additionally, the table lists the maximal duration (Dmax) of the undesired behavior, ex-
pressed in the maximal number of consecutive cycles in which the device shows this be-
havior. For example, if the undesired CS occurs first in cycles 54, 55 and 56, and later in
cycles 141 and 142, then PCS = 5/936 = 0.534% and Dmax = 3cycles. From the table it
follows that undesired CS occurs in 25 devices, in up to 5.983 % of the cycles, and with a
maximal duration of 3 cycles. Hence, the faulty behavior is intermittent, and it is a seri-
ous concern for BS RRAM devices. As the first group of faulty devices ends in undefined
state after a SET operation, we will refer to this fault as Intermittent Undefined State Fault
(IUSF).

Table 7.2 lists the occurrence probability (PIUSF) of the IUSF in the 49 investigated de-
vices over all 936 RESET-SET cycles. It can be seen that depending on the defect strength,
the failure rate varies from 0.107 % up to 1.068 % of the cycles, all resulting in an IUSF.
Also, the probability of weak CS can be easily derived using Pweak = PCS −PIUSF, and can
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Table 7.2: Occurrence probability (PIU SF ) of IUSF in %

WL 0 WL 1 WL 2 WL 3 WL 4 WL 5 WL 6

BL 0 0.962 0.427 0 0 0.107 0 0
BL 1 0 0.107 0 0.107 0 0.427 0
BL 2 0 0 0 0 0 0 0.107
BL 3 0 0.107 0 0 0 0 0
BL 4 0 0 0.107 0 1.068 0 0
BL 5 0 0 0.321 0 0 0 0
BL 6 0 0 0.321 0 0.748 0 0

(a) Defect-free device (b) Faulty device

Figure 7.2: I-V curves for increasing gate voltage from 1.0 V to 2.0 V

thus be a high as 5.021 %. Note that the weak devices do not result in logic faulty behav-
ior at time=0, but can result in reliability concerns as the weak devices may become logic
faults in field, e.g., due to aging, the weak fault may become an IUSF.

Fig. 7.2 shows that the occurrence of the IUSF is indeed related to a defect that limits
oxygen ion binding capability in the RRAM device. Fig. 7.2a shows a defect-free device in
which the currents increase with increasing transistor gate voltage, but no IUSF occurs.
In contrast, Fig. 7.2b shows that the IUSF occurs when the gate voltage is increased above
1.8 V. Because the maximal current through the transistors is the same in both figures,
the CFs should be similar. Hence, the only explanation for the IUSF in Fig. 7.2b can be a
defect that limits the oxygen binding capabilities.

7.2. TRADITIONAL DEFECT MODELING APPROACH
Chapter 4 explained the traditional defect modeling approach that models defects in a
RRAM as linear resistor. Hence, when modeling the IUSF, there are only two possible
options; the resistor can either be in parallel or in series with the device. Fig. 7.3a and
Fig. 7.3b show how these defect models affect the behavior of the RRAM device for vary-
ing defect strength (i.e., the resistance of the resistor). Clearly none of these two defect
models can describe the IUSF properly; a parallel resistor shows that the defective de-
vice behaves as a low ohmic resistor for low defect values, while a series resistor shows
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Figure 7.3: Linear resistor defect models

Table 7.3: Sensitized faults using RBr BL-int and ROp BL defect models

Defect Defect strength Sensitized faults

RBr BL-int

0Ω - 794Ω 〈0w1/0/-〉
794Ω-1 kΩ 〈0w1/U/-〉
1 kΩ-6.3 kΩ Weak fault
6.3 kΩ-∞ Fault-free

ROp BL

0Ω-5 kΩ Fault-free
5 kΩ-125 kΩ Weak fault
125 kΩ-251 kΩ 〈0w1/U/-〉
251 kΩ-∞ 〈0w1/0/-〉

that the device behaves as a high ohmic resistor for high defect sizes. Linear resistors
are unable to show that the switching process of the device changes from BS to CS. Fur-
thermore, when using the traditional modeling approach, the defects are always present.
Therefore, these defect models cannot describe the intermittent behavior of the IUSF.

This can also be shown by performing a fault analysis using the linear resistor defect
models. It is clear that the IUSF can only occur when a device is in HRS and a subsequent
SET operation is applied, i.e., S = 1w0 is the only applicable sensitizing sequence. We
model the parallel and series resistors as RBr BL-int and ROp BL from Fig. 4.1, respectively.
Table 7.3 shows the faults that are sensitized for varying defect strengths. The sHtD FP
〈0w1/U/-〉 is sensitized, but it does not contain the temporal component of the fault,
i.e., this fault will always be present for the given defect strengths. Because of this, a test
for this fault will also miss the temporal behavior of the fault. Therefore, the detection
probability of such a test will be low. As the fault is HtD, it cannot be detected using only
March algorithms and additional DFT is required. Again, the weak write DFT from [13]
can be used to detect the fault using the following algorithm:

March-IUSF-LR = {m (w0);m (w1,ŵ0,r1)
}

. (7.1)

Here, the weak ŵ0 operation is used to push the faulty cell from ‘U’ to ‘0’, while keeping
the fault-free cells in ‘1’. Hence, the final r1 operation will detect the fault.
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Table 7.4: Model parameters for JART VCM v2 [160]

Symbol Value Symbol Value

l1 8.75 nm a 0.6 nm
lcell 10 nm Rseries,0 2 kΩ
l2 lcell − l1 Nmax 3 ·1027 m−3

Ninit1 2 ·1027 m−3 µn0 1.8 ·10−5 m2/(Vs)
Ninit2 3.5 ·1025 m−3 ν0 4 ·1012 Hz
eφBn0,1 0.35 eV ∆WA 0.9 eV
eφBn0,1 0.1 eV ε 17 ·ε0

rfil 18 nm εφB 5.5 ·ε0

∆Eac 0.04 eV αT,series 4 ·10−3 K−1

Rth,eff 6 ·106 KW−1

7.3. DEVICE-AWARE DEFECT MODELING

We apply the DAT defect modeling approach from Chapter 5 to model the IUSF.

7.3.1. PHYSICAL DEFECT MODELING

In this step, the effects of the defect on the physical parameters of the RRAM device are
analyzed and modeled. Section 7.1 showed that a shortage of ions that can bind free
oxygen ions causes CS in BS devices, which leads to the IUSF. To appropriately model
this phenomenon, we use the physics-based HfOx RRAM model for CS, JART VCM v2,
from [160]. We first modify the model to describe a defect-free BS RRAM. Thereafter, we
change the resulting model so that it sensitizes the IUSF. The model describes CS as the
exchange of oxygen vacancies between two regions (region 1 and 2, see Fig. 2.1a) in the
oxide; the paper also describes how the model can be adapted to perform BS by intro-
ducing asymmetry between these regions via their lengths, barrier height, and electron
mobility. Based on this, we adapt the model so that region 1 becomes the BS CF, and
that the switching depends solely on this region. Then, we include the unwanted CS
by changing two of the model parameters: the initial oxygen vacancy concentration in
region 1 (parameter Ninit1), and the maximal vacancy concentration in the oxide (pa-
rameter Nmax). The former controls the number of oxygen vacancies that form the CF in
region 1, while the latter controls the overall number of oxygen vacancies in the oxide.
Since the model is based on the exchange of vacancies between region 1 and 2, the ratio
Ninit1/Nmax determines the number of vacancies that can be in region 2. The lower this
ratio, the more vacancies can move to region 2 and thus the stronger the CS effect.

7.3.2. ELECTRICAL DEFECT MODELING

The next step is to incorporate the affected physical parameters of the device (e.g., the
filament radius) into its electrical parameters (e.g., VSET, RRESET). JART VCM v2 is writ-
ten in Verilog-A. Hence, it can directly be integrated in a SPICE simulator to derive the
electrical behavior of the memory in the presence of the modeled defects.
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Figure 7.4: Comparing defect-free and defective device simulation model

7.3.3. FITTING AND MODEL OPTIMIZATION

The model is fitted to match the measurements from Section 7.1. The parameter values
used for the JART VCM v2 model are listed in Table 7.4. Fig. 7.4a shows the simulation
results for the BS device model as well as the measurements of defect-free devices for
different SET-RESET cycles. The model matches the measurements well, except for the
RESET current decrease, which is steeper than the measured current decrease. This is
because the model does not include the randomness of the filament growth and rupture,
and it is based on the CS model assuming that vacancies always shift between the two
switching regions; in a real RRAM device, the exchange is between the capping layer and
the oxide, leading to a less abrupt switching.

Fig. 7.4b shows the simulation results (of the calibrated model) and the measurement
data for a defective BS RRAM device suffering from an IUSF; we use the same parame-
ters as in Table 7.4 but with Ninit1 = 1.3 ·1027 m−3 and Nmax = 8.0 ·1027 m−3 so that the
ratio Ninit1/Nmax is rather small while still being physically realistic. It can be seen that
the simulation and the measurements match well, and the the simulation can predict
the switching moments ( 1 , 2 ), and the final resistance states ( S ). Note that that the
simulation has marginal deviations compared with the data, e.g., some shifts in SET and
RESET voltages. This is again caused by the used physical model that favors the abrupt
switching over the more gradual switching. Nonetheless, the obtained device model is
accurate enough (e.g., accurate in the prediction of the intermediate state S ) to be used
for fault modeling and test development.

The model is also calibrated to describe the behavior of weak devices modeling such
as that shown in Fig. 7.1c, e.g., using Ninit1 = 1.8 ·1027 m−3 and Nmax = 8.0 ·1027 m−3. The
results show a very good matching between measurements and simulations.

7.4. DEVICE-AWARE FAULT ANALYSIS
In order to analyze the IUSF effects on RRAM, a SPICE-based simulation is built; it con-
sists of a 1T1R cell (with same dimensions as those devices used during the charac-
terization) and the required circuitry to drive appropriate voltages in the three control
lines WL, BL and SL. The defect-free device is now replaced with the model of the defec-
tive RRAM device obtained in the previous section. The defect strength is governed by
the ratio Ninit1/Nmax; Ninit1 is varied from 1.2 ·1027 m−3 to 2.0 ·1027 m−3, and Nmax from
3.0 ·1027 m−3 to 8.0 ·1027 m−3 to fit within realistic physical limits [53] and ensure proper
functioning of the model. Similar to the characterization, the voltages are applied via the
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Table 7.5: Fault Analysis Results for IUSF.

Ninit1/Nmax Nmax Ninit1 Fault
[−] [1027 m−3] [1027 m−3]

0.15 8.0 1.2 〈0w1/U/-〉
0.18 8.0 1.4 〈0w1/U/-〉
0.20 8.0 1.6 Weak fault
0.20 60 12 Weak
0.23 8.0 1.8 Weak fault
0.23 60 14 Weak
0.25 8.0 2.0 Weak fault
0.27 6.0 1.6 Fault free
0.30 6.0 1.8 Fault free
0.33 60 20 Fault free
0.40 30 12 Fault free
0.47 30 14 Fault free
0.53 3.0 1.6 Fault free
0.60 30 18 Fault free
0.67 3.0 2.0 Fault free

BL and are swept from 0 V to 1.2 V back to 0 V for SET, as this is the only operation that
can sensitize the fault. While performing SPICE simulations, we inspect both the final
resulting resistance of the defective device (e.g., RSET after SET operation) and the I-V
graph; these are used to derive the behavior of the memory in the presence of the mod-
eled defects. For example, if the final device resistance is outside of the RSET range, then
F = U, and if the undesired CS occurs but only disturbs the RSET value without putting it
outside the spec, then it is a weak fault.

Table 7.5 shows the obtained results. It can be seen that faults are sensitized when the
ratio Ninit1/Nmax decreases; strong faults IUSFs are sensitized for ratios below 0.2, while
weak faults are caused for ratio’s between 0.20 and 0.25. A lower ratio gives more room
for vacancies to move from region 1 into region 2. This makes it easier for the device to
perform the undesired CS.

7.5. DEVICE-AWARE TEST DEVELOPMENT
As shown in Table 7.5, the defect causes strong and weak faults. A straightforward test for
the strong fault IUSF would be a March test. However, due to the nature of the faults (be-
ing intermittent and causing the cell to switch into ‘U’), a March test cannot guarantee
the detection of such a fault. It will rather probabilistically detect the fault; reading this
state will sometimes result in ‘1’ and sometimes in ‘0’. The following march algorithm
can be used:

March-IUSF =
{
m (w0,w1,r1)k

}
. (7.2)

If we assume that reading a cell in ‘U’ state results the same probability of getting ‘1’ or
‘0’ (i.e., 50 %), and that the occurrence probability of IUSF is PIUSF, then the detection
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probability is: Pd=1− (1− (PIUSF ·50%))k . Assuming that PIUSF=1.068 % (see Section 7.1)
results in k = 560 to realize a fault coverage of 95 %, and in k = 1291 to 99 %. Hence,
realizing high fault coverage needs long test time; not to mention the potential impact
of repeating memory accesses on the endurance. Note that the detection capabilities
might be further improved by adding additional stress factors, e.g., by using back-to-
back operations and special data backgrounds.

To reduce the test time while providing high fault coverage, design-for-test (DFT)
schemes can be used. For example, the authors in [19] change the references of the SA
to perform a binary search to find the resistance of the RRAM device. This idea can be
modified to detect the IUSF by setting the reference of the SA directly at the boundary be-
tween the ‘1’ and ‘U’ state, making the read operation deterministic; i.e., if IUSF occurs,
then the SA will always output ‘0’, and detect it. This results into Pd = 1− (1−PIUSF)k . In
this case realizing a fault coverage of 95 % requires k = 279 and 99 % requires k = 644; a
reduction in test time of about ≈2X as compared with march test only.

To further decrease the test time while keeping high fault coverage, specialized DFTs
are required. Such schemes could aim at increasing PIUSF (and thus decreasing k) by
e.g., increasing the current through the device during SET. This will lead to a wider CF
which increases PIUSF and thus decreases Pweak [39]. This could be done by boosting the
WL or BL voltage during SET in test mode. A drawback of this scheme is that it may lead
to lower RSET, which will increase power consumption. Alternatively, additional DFT
schemes could be introduced that continuously monitor and verify write operations, for
example by performing a read operation using the above mentioned idea from [19] after
every SET operation. This will increase the write latency and energy consumption, but it
will significantly boost the fault coverage.





8
TESTING AND RELIABILITY OF

COMPUTATION-IN-MEMORY

Modern computing architectures based on the von Neumann architecture suffer from ma-
jor memory bottlenecks that the data that can be processed by the processor. To overcome
these problems, researchers have proposed to move the computation for memory intensive
operations to the memory itself, thus alleviating the bottlenecks. RRAMs are a suitable
candidate to implement a Computation-in-Memory (CIM) architecture. However, such a
new architecture introduce new faults and failure mechanisms and thus require special-
ized test solutions. This chapter introduces the Device-Aware Test approach for RRAM-
based CIM architectures. We demonstrate that there are unique faults that are not seen
in regular memories, and that CIM architectures need to be tested both as a memory and
computing device. Furthermore, we investigate the reliability of RRAM-based CIM archi-
tectures. We analyze how well it can withstand the effects of process, voltage and temper-
ature variations.

This chapter is partially based on [31]–[33].
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Figure 8.1: Device-Aware Test approach overview

8.1. DEVICE-AWARE TEST FOR

COMPUTATION-IN-MEMORY OVERVIEW
Computing in the CIM core takes actually place within the memory. Hence, the CIM core
can operate in two different configurations: the memory and the computation configura-
tion. Fig. 2.15a shows these configurations, as well as the operations that each configura-
tion requires. Since the computation configuration also uses read and write operations,
it is a superset of the memory configuration. Note that at least part of the CIM hardware
used in the computation configuration is not used in the memory configuration. Hence,
CIM cores cannot be tested only as regular memories. CIM cores have to be tested for
both configurations. As the computation configuration makes use of the memory, the
latter has to be tested first. Testing CIM cores has to be performed as follows:

1. Memory Configuration Test: In this case, the memory functionality is tested; i.e.,
only the hardware that is required to perform memory operations is enabled and
tested. Obviously, common memory test solutions applicable to the type of mem-
ory can be used, e.g., the test solutions from Chapters 4, 5, 6, 7. Note that testing
CIM in this configuration is an independent step, and does not test all hardware
involved in the computation configuration.

2. Computation Configuration Test: In this case, the hardware responsible for all the
computing functionalities is tested. This hardware strongly depends on the CIM
architecture and the computing features it enables. For example, testing a CIM die
with (analog) vector matrix multiplication features could be different than testing
for logic bit-wise operations.

For test development, we follow again the Device-Aware Test approach from Chap-
ter 5, as illustrated again in Fig. 8.1. First, the defects must be understood and adequately
modeled. The resulting defect models are injected into the electrical netlist of the design.
Second, this netlist is simulated and the faulty behaviors are observed and compiled into
fault models. Ideally, before the fault analysis, the complete fault space should be defined
(when applicable). During the fault analysis, the fault space is verified by injecting ev-
ery defect in the netlist, which results in a set of realistic faults for that specific design or
layout. Third, test solutions for the realistic faults are generated. Applying the above test
development approach to CIM would mean applying it two times; once for each CIM
configuration, i.e., the memory and computation configuration.

Test development for CIM as memory: the memory core of CIM can be any kind of
memory such as conventional ones (SRAM, DRAM) as well as emerging ones (RRAM,
PCM, STT-MRAM). Although testing of SRAM and DRAM is very mature, testing of
emerging memories is still under investigation. They may need radically new ap-
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proaches in defect modeling; a defective non-linear device (e.g., an RRAM device) can-
not be accurately modeled with a linear resistor in series or in parallel with a perfect
device [28], [161].

Test development for CIM as computing unit: As already mentioned, testing CIM in
this configuration is strongly dependent on the design of the architecture. Defining what
to test for implies the identification of the modified or new blocks integrated with the
memory core to realize the computing functionality. To illustrate this, we will briefly
analyze two examples of CIM architectures that are explained in Section 2.4.1: CIM-Ah
majority Logic [69] and CIM-Pr Scouting Logic [66].

CIM-Ah Majority Logic: realizing such functionality within e.g. RRAM crossbar will
need the modification of the following memory components: a) Memory array, b) BL
and SL drivers, and c) Control logic. CIM-A architectures require always a redesign of
the memory cells, as the conventional memory cell dimensions and their embedding
in the bit and word line structure do not allow them to be used for logic. A conven-
tional memory cell is namely heavily optimized in terms of processing stack and layout.
Therefore, any modifications of the array require a new cell design and characterization
process for the new control voltages, currents, etc. In addition, modifications in the pe-
riphery are needed to support the changes in the cell. In case of CIM-Ah Majority Logic,
the write drivers and the control circuitry have to be redesigned to support the required
functionality; e.g., the control logic needs to assure that the output of the sense amplifier
can be fed back into the array via the drivers for operations on data from multiple cells.
Therefore, testing CIM-Ah Majority Logic requires the guarantee of testing the memory
array, BL and SL drivers, and the control logic. Note that the memory array is tested both
in the memory configuration as well as in computation configuration; an access to the
memory during computation could lead to an erroneous bit flip of the cell.

CIM-Pr Scouting Logic: As Fig. 2.17 shows that realizing such functionality, for exam-
ple within RRAM crossbars, will need the modification of the following memory com-
ponents: a) Memory array, b) Word line decoders, c) Sense amplifiers, and d) Control
logic. Even though the computational results are produced in the peripheral circuits, the
memory array for CIM-P is a substantial component in the computation. As the periph-
eral circuits are modified, the currents and voltages applied to the memory array are typ-
ically different than in the conventional memory. Obviously, the majority of the changes
take place in the peripheral circuits and minimal to medium changes are required in the
memory array. CIM-Pr Scouting Logic activates two or more (but not many) rows of a
memory array simultaneously (similar to multi-port memories) during computations.
Hence, in addition to a customized sense amplifier to perform the logic operation, this
architecture also requires modifications in the address decoder to activate several rows
at the same time. Note, however, that modifications in the cell array could be minimal
as the total read current is still small. Therefore, testing CIM-Pr Scouting Logic requires
to test the memory array, sense amplifiers, the decoders, and the control logic. Note
also here that the memory array is tested both in the Memory Configuration as well as in
Computation configuration; e.g., simultaneous access of the memory array during com-
puting may lead to a fault in a cell.
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8.2. DEVICE-AWARE DEFECT MODELING

8.2.1. MEMORY CONFIGURATION

In a RRAM-based CIM core, defects may occur in transistors, interconnections, or in the
RRAM devices, as explained in Chapter 4. Defects in transistors (e.g., lithographic vari-
ations, polish variations, material impurity, pinholes, etc. [119]) and interconnects (e.g.,
line edge roughness, irregular shapes, small particles, etc.) are modeled as linear resis-
tors between related nodes. All possible linear resistor defects are shown in Fig. 4.1. The
strength of these resistive defects Rdef is varied from 1Ω to 100 MΩ in 11 logarithmically
spaced points. Defects in RRAM devices are related to the oxide and electrode structures
and have a strong effect on the conductive filament, as described in Chapter 3. Due to
the non-linear behavior of the RRAM device, these defects cannot be accurately modeled
by linear resistors [27]. Therefore, these forming defects are modeled using device-aware
defect modeling approach that takes into account the actual physical behavior of a de-
fective device [28]. We use the forming model that was developed in Chapter 6. In this
work, the forming current value is considered between 1µA and 35µA in steps of 1µA.

8.2.2. COMPUTATION CONFIGURATION

The defects that may occur in the computation configuration devices are equal to the
defects that may occur in the memory configuration. Therefore, for the computation
configuration test we apply the same defect models as we applied for the memory con-
figuration test development. That is, transistor and interconnection defects are modeled
with linear resistors, and RRAM device defects are modeled with the forming model from
Chapter 6.

8.3. DEVICE-AWARE FAULT MODELING

8.3.1. MEMORY CONFIGURATION

Fault modeling consists of defining the fault space and verifying it via defect model in-
jection and circuit simulation.

FAULT MODELING

We will define the fault space for the memory array, address decoders, and sense ampli-
fiers.

Array The fault space for the memory array is similar to the one defined in Chapter 5.
Again, we make use of the FP notation to describe faults in the memory array.

Address Decoders AD faults in a single decoder are well studied and can be grouped in
static and dynamic/delay faults. Static AD faults (AFs) always lead to errors, and consist
of [162]: no access (AFna), multiple cells (AFmc), multiple addresses (AFma), and other
cells (AFoc). Delay faults (ADFs), which affect the timing of the AD, consists of two faults
[163]: Activation delay fault (ActD), or Deactivation delay fault (DeactD).
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Figure 8.2: Fault maps for defect RBr BL-SL and forming defect. A white square indicates an ETD fault, a gray
one an sHTD fault, and a black one fault-free

Sense Amplifiers SA faults can be grouped in static and dynamic faults. Static faults
are SA stuck-at faults (SASF) forcing the SA to produce a fixed output value irrespective
of applied memory operation. Dynamic SA faults are slow SA faults (SSAFs) where the
SA operation is too slow [164].

FAULT ANALYSIS

Array The top part of Fig. 8.2a graphically gives the simulation results for defect
RBr BL-SL, while the top part of Fig. 8.2b does the same for the forming defect (the bottom
parts shows the results for CC configuration that will be discussed in Section 8.3.2). The
colors in these graphs relate to the nature of the validated faults; black indicates that
no FP was sensitized (correct operation), white indicates an easy-to-detect (ETD) FP, and
gray a hard-to-detect (sHTD) FP, as was explained in Chapter 5. ETD faults are those
whose detection can be always guaranteed by applying write and read operations, while
sHTD faults are those for which this is not the case, although they may be detected (for
example the FP 〈1r1/U/?〉 resulting in a random read). The top parts of Fig. 8.2 shows
that depending on the strength of the defect (x-axis) and the applied sensitizing oper-
ation (y-axis), a fault may or may not be sensitized. In addition, it reveals that a single
defect with a fixed strength can sensitize multiple faults; e.g., RBr BL-SL with a strength
of 465Ω sensitizes different FPs for S = 0w0, 0w1, 1w0, 1w1, and 0r0. These multiple
faults form together what we call a fault class (FC). For example, the forming defect for
Iform = 1µA sensitizes both ETD FPs (due to S ∈ {0,0w1,1w1,1r 1}) and sHTD FPs (due to
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Figure 8.3: WL decoder faults

S ∈ {0,0w0,1w0,0r 0}) belonging to a single FC.
The results of the fault analysis form the basis for test development. The obtained

faults in the previous section are classified as ETD faults (which can easily be detected
by e.g. March test [162]) and sHTD faults (which may or may not be detected by March
test and guaranteeing their detection requires additional effort such as special DfT cir-
cuitry). In addition, for each FC (fault class) of FPs (caused by a single defect with a fixed
strength) only a single FP needs to be detected. We develop FC tables similar to those in
Section 5.4.3 in Table 8.1. Each row gives the minimum number of FPs that have to be
considered per defect (i.e, left column of the table) in order to maximize the defect cover-
age. These FPs may belong to the same or different FCs, indicated with the super-scripts.
FPs with the same super-script belong to the same FC; e.g., the first row consists of two
FCs indicated with 1 and 2, while the last row consists of 5 FCs. Note that for a maximal
fault coverage, only one FP per FC should be detected. Including FPs belonging to the
same FC in a single row aims at providing freedom to select the right sensitizing opera-
tion in order to also detect additional FPs caused by other defects, while optimizing the
test time. For example, the detection of FC 1 of RBr BL-int can be done by the detection
of 〈0r0/0/1〉 or 〈1w0/1/1〉. However, targeting 〈0r0/0/1〉 allows also for the detection of
faults caused by RBr BL-WL, RBr BL-SL, ROp WL, RSh BL-GND, and RSh BL-Vdd; and part of faults
due to RSh int-Vdd and RSh WL-GND (see column 0r0 in the table). Note that the faults re-
ported in the left part of Table 8.1 consist of ETD faults given in black font and HTD faults
given in red one.

Address Decoders Fault analysis for address decoders has been studied also very well
by assuming a linear resistor as defect model [163], [164]. For example, Fig. 8.3 illustrates
how an open defect in a WL can cause AFna or ADFs, depending on the defect size.

Sense Amplifiers Sense amplifier faults in semiconductor memories have been well
studied [9], [164]. They can be divided into static and dynamic faults. Static faults are
assumed to be caused by complete opens, low ohmic shorts to VDD or GND, or low ohmic
bridges [162]; they consist of the traditional SA Stuck-at fault (SASF), an SASF means
that the SA always outputs the same value, independent of its inputs. Dynamic faults
are caused by partial opens and shorts and consist of two faults: 1) Unbalanced SA fault
(USAF) [9]: the SA has a continuous tendency to switch to a certain value under equal
input conditions, rather than being balanced, and 2) Slow SA fault (SSAF) [164]: the SA
is too slow to switch, which may result in incorrect read values.

Fault analysis for SAs has been performed by assuming that any defect can be mod-
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Figure 8.4: SA faults

eled as a linear resistor. Fig. 8.4 illustrates the faults that may occur when performing
a r0 operation in an SA in the presence of an open defect (Rdef) between transistors N2
and N4 of Fig. 2.12. This defect leads to a slower discharge of node B, as the path to GND
now has a higher resistance. It can be seen that when Rdef < 18.8kΩ, the defect causes an
unbalance in the SA and thus is slowing down the sensing operation causing USAFs and
SSAFs. When Rdef ≥ 18.8kΩ, the SA will always switch to the wrong value, thus leading
to an SASF.

8.3.2. COMPUTATION CONFIGURATION

In this section, we define and verify the fault space in the CC for the array, ADs, and SAs.

FAULT MODELING

Array In Scouting logic, a compute operation can be seen as a special read operation in
which two cells are read simultaneously by a single (modified) SA. This dual access may
cause new faults in the memory array as it is the case for dual-port memories [165]. To
define the fault space for these faults, the 〈S/F/R〉 notation scheme needs to be extended
to: 〈S1 : S2 / F1 : F2 / R〉op . In this notation, S1 and S2 describe the two simultaneous sen-
sitizing sequence applied to cell 1 and 2, respectively; “:” indicates that these sensitizing
operations are applied in parallel. If there is no operation applied to a cell, then this is
denoted with n. F1 and F2 denote the state of the cells after the sensitizing operation,
R indicates the read output, and op indicates the operation being performed (e.g., AND,
OR). For example, 〈1r11 : 0r02 / H1 : 02 / 1〉AN D denotes an FP where, due to an AND op-
eration performed on two cells containing ‘1’ and ‘0’, the value of cell 1 is flipped from
‘1’ to ‘H’, while the produced result at the output is a wrong ‘1’. This extended FP no-
tation can be used to define the fault space for all faults in the memory array in both
configurations.

Address Decoders The two row decoders operate simultaneously to select the operands
for the compute operation; their behavior is the same as in dual-port memories. It has
been shown that defects in address decoders for dual-port memories can lead to port
interference faults (AFpi) [166]; e.g., one of the row decoder erroneously selects an addi-
tional world line when the inputs of both selected decoders have certain defined values.
These faults do not occur when the ADs operate sequentially. Note that AD faults in MC
can be seen as a subset of AD faults in CC.
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Sense Amplifiers The (modified) SAs in the CC suffer from the same faults as in the
MC, except that these faults can occur for every computing operation (e.g., AND, OR).
Thus, the SA fault space in the CC is a superset of that of the MC.

FAULT ANALYSIS

Array The bottom part of Fig. 8.2a and 8.2b graphically presents faults that are sensi-
tized in the CC. The simulation is based on a single defect at a time approach; in this case
cell 1 is defective when applying logic operations on cell 1 and cell 2. The figures show
similar trends. That is, depending on the strength of the defect and the applied logic op-
erations, a fault may or may not be sensitized. In addition, two important observations
can be made when comparing the results of the MC and those of the CC (in the same
figures):

• A defect with some strength may not sensitize an FP in the MC but it will in CC.
For example, in the MC, RBr BL-SL causes faults only for 1Ω to 3.6 kΩ. In the CC,
however, the same defect can cause faults even for higher values such as 28 kΩ.
Hence, testing the CIM die in the MC is not enough and testing it in CC is a must.

• A defect may cause faults only in the MC, e.g., see defect RSh WL-Vdd. Hence, testing
only the CC will lead to test escapes.

• A defect may cause HTD faults in MC and ETD faults in CC. For example, the form-
ing defect for 21µA ≤ I f or m ≤ 23µA causes ETD faults when S = 1r11 : 0r02 AN D ,
while it causes only HTD faults in MC for S = 1w0. Hence, testing in CC will in-
crease the fault coverage at low cost.

• A defect may cause HTD faults in the CC while ETD faults in the MC; see the form-
ing defect for 30µA ≤ I f or m ≤ 35µA. Hence, both configurations need to be con-
sidered for high quality and optimal test solutions.

• Many defects that sensitize faults in the MC also sensitize faults in the CC, e.g.,
defect RBr BL-SL. This increases the amount of faults in the FC. A test needs only to
detect one of these and thus can become more efficient.

Address Decoders The Scouting logic computation configuration requires both ad-
dress decoders to act simultaneously to select the appropriate word lines. This config-
uration may give rise to unique address decoder faults, and is quite similar to dual-port
memories [166]; also here two addresses should be selected simultaneously. Hence, the
same fault space and fault models can apply. Such faults are called port interference
faults and are due to potential interference/bridges between the two decoders (between
wires of the two different decoders). They differ from single AFs in the sense that they
only occur when two decoders are accessed simultaneously, and not when operating se-
quentially. For example, one of the decoders erroneously selects an additional word line
when the inputs of both decoders have defined values. Consider Fig. 2.19 and assume
the two addresses A1A2A1A0=‘1111’ and B3B2B1B0=‘1110’ are selected in a 4-bit WL de-
coders; these will drive WL0A and WL1B simultaneously. If now a low ohmic bridge de-
fect exist between the node Y1 of the decoder circuit driving WLB1 and the node X2 of
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Figure 8.5: Faults in Scouting logic-based CIM die

the decoder circuit driving WLA2, then the simultaneous selection of WL0A and WL1B
will result in erroneous selection of WL2A, i.e., WL0, WL1, and WL2 will be activated.

Sense Amplifiers The modified SA in the computation configuration may suffer from
similar faults as the SA in the memory configuration. These faults (consisting of SASF,
USAF and SSAF) can take place in each of the computing configurations of the SA in-
cluding OR, AND, and XOR; note that the modified SA uses different reference currents
to perform the different logic operations.

From the above we can conclude that faults in Scouting logic-based CIM dies consist
of: 1) faults sensitized only in the CC, 2) faults sensitized only in the MC, and 3) faults
sensitized in both configurations as illustrated in Fig. 8.5. High-quality and optimal test
solutions have to take this into consideration.

8.4. DEVICE-AWARE TEST DEVELOPMENT

8.4.1. MEMORY CONFIGURATION

TEST FOR ETD FAULTS

Analyzing the ETD memory array faults in the left part of Table 8.1 reveals that detecting
faults sensitized by all defects requires a test which detects the following 6 FPS: 〈0r0/0/1〉,
〈1r1/1/0〉, 〈0w1/0/-〉, 〈1w0/1/-〉, 〈0w1; 0/1/-〉, and 〈1w0/H/-〉. These can be detected by
some known March test algorithms such as March C- [162], or by dedicated March tests
optimized for such faults. Note that such test will also cover the ETD (i.e., static) SA faults
in MC configurations, as these are modelled as stuck-at-faults. For the detection of ETD
faults in the ADs, a test should satisfy the following conditions [162]: ⇑(rx, . . . ,wx̄) and
⇓(rx̄, . . . ,wx) for x=0 or x=1 (x̄ denotes the negation of x. ⇑ (⇓) denotes an increasing
(decreasing) address order. Taking all requirements for ETD faults in MC configuration
results in the following March test with a test length of 3Tw +3Tr :

March-ETD-MC = {m (w0);⇑ (r0,w1); ⇓ (r1,w0);m (r0)
}

(8.1)

It can be easily verified that the test guarantees the detection of all considered ETD
faults (array, SAs, ADs). In addition, the test may detect some of HTD faults such as array
faults with undefined state, e.g.,〈0w1/U/-〉. In this case, a subsequent read operation
may return ‘0’ instead of ‘1’.

Note that the CIM die consists of two row decoders. Hence, both should be tested for
ETD faults, e.g., by applying the test twice. However, this can be done more efficiently
by dividing the columns equally over both row decoders. For example, if the array has C
columns, decoder A is used for all columns less than C /2 and decoder B for all remaining
columns.
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TEST FOR HTD FAULTS

Detecting the HTD faults in the array requires more effort than detecting the ETD ones,
e.g., by including DFT schemes. Looking again at the left part of Table 8.1 reveals that
detection of all HTD faults in the array requires the detection of 3 FPs: 〈1w0/U/-〉,
〈1w0/L/-〉, and 〈0w1/U/-〉 (or any other FP of FC 2 of the forming defect). We propose
to use the weak write DFT scheme from [13] (see Section 4.3.2). The write operation is
modified so that it pushes defective cells in a wrong state but defect-free cells remain
unaffected. For example, the fault 〈0w1/U/-〉 can be detected by first performing a nor-
mal w1 operation followed by a ŵ0 operation; the latter puts the defective cell into ‘0’. A
defect-free cell does not have enough time to switch back to ‘0’ and remains in ‘1’. When
a r1 is performed thereafter, the defective cell can be detected. Cells in ‘L’ and ‘H’ can
be detected in a similar way, e.g., the fault 〈1w1/H/-〉 can be detected by performing a
ŵ0 operation following a normal w1 operation so that a defect-free cell switches to ‘0’,
while the defective cell remains in ‘H’ or ‘1’. Combining the weak write scheme with the
required memory operations yields the following March-HTD-MC algorithm with test
time of 5Tw +3Tr :

March-HTD-MC = {m (w0);⇓ (r0,w1,ŵ0) ;

⇑ (r1,w0);m (ŵ1,r0)
}

.
(8.2)

The HTD faults in the peripherals are delay faults. Traditional march tests may or
may not sensitize these faults, and thus the detection probability is low. However, in
[163], it has been shown that ActD and DeactD in ADs can be sensitized by applying spe-
cific sensitizing sequences with specific addressing transitioning order, e.g. by applying an
mH1 (Hamming distance between two addresses of 1) addressing order. Hence, the fault
coverage of March-HTD-MC can be improved by including these sensitizations. For high
test efficiency, the column addresses should again be split between both row decoders.
In the SA, SSAFs can be sensitized applying a back-to-back stressing sequence with fast
row access to the SA that forces the output to switch quickly between ‘1’ and ‘0’ [164].
This can, for example, be done by adding the following sequence to March-HTD-MC:
m (r0,w1,r1).

8.4.2. COMPUTATION CONFIGURATION

This section presents a test for the CC ETD and HTD faults.

TEST FOR ETD FAULTS

A test for the ETD faults in the CC can be developed in the same way as for the MC. How-
ever, when developing a test to cover all ETD memory array faults in both configurations,
two approaches can be used: 1) extend the test for the MC faults to cover additional CC
faults; or 2) develop a test (as we did it for MC) but then by considering faults of both con-
figurations at the same time. The benefits of the first way are easier test development,
and better defect characterization thanks to the clear split between the configurations.
The benefit of test co-development for both configurations is that it results in more com-
pact and efficient tests. Next we will use the second approach as it can be done in a
systematic way (as done for MC faults), and results in low test complexity algorithms.
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The right side of Table 8.1 lists the compute faults that were sensitized per defect.
The entries are derived in the same way as was done for the MC. The test for the ETD
array faults in both configurations is developed by selecting the minimal amount of Ss,
in the MC and CC, that sensitize all FCs in Table 8.1. For example, the selection of the
four sensitizing sequences S ∈ {1w0,1r1,0r0 : 1r1AND,1r1 : 0r0AND,1r1 : 0r0OR} results in
the following 5Tw +5Tr test detecting all ETD array faults:

March-ETD = {m (w0);⇑ (r0,w1);⇓ (r1,w0);

m (w1r : n,r1r : r0r+1, r0r+1 : r1r , r1r : r0r+1,

w0r : n)AN D,AN D,OR
}

.

(8.3)

The test switches between memory (i.e., the first three march elements) and compute
(i.e., last march element) configurations; n denotes no operation. Note that for the com-
puting operation access two cells in the same column simultaneously (i.e., rows r and
r +1). In addition to all ETD memory array faults, it can be easy seen that the test also
detects SA and AD faults in MC. However, the detection of SA and AD faults in CC require
additional attention. To detect the CC SA faults, two elements that contain (r1 : r1)AN D

and (r0 : r0)OR need to be added. To detect CC AD faults, an additional test such as those
used for dual-port memories can be used [166].

The computing features can be further used for test optimization. For example, in-
stead of performing m (r0r : nr+1)R to all memory cells, one can perform the OR opera-
tion to each two adjacent rows, i.e., m (r0r : r0r+1)OR . This will result in 50% less execution
time. The same philosophy can be applied to m (r1r : nr+1)R with regards to AND. With
this addressing, the test time is sped up 5%.

TEST FOR HTD FAULTS

The test for all HTD array faults is developed similarly to the ETD test. From Table 8.1, it
follows that all faults in the array can be sensitized by S ∈ {1w0,1r1,0r0 : 1r1AND,1r1 : 0r0OR}.
To detect the HTD faults in the array in both configurations, we again apply the weak
write operations DFT [13]. This results in the following March-HTD algorithm applied
to every column with a test time of 6Tw +5Tr :

March-HTD = {⇑ (w1);⇑ (r1,ŵ1,r1) ;

⇓ (w0,ŵ1) ;⇓ (r0r : n,w1r : n,

r1r : r0r+1, r0r+1 : r1r ,w0r : n)R,OR,AN D
}

.

(8.4)

To detect all CC SA faults the same additional sequences as for March-ETD need to be
included. To further improve the fault coverage for SA faults, an additional back-to-back
stressing sequence with fast row addressing can be added to March-HTD as well [164].
Further, all AD faults can be detected by combining March AF2 from [166] with the spe-
cialized sensitizing and addressing sequences from [163].

8.5. COMPUTATION-IN-MEMORY RELIABILITY
Next, we analyze how robust the Scouting logic RRAM-based CIM implementation is to
process, voltage, and temperature (PVT) variations.
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(a) T = 300K, VDD = 1.5V, nominal (b) T = 273K, VDD = 1.5V (c) T = 358K, VDD = 1.5V

Figure 8.6: Number of operation errors for varying temperature. Each data point refers to 1000 Monte Carlo
simulations points.

To study the impact of resistive variations on the CIM performance, we perform
all possible 2-bit AND and OR operations, with varying operating conditions using the
Scouting logic architecture from Section 2.4. We vary the ambient temperature (T ) and
the supply voltage (VDD). Based on the nominal corner at 300 K and VDD of 1.5 V, we in-
vestigate the fixed voltage corners with varying temperature (273 K and 358 K) and the
fixed temperature corners with varying VDD (1.4 V and 1.6 V). For every combination,
we perform a sensitivity analysis to study the influence of six different component PV
combinations in the circuit: cell transistor only (CT), cell memristive device (CM), cell
transistor and memristive device (CTM), reference transistor (RT), reference memris-
tive devices (RM), and reference transistor and memristive device (RTM). For every tem-
perature, voltage and component variation combination, we perform 1000 Monte Carlo
(MC) simulations. For the transistor variations, we use the variation models included in
the TSMC 40nm LP process development kit, while for RRAM device variations, we set
up the models according to [53]. We study both D2D and C2C variations. We initialize
the cells to the opposite value of the desired value to include the D2D variation. Subse-
quently, we write the correct value to the cell before we perform the logic operation to
include the C2C variation. To illustrate, if the desired operation is 1 AND 1, we initialize
the cells to ‘0’, then write a ‘1’ to them and perform the CIM operation.

For every MC iteration, we record three metrics: 1) Number of operation errors
(number of operations that fail to produce the correct answer) 2) Energy consumption
(energy consumption of the complete circuit during the read operation) and 3) Sens-
ing delay (the delay between the start of the sensing operation and the output crossing
VDD/2).

First, we present the results for the nominal case. Second, we present the results for
the temperature variations. Third, we present the results for the voltage variations.

8.5.1. NOMINAL CASE: NO VOLTAGE/TEMPERATURE VARIATIONS
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NUMBER OF OPERATION ERRORS

Fig. 8.6a lists the number of operation errors for the nominal case, i.e., T = 300K and
VDD = 1.5V. The x-axis lists the cell technology with the varied component combination,
e.g., RRAM: CTM denotes that the components that are varied are the cell transistor and
the cell RRAM device. The y-axis lists the performed operations, e.g., 1 OR 0. We observe
the following:

• More errors are observed when the equivalent cell resistance is closer to the refer-
ence resistance.

• There are no RRAM access transistor faults.

They will be discussed in detail below. We can see that the closer the equivalent resis-
tance is to a reference, more errros will be generated. To illustrate, the equivalent resis-
tance of two cells storing a ‘1’ and ‘0’ is closer to the OR reference resistance than two
cells storing ‘1’ and ‘1’. Hence, variations will cause more operation errors in those cases.
Finally, the figure shows that there are no RRAM access transistor faults. This is caused
by the fact that this transistor is relatively large, and thus PV here has a relatively small
effect on the performance [167].

ENERGY CONSUMPTION

Table 8.2 lists the mean energy consumption results in columns A. The table shows that
the lower the equivalent and reference resistance is, the more energy is consumed. This
can be explained by the fact that lower resistance will discharge the nodes of the SA fur-
ther before the difference is sensed than higher resistances.

SENSING DELAY

Table 8.3 lists the mean sensing delay results in columns A. We chose to only list the
sensing delay per operation, as there was more variation here than per component com-
bination. The table shows that the sensing delay is the shortest when the equivalent cell
and reference resistance are farther from each other. This can be explained by the larger
voltage difference that will develop during the sensing phase, which will lead to a faster
sensing operation.

8.5.2. TEMPERATURE DEPENDENCE

NUMBER OF OPERATION ERRORS

The number of operation errors for the three studied temperatures is shown in Fig. 8.6.
From the figures the following observation can be made.

• Temperature has a limited effect on RRAM cells.

This will be discussed next. The reduced number of errors in RRAM cells for higher tem-
peratures can be attributed to the fact that with higher temperatures there is less resis-
tance variation for RRAM cells [142]. Hence, the impact of these temperature variations
is marginal for RRAM cells.
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(a) T = 300K, VDD = 1.5V, nominal (b) T = 300K, VDD = 1.4V (c) T = 300K, VDD = 1.6V

Figure 8.7: Number of operation errors for varying VDD. Each data point refers to 1000 Monte Carlo simulations
points.

ENERGY CONSUMPTION

The results on the energy consumption are shown in Table 8.2 in columns A and B.
The table shows that, due to the change in transistor threshold voltage, less energy is
consumed when the temperature decreases, and more energy is consumed when it in-
creases. Furthermore, the same trends from the nominal case are seen at these two tem-
perature corners as well.

SENSING DELAY

The results on the sensing delay are shown in Table 8.3 in columns A and B. Lower tem-
peratures decrease the sensing delay, as the SA is able to operate faster. Further, the
operation dependability seen in the nominal case still applies.

8.5.3. VOLTAGE DEPENDENCE

NUMBER OF OPERATION ERRORS

The number of operation errors for varying VDD is shown in Fig. 8.7. The following ob-
servation can be made:

• Lower voltages lead to more operation errors.

This will be explained next. Lower voltages introduce more operation errors, as the
transistor current is reduced. This increases the equivalent resistance of the cells and
thus lowers the difference with the reference resistance, leading to operation errors. For
RRAM, lowering VDD also decreases the voltage over the RRAM device, which increases
its switching time. This is more severe for the RESET process, i.e., writing ‘1’, and thus
more errors will occur when an operation contains a ‘1’. Note that the difference be-
tween the OR reference resistance and the equivalent resistance of two cells that store ‘1’
is large enough so that no errors occur for this operation. Higher voltages do not affect
the RRAM performance, as there is sufficient voltage to reliably write the cells.
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ENERGY CONSUMPTION

The effects of voltage variations on the energy consumption are listed in Table 8.2 in
columns A and C. As expected, it decreases when the voltage decreases, and it increases
when the voltage increases. Furthermore, the operation dependability is similar to the
nominal case.

SENSING DELAY

The effects of voltage variations on the sensing delay are listed in Table 8.3 in columns
A and C. Lower voltages will result in a slower SA, and thus increase the sensing delay,
while higher voltages will speed up the sensing and thus reduce the sensing delay. Fur-
thermore, the operation dependability is similar to the nominal case.

8.5.4. POTENTIAL IMPROVEMENTS
This section discusses improvements to reduce the impact of PVT variations on the CIM
performance.

• Increase the LRS/HRS ratio: Increasing this ratio increases the difference between
the two references and the closest equivalent cell resistances. This can be imple-
mented in RRAM by changing the cell drivers that are used for writing.

• Change the operation: The number of operation errors depends strongly on the
difference between the reference and the equivalent cell resistance. Hence, many
errors can be mitigated if the operation with the largest difference is favored. Here,
this means that the AND operations should be preferred for RRAM. Additionally,
changing the operand encoding to HRS/LRS=0/1 allows reusing the initial OR op-
eration to reliably implement the AND operation.

• Modify cell structure: In [168], the authors propose to add a second access tran-
sistor, word and bit line, to increase the difference between the equivalent cell and
reference resistance. This can be effective, but decreases the density of the CIM
capable memory, which increases its cost.
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Table 8.1: Sensitized FPs that cover maximal amount of defect strengths in an FC. FCs indicated by -x, x ∈N,
red FPs are HTD.
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Table 8.2: Mean CIM Energy Consumption [pJ]

Experiment set A B B C C
T [K] 300 273 358 300 300
VDD [V] 1.5 1.5 1.5 1.4 1.6
0 OR 0 7.41 7.29 7.94 6.15 8.82
1 OR 0 7.19 6.95 7.76 5.88 8.56
1 OR 1 6.40 6.16 6.97 5.22 7.72
0 AND 0 6.42 6.28 7.05 5.14 7.73
1 AND 0 6.27 6.03 6.96 5.10 7.58
1 AND 1 6.08 5.81 6.69 4.97 7.39

Table 8.3: Mean CIM Sensing Delay [ps]

Experiment set A B B C C
T [K] 300 273 358 300 300
VDD [V] 1.5 1.5 1.5 1.4 1.6
0 OR 0 708 664 746 784 651
1 OR 0 737 709 777 833 672
1 OR 1 606 585 628 681 563
0 AND 0 620 581 645 676 574
1 AND 0 627 607 650 684 580
1 AND 1 638 619 661 700 592
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9.1. SUMMARY

9.1.1. CHAPTER 1: INTRODUCTION

This chapter introduced this thesis. We explained the Von Neumann architecture, the
memory hierarchy and the three walls it faces. These walls are: the power wall, the
memory walls, and the instruction level parallelism wall. We explained what emerg-
ing memories are, how they could replace current mainstream memories, and can be
used to mitigate the problems the walls pose. After that, we presented the state of the
art in RRAM testing. We concluded that existing RRAM test solutions do not detect ac-
tual defects in the RRAM device, but instead defects in the interconnections. After this,
we formulated the research topics of this thesis. These are: accurate defect modeling,
accurate fault modeling and analysis, and high-quality test development. We listed the
contributions of this thesis and detailed how they address the research topics.

9.1.2. CHAPTER 2: BACKGROUND

This chapter introduced the fundamentals of RRAM. We have shown that there exist
three switching modes for RRAM devices: bipolar switching, unipolar switching, and
complementary switching. We compared several compact RRAM models superficially
and studied three models in more depth. These models can be used in the RRAM ar-
chitecture that was explained next. We explained the structure and workings of all the
components. After that, we introduces the CIM concept and showed how the regular
RRAM architecture needs to be adapted to perform Scouting logic. Finally, we presented
an overview of existing RRAM chips, both prototypes and commercially available ones.

9.1.3. CHAPTER 3: RRAM STRUCTURE, PRODUCTION PROCESS, DEFECTS,
AND RELIABILITY

This chapter presented the production process of a RRAM, the defects that may occur,
and the related reliability issues. First, we presented the structural details of an OxRAM
RRAM device. After that, we introduced the three steps of the manufacturing process:
front-end-of-line, back-end-of-line, and the CF forming. We explained the details of
these three steps and what defects may occur there. Finally, we presented the major
reliability problems for RRAMs and related these to the production process as well.

9.1.4. CHAPTER 4: TRADITIONAL DEFECT MODELING, FAULT MODELING,
AND TEST DEVELOPMENT

In this chapter, we presented and demonstrated the traditional test development ap-
proach. We applied it to model spot defects in the interconnections of a RRAM. First,
we showed which interconnections suffer from which defects. Then, we performed fault
modeling and analysis. We defined the complete fault space and investigated the faults
that already exist in literature. Further, we validated the fault space for the spot defects.
After this, we showed which RRAM tests exist in literature and how they can detect the
faults that were sensitized.
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9.1.5. CHAPTER 5: DEVICE-AWARE TEST APPROACH

This chapter introduces the DAT approach. We demonstrate that the traditional defect
modeling approach that makes use of linear resistors falls short to model RRAM device
defects. The DAT approach aims to model the actual physics of a defective device and
consists of three steps: 1) device-aware defect modeling, 2) device-aware fault modeling,
and 3) device-aware test development. Step 1) is the most important, as this step forms
the bridge between actual measured defects and an accurate defect model that can be
used for test development. In, step 2) we presented a method to perform fault analysis
in such a way that optimal test can be developed. During step 3), we presented a test
development algorithm that results in test algorithms of minimal test time and maximal
coverage. We demonstrate the complete DAT approach to the interconnection defects.

9.1.6. CHAPTER 6: DEVICE-AWARE TEST FOR FORMING DEFECTS

This chapter applied the DAT approach to forming defects. First, we explained and char-
acterized the failure mechanism. After this, we applied the DAT approach and developed
a device-aware defect model. This defect model shows good correspondence to the char-
acterization data and is subsequently used to perform fault modeling and analysis. The
results of this steps are used to develop a device-aware test that can detect the defects.
Finally, we compare the results with what the traditional approach would have resulted
in, and we can conclude that the traditional approach is unable to sensitize the correct
faults. This will result in low-quality test and thereby test escapes and yield loss.

9.1.7. CHAPTER 7: DEVICE-AWARE TEST FOR INTERMITTENT UNDEFINED

STATE FAULTS

This chapter applied the DAT approach to the intermittent undefined state fault. Again,
we first explain and characterize the failure mechanism. Next, we demonstrate that the
traditional defect modeling approach falls short to model this defect properly. After this,
we developed a device-aware defect model that can sensitize the fault. We perform fault
modeling and analysis, and develop test solutions to detect the fault.

9.1.8. CHAPTER 8:
TESTING AND RELIABILITY OF COMPUTATION-IN-MEMORY

This chapter applied the DAT approach on RRAM-based Scouting logic CIM and it stud-
ied the effects of PVT variations on the reliability of this CIM architecture. We demon-
strate that CIM architectures need to be tested both in their memory and computation
configuration. We define the fault space for this architecture and validate it using inter-
connection and forming defect models.From the fault analysis it follows that there are
unique computation configuration faults, and thus, that a CIM chip needs to be tested
in both configurations. After this, we analyze the PVT effects on the CIM reliability. We
show that the most errors are caused by the fact that the resistive difference between the
AND reference and the equivalent cell resistance is smaller than the difference with the
OR reference. As such, the AND operation is more prone to reliability issues.
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9.2. FUTURE WORK
In this thesis, we demonstrated the usefulness of the DAT approach for developing high-
quality tests for RRAMs. Future work should focus on the following points:

Modeling More RRAM Defects From Chapter 3, it follows that there are many RRAM
unique defects that are not modeled yet, even though they will have a major impact on
the RRAM performance. Some examples are: electrode roughness and material redepo-
sition. Both have a strong impact on the forming process, and thus on the performance
of the fabricated device.

Improving RRAM Test Solutions We have shown that many hard-to-detect faults for
RRAM are caused by the device being in either ‘L’, ‘H’, or ‘U’ state. Furthermore, it has
become clear that the currently existing test solutions are not optimized to detect these
faults efficiently. This is especially true for the intermittent undefined state fault, as its
occurrence is not certain during test time. To address this, smarter DFTs needs to be
developed that allow for in-field detection of these kinds of faults. For example, by mod-
ifying the sense amplifier.

Applying DAT to Other Technologies It has been shown that STT-MRAM also benefits
from the DAT approach [155], [169]. Hence, it makes sense to believe that it can also
be applied to emerging memory technologies, such as PCRAM, but also to established
technologies, such as DRAM, Flash, and FinFET transistors. Furthermore, we demon-
strated in this work that the approach is also applicable to different architectures than
just a regular RRAM. As such, in the future, the DAT approach should also be applied to
other circuits that make use of RRAM devices.
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