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Model-Reference Reinforcement Learning for
Collision-Free Tracking Control of

Autonomous Surface Vehicles
Qingrui Zhang, Member, IEEE, Wei Pan , Member, IEEE, and Vasso Reppa , Member, IEEE

Abstract— This paper presents a novel model-reference
reinforcement learning algorithm for the intelligent tracking
control of uncertain autonomous surface vehicles with collision
avoidance. The proposed control algorithm combines a conven-
tional control method with reinforcement learning to enhance
control accuracy and intelligence. In the proposed control design,
a nominal system is considered for the design of a baseline
tracking controller using a conventional control approach. The
nominal system also defines the desired behaviour of uncertain
autonomous surface vehicles in an obstacle-free environment.
Thanks to reinforcement learning, the overall tracking controller
is capable of compensating for model uncertainties and achieving
collision avoidance at the same time in environments with
obstacles. In comparison to traditional deep reinforcement learn-
ing methods, our proposed learning-based control can provide
stability guarantees and better sample efficiency. We demonstrate
the performance of the new algorithm using an example of
autonomous surface vehicles.

Index Terms— Autonomous surface vehicles, reinforcement
learning, collision avoidance, control architecture.

I. INTRODUCTION

AUTONOMOUS surface vehicles (ASVs) have attracted
extensive research attention, due to their advantages in

applications, such as environmental monitoring [1], resource
exploration [2], waterborne transportation [3], and many
more [4]. Successful launch of ASVs in real life requires
avoiding collisions with obstacles [5] and accurate tracking
along a desired trajectory [6]. Both collision avoidance and
tracking control are the major research topics for ASVs in the
maritime engineering [7]–[10]. However, tracking control for
ASVs in the presence of obstacles is challenging, as ASVs are
subject to uncertain nonlinear hydrodynamics and unknown
environmental disturbances [11]. Due to the complexity of the
problem, collision avoidance and tracking control are mostly
studied in a separate manner.
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Collision avoidance methods for ASVs are categorized into
motion planning approaches [12]–[14] and optimization-based
algorithms [9], [15]. In the path/motion planning approaches,
a collision-free reference trajectory or motion is generated
based on either off-line or on-line methods, e.g., A∗ [16],
RRT∗ [12], potential field methods [17], and multi-objective
optimization [14], etc. It is assumed that the generated
collision-free reference trajectory can be tracked with high
accuracy by the ASV based on a well-designed control mod-
ule. Thus, collision avoidance following the motion planning
approaches may fail for uncertain systems that lack valid
tracking controllers. Due to the two-module design feature,
there always exists a time delay for the ASV to apply collision
avoidance actions, as the inner-loop controller needs time to
react to changes in the reference trajectories. Such a time delay
will also downgrade the performance of the motion planning
approaches in environments with fast-moving obstacles.

The optimization-based algorithms can directly find a con-
trol law with collision avoidance by optimizing a certain
objective function, e.g. model predictive control (MPC) [9]
and reinforcement learning (RL) [18]. They potentially have
a better performance than the motion planning approaches
in dynamic environments. However, collision avoidance algo-
rithms based on MPC suffer from high computational com-
plexity and rely on accurate modeling of ASV systems [9].
They will, therefore, experience dramatic degradation in per-
formances for uncertain ASVs. In comparison to MPC, RL can
learn an intelligent collision avoidance law from data samples
[18], [19], which can significantly reduce the dependence on
modeling efforts and thus make RL very suitable for uncertain
ASVs.

Tracking control algorithms for uncertain systems including
ASVs mainly lie in four categories: 1) robust control that is
the “worst-case” design for bounded uncertainties and dis-
turbances [20]; 2) adaptive control that estimates uncertainty
parameters [6], [21]; 3) disturbance observer (DO)-based con-
trol that compensates uncertainties and disturbances in terms
of the observation technique [22]–[24]; and 4) reinforcement
learning (RL) that learns a control law from data samples [25].
In robust control, uncertainties and disturbances are assumed
to be bounded with known boundaries [26]. As a consequence,
robust control may lead to conservative high-gain control
laws that degrade the control performances (i.e., overshoot,
settling time, and stability margins) [27]. Adaptive control
can handle varying uncertainties with unknown boundaries,
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TABLE I

REINFORCEMENT LEARNING-BASED CONTROL METHODS FOR ASVS

but system uncertainties are assumed to be linearly para-
meterized with known structure and unknown parameters
[28], [29]. DO-based control can adapt to both uncertainties
and disturbances with unknown structures [30], [31]. How-
ever, the frequency information of uncertainty and disturbance
signals are necessary in the DO-based control for choosing
proper control gains, otherwise, it is highly possible to end up
with a high-gain control law [30], [32]. In general, compre-
hensive modeling and analysis of systems are essential for all
model-based methods.

In comparison to existing model-based methods, RL is
capable of learning a complex tracking control law with
collision avoidance from data samples using much less model
information [19], [33]–[35]. It is, therefore, more promising in
controlling systems subject to massive uncertainties and distur-
bances as ASVs [25], [36] and meanwhile achieving collision
avoidance [18], given the sufficiency and good quality of col-
lected data. Nevertheless, it is challenging for model-free RL
to ensure closed-loop stability, though some research attempts
have been made. Model-based RL with stability guarantee
has been investigated by introducing a Lyapunov constraint
into the objective function [37]. However, the model-based
RL with stability guarantees requires an admissible control
law — a control law that makes the original system asymp-
totically stable — for the initialization. Both the Lyapunov
candidate function and system dynamics are assumed to be
Lipschitz continuous with known Lipschitz constants for the
construction of the Lyapunov constraint. It is challenging to
find the Lipschitz constant of an uncertain system. Therefore,
the introduced Lyapunov constraint function is restrictive, as it
is established based on the worst-case consideration [37].

With the consideration of the merits and limitations of
existing RL methods, we propose a novel learning-based
control algorithm for uncertain ASVs with collision avoidance
by combining a conventional control method with deep RL in
this paper. The proposed learning-based control design, there-
fore, consists of two components: a baseline control law that
stabilizes a nominal ASV system and a deep RL control law
that compensates for system uncertainties and also achieves
intelligent collision avoidance. Such a design structure has
several advantages over both conventional model-based meth-
ods and pure deep RL methods. First of all, in relation to

the “model-free” feature of deep RL, we can learn from data
samples a control law that directly compensates for system
uncertainties without exploiting their structures, boundaries,
or frequencies [38]. Intelligent collision avoidance can also
be learned by the deep RL. Second, closed-loop stability
is guaranteed by the overall learned control law for the
tracking control in obstacle-free environments, if the baseline
control law can stabilize the ASV system at least locally. Our
proposed design can avoid exploiting the Lipschitz constant of
the overall system and potentially produce less conservative
results. Lastly, the proposed design is potentially more sample
efficient than an RL algorithm learning from scratch – that is,
fewer data samples are needed for training. In RL, a system
learns from mistakes, demanding a lot of trials and errors.
In our design, the baseline control that can stabilize the overall
system, can help to exclude unnecessary mistakes, thereby
providing a good starting point for the RL training. The main
contributions of this paper are summarized below.

1) A new design methodology is proposed for the
learning-based control of ASV systems, leveraging the
advantages of both model-based control methods and RL
methods.

2) A model-reference RL algorithm is developed for
the collision-free tracking control of uncertain ASVs.
The proposed model-reference RL algorithm does not
require any information aboutthe structures, bound-
aries, or frequencies of uncertainties. It is potentially
more efficient than an RL algorithm that learns from
scratch. Closed-loop stability is guaranteed.

3) The proposed model-reference RL algorithm is analyzed
rigorously. Mathematical proofs are provided for the
convergence analysis. Closed-loop stability is analyzed
for the tracking control at obstacle-free environments.

Some research results can be found in [39]. In [39],
the collision avoidance problem is not addressed. There are
no mathematical proofs for the convergence analysis. In this
paper, we present more details on the problem formulation and
algorithm design, including the choices of the control policies
in RL, discussions of reward functions, descriptions of the
deep neural networks, and proof of closed-loop stability. Brief
comparison between the existing methods and our method is
summarized in Table I.
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Fig. 1. Coordinate systems of an autonomous surface vehicle.

The rest of the paper is organized as follows. In Section II,
we present the ASV dynamics. The model-reference rein-
forcement learning control is formulated at length in
Section III, including the problem formulation, basic concepts
of reinforcement learning, and choices of reward functions.
In Section IV, the model-reference reinforcement Learning is
developed based deep neural networks. Section V presents
the details on the analysis of the proposed model-reference
reinforcement learning algorithm, including the convergence
analysis and stability analysis. Section VI provides the simu-
lation results of the application of the algorithm to an example
of ASVs. Conclusion remarks are given in Section VII.

Notations: Matrix transpose is denoted by the superscript
“T ”. � · �2 denotes the Euclidean norm. R is the set of
real numbers, and accordingly, R

n is an n-dimensional vector
composed of real numbers. E [·] is an expectation operator.
“
�

” represents the summation operation.

II. AUTONOMOUS SURFACE VEHICLE DYNAMICS

As shown in Fig. 1, x p ∈ R and yp ∈ R are the horizontal
positions of an ASV in the inertial frame and ψp ∈ R the
heading angle. In the body frame, u p ∈ R and v p ∈ R

are the linear velocities in surge (x-axis) and sway (y-axis),
respectively. The heading angular rate is denoted by rp ∈ R.
The general 3-DOF nonlinear dynamics of an ASV are�

η̇ = R (η) ν

M ν̇ + (C (ν)+ D (ν)) ν + G (ν) = τ
(1)

where η = �
x p, yp, ψp

�T ∈ R
3 is a generalized coordinate

vector, ν = �
u p, v p, rp

�T ∈ R
3 is the speed vector, M

is the inertia matrix, C (ν) denotes the matrix of Coriolis
and centripetal terms, D (ν) is the damping matrix, τ =
[τu, τv , τr ] ∈ R

3 represents the control forces and moments,
G (ν) = �

g1 (ν) , g2 (ν) , g3 (ν)
�T ∈ R

3 denotes unmodeled
dynamics due to gravitational, buoyancy, and environmental
forces and moments [11], and R is a rotation matrix given by

R (η) =
⎡
⎣ cosψ − sinψ 0

sinψ cosψ 0
0 0 1

⎤
⎦ .

The inertia matrix M = MT > 0 is

M = [Mij ] =
⎡
⎣ M11 0 0

0 M22 M23
0 M32 M33

⎤
⎦ (2)

where M11 = m− Xu̇ , M22 = m−Yv̇ , M33 = Iz− Nṙ , M32 =
M23 = mxg − Yṙ , and X(·), Y(·), and N(·) are hydrodynamic

coefficients [11]. The matrix C (ν) = −CT (ν) is

C = [Cij ] =
⎡
⎣ 0 0 C13 (ν)

0 0 C23 (ν)
−C13 (ν) −C23 (ν) 0

⎤
⎦ (3)

where C13 (ν) = −M22v − M23r , C23 (ν) = M11u. The
damping matrix D (ν) is

D (ν) = [Dij ] =
⎡
⎣ D11 (ν) 0 0

0 D22 (ν) D23 (ν)
0 D32 (ν) D33 (ν)

⎤
⎦ (4)

where D11 (ν) = −Xu − X |u|u |u|− Xuuuu2, D22 (ν) = −Yv −
Y|v |v |v|−Y|r |v |r |, D23 (ν) = −Yr−Y|v |r |v|−Y|r |r |r |, D32 (ν) =
−Nv−N|v |v |v|−N|r |v |r |, D33 (ν) = −Nr −N|v |r |v|−N|r |r |r |.

III. PROBLEM FORMULATION

A. Model-Reference Control Formulation

Let x = �
ηT , νT

�T
and u = τ , so (1) can be rewritten as

ẋ =



0 R (η)
0 A (ν)

�
x +



0
B

�
u +



0

−M−1G (ν)

�
(5)

where A (ν) = −M−1 (C (ν)+ D (ν)), and B = M−1.
Assume an accurate model (5) is not available, but it is
possible to get a nominal model expressed as

ẋm =



0 R (η)
0 Am

�
xm +



0

Bm

�
um (6)

where Am and Bm are the known system matrices, and
the unmodelled dynamics G (ν) ignored. Note that Am

and Bm are different from A (ν) and B, respectively.
By ignoring all unknown nonlinear terms, we have Dm =
diag {−Xv ,−Yv , −Nr }, and Mm = diag {M11,M22,M33}.
Hence, Am = −M−1

m Dm and Bm = −M−1
m in (6).In Am and

Bm , we will ignore all unknown nonlinear terms, and obtain a
linear nominal model. Assume that there exists a control law
um allowing the states of the nominal system (6) to converge
to a reference signal xr , i.e., �xm − xr�2 → 0 as t →∞.

The objective of the work in this paper is to design a
controller allowing the state x to track state trajectories of the
nominal model (6) and avoid collisions with obstacles having
known states xoi , where i ∈ {1, . . . , No} indicates the i -th
obstacle. As shown in Fig. 2, the overall control structure for
the ASV system (5) is

u = ub + ul (7)

where ub is a baseline control, and ul is a control law from the
deep RL module whose design is provided in Section IV-B.

Remark 1: The baseline control ub is employed to ensure
the basic tracking performance without obstacles, (i.e., local
stability of the tracking control). It can be designed using any
existing method based on the nominal model (6). One potential
choice for the design of ub is the nonlinear backstepping
control [31]. Hence, we ignore the design process of ub, and
focus on the development of ul with RL.

Authorized licensed use limited to: TU Delft Library. Downloaded on July 19,2022 at 08:12:36 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 2. Model-reference reinforcement learning control.

B. Markov Decision Process

For the formulation of RL, the ASV dynamics (5) and (6)
are characterized using another mathematical model called
Markov decision process that is denoted by a tuple MDP :=�
S, U, P, R, γ



, where S is the state space, U specifies the

action/input space, P : S × U × S → R defines a transition
probability, R : S × U → R is a reward function, and γ ∈
[0, 1) is a discount factor. In this paper, the state vector s ∈ S
contains x, xm , ub, and xoi . Note that xm is included as a state

of the RL instead of xr . Hence, s =
�

xm, x, ub,∪No
i xoi

�
,

where ∪No
i xoi are the states of No obstacles detected by the

ASV. More details on obstacles will be given in Section III-D.
Since RL learns the control policies using data samples,

it is assumed that we can sample input and state data from
system (5) at discrete time steps. Let xt , ub,t , and ul,t be the
ASV state, the baseline control action, and the control action
from RL at the time step t , respectively. The union of obstacles
detected by the ASV is characterized by ∪No

i xoi ,t . The state

signal s at the time step t is st =
�

xm,t , x t , ub,t ,∪No
i xoi ,t

�
.

C. Reinforcement Learning

For standard RL, the objective is to maximize an expected
accumulated return described by a value function Vπ (st ) with

Vπ (st ) =
∞�
t

�
ul,t

π
�
ul,t |st

��
st+1

Pt+1|t
�
Rt + γ Vπ (st+1)

�

where Pt+1|t = P
�
st+1

��st , ul,t
�

is the transition probability
of the ASV system, Rt = R(st , ul,t ) is the reward function,
γ ∈ [0, 1) is a constant discount factor, and π

�
ul,t |st

�
is called

control policy in RL. A policy in RL, denoted by π
�
ul,t |st

�
,

is the probability of choosing an action ul,t ∈ U at a state
st ∈ S [19]. In this paper, a Gaussian policy is used, which is

π (ul |s) = N (ul (s) , σ ) (8)

where N (·, ·) denotes a Gaussian distribution with ul (s)
as the mean value and σ as the covariance matrix. The
covariance matrix σ controls the exploration performance at
the learning stage. For the algorithm design, we also introduce
an action-value function (a.k.a., Q-function) defined by

Qπ

�
st , ul,t

� = Rt + γEst+1

�
Vπ (st+1)

�
(9)

where Est+1 [·] =�
st+1

Pt+1|t [·] is an expectation operator.

In this paper, the deep RL is resolved based on the soft
actor-critic (SAC) algorithm that provides both sample effi-
cient learning and convergence [44]. In SAC, an entropy term
is added to regulate the exploration performance at the training
stage, thus resulting in a modified Q-function in (10).

Qπ

�
st , ul,t

� = Rt + γEst+1

�
Vπ (st+1)

+αH �
π
�
ul,t+1|st+1

���
(10)

where H
�
π
�
ul,t |st

�� = −�ul,t
π
�
ul,t |st

�
ln
�
π
�
ul,t |st

�� =
−Eπ

�
ln
�
π
�
ul,t |st

���
is the entropy of the policy, and α is a

temperature parameter [44].
Learning process of SAC will repeatedly execute policy

evaluation and policy improvement. In the policy evaluation,
the Q-value in (10) is computed by applying a Bellman
operation Qπ

�
st , ul,t

� = T π Qπ

�
st , ul,t

�
where

T π Qπ

�
st , ul,t

� = Rt + γEst+1

�
Eπ

�
Qπ

�
st+1, ul,t+1

�
−α ln

�
π
�
ul,t+1|st+1

����
. (11)

In the policy improvement, the policy is updated by

πnew = arg min
π �∈�

DK L

�
π � (·|st )

���Zπold e
1
α Qπold (st ,·)

�
(12)

where � denotes a policy set, πold denotes the policy from
the last update, Qπold is the Q-value of πold , DK L denotes the
Kullback-Leibler (KL) divergence, and Zπold is a normaliza-
tion factor. Via mathematical derivations [44], (12) is rewritten
as

π∗ = arg min
π∈�Eπ

�
α ln

�
π
�
ul,t |st

��− Q
�
st , ul,t

� �
. (13)

Remark 2: Once the optimization problem (13) is resolved,
we will have π∗ (ul |s) = N

�
u∗l (s) , σ ∗

�
according to (8).

The variance σ ∗ will be close to 0. The mean value function
u∗l (s) is the learned optimal control to avoid collisions and
compensate for system uncertainties. Notably, u∗l (s) will be
approximated using deep neural networks (DNNs) that will be
discussed in Section IV-A. The learning process is to find the
optimal parameters of the DNN that approximates u∗l (s).

D. Reward Functions

In our design, two objectives are defined for the ASV:
trajectory tracking and collision avoidance. For the trajectory
tracking, system (5) needs to track the nominal system (6),
so the tracking reward Rt,1 is defined as

Rt,1 = −
�
xt − xm,t

�T H1
�
xt − xm,t

�− uT
l,t H2ul,t (14)

where H1 > 0 and H2 > 0 are positive definite matrices.
The second objective is to avoid obstacles along the trajec-

tory of the ASV. Fig. 3 shows variables used for the definition
of the reward function for collision avoidance. All obstacles
are assumed to be inscribed in a circle. For the safe radius
dsi , there exists dsi > doi + da . If daoi ≤ dd , the i -th
obstacle is visible to the ASV, where dd is the radius of the
detection region of the ASV. Note that the obstacles could be
either static or moving, so the state vector the i -th obstacle is
written as xoi =

�
pT

oi
, vT

oi

�T
, where poi

is the position of the
i -th obstacle, and voi is the velocity of the i -th obstacle.

Authorized licensed use limited to: TU Delft Library. Downloaded on July 19,2022 at 08:12:36 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 3. Variables for collision avoidance (da : size of the ASV; doi : size of
the i-th obstacle; dsi : radius of the safe region; daoi : relative distance between
the ASV and the i-th obstacle).

Let pa =
�
x p, yp

�T and va =
�
u p, v p

�T be the position and
velocity of the ASV, respectively. For the i -th visible obstacle
at the time step t , define the following variable shown in Fig. 4.

di,t =

⎧⎪⎨
⎪⎩
� �va − voi

�× � poi
− pa

� �2
�va − voi�2

, va 
= voi

� poi
− pa�2, va = voi

(15)

where “×” denotes the cross product operation, di,t repre-
sents the closest possible distance between the ASV and
the obstacle, if the ASV keeps its current moving direction
relative to the obstacle. Note that di,t is only meaningful,
if
�
va − voi

�T � poi
− pa

�
> 0. If

�
va − voi

�T � poi
− pa

�
>

0, it implies that the ASV moves towards the obstacle,
otherwise, the ASV moves away from the obstacle. Therefore,
the reward function for collision avoidance is defined to be

Rt,2 =

⎧⎪⎨
⎪⎩
−�No

i=1

qc,i�oi

�
xoi , pa, va

�
1+ exp

�
ci
�
di,t − dsi

�� , daoi ≤ dd

0, otherwise

(16)

where qc,i > 0 is the maximum possible cost for collisions,
ci > 0 is a design parameter, and �oi

�
xoi , pa, va

�
is

�oi

�
xoi , pa, va

� =
�

1,
�
va − voi

�T � poi
− pa

�
> 0

0, otherwise,

The overall reward function is, therefore, defined to be

Rt = Rt,1 + Rt,2 . (17)

IV. MODEL-REFERENCE DEEP REINFORCEMENT

LEARNING DESIGN AND IMPLEMENTATION

A. Deep Neural Networks

In this paper, the DNNs that approximate both Qπ

�
st , ul,t

�
and π

�
ul,t |st

�
are chosen to be fully connected multiple

layer perceptrons (MLP) with rectified linear unit (ReLU)
nonlinearities as the activation functions [45]. The ReLU non-
linearities are defined as ρ (z) = max {z, 0}. For a vector z =
[z1, . . . , ,zn]T ∈ R

n , there exists ρ (z) = [ρ (z1) , . . . ,ρ (zn)]T .
As an example, a MLP with two hidden layers is

M L P2
w (z) = w2

�
ρ
�

w1

�
ρ
�

w0



z
1

� �
,1
�T �T

,1
�T

(18)

where
�
zT , 1

�T
is a vector composed of z and a bias 1,

the superscript “2” denotes the total number of hidden layers,
the subscript “w” denotes the parameter set to be trained in a
MLP with w = {w0, w1, w2}, and w0, w1, and w2 are weight
matrices with appropriate dimensions.

If there is a set of inputs z = {z1, . . . , zL} for the MLP
in (18) with z1, . . ., zL denoting vector signals, we have

M L P2
w (z) = M L P2

w

� �
zT

1 , . . . , zT
L

�T �
. (19)

Besides, M L P2
w (z1, z2) = M L P2

w

� �
zT

1 , zT
2

�T �
for two

vector inputs z1 and z2. If z1 = {z11, . . . , z1L} is a set of
vectors, M L P2

w (z1, z2) = M L P2
w

� �
zT

11, . . . , zT
1L, zT

2

�T �
.

Let Qθ

�
st , ul,t

�
be the approximated Q-function using a

MLP with a set of parameters denoted by θ . Following (18)
and (19), the Q-function approximation Qθ

�
st , ul,t

�
is

Qθ

�
st , ul,t

� = M L P K1
θ

�
st , ul,t

�
(20)

where θ = �
θ0, . . . , θK1

�
with θi for 0 ≤ i ≤ K1 denoting

the weight matrices with proper dimensions. The deep neural
network for Qθ is illustrated in Fig. 5.

The control law ul is also approximated using a MLP. The
approximated control law of ul with a parameter set φ is

ul,φ = M L P K2
φ (st ) . (21)

The illustration of ul,φ is given in Fig. 5. In SAC, there
are two outputs for the MLP in (21). One is the control law
ul,φ , the other one is σφ that is the standard deviation of the
exploration noise [44]. According to (8), the parameterized
policy πφ is

πφ = N
�

ul,φ (st ) , σ
2
φ

�
. (22)

The deep neural network for Qθ is called “critic”, while the
one for πφ is called “actor”.

B. Algorithm Design and Implementation

The algorithm training process is illustrated in Fig. 6. The
whole training process will be offline. We repeatedly run the
system (5) under a trajectory tracking task. At each time step
t + 1, we collect data samples, such as an input from the last
time step ul,t , a state from the last time step st , a reward Rt ,
and a current state st+1. Those historical data will be stored as
a tuple

�
st , ul,t , Rt , st+1

�
at a replay memory D [46]. At each

policy evaluation or improvement step, we randomly sample
a batch of historical data, B, from the replay memory D for
the training of the parameters θ and φ. Starting the training,
we apply the baseline control policy ub to an ASV system to
collect the initial data D0 as shown in Algorithm 1. The initial
data set D0 is used for the initial fitting of Q-value functions.
When the initialization is over, we execute both ub and the
latest updated RL policy πφ

�
ul,t |st

�
to run the ASV system.

At the policy evaluation step, the parameters θ are trained
to minimize the following Bellman residual.

JQ (θ) = E(st ,ul,t )∼D



1

2

�
Qθ

�
st , ul,t

�− Ytarget
�2
�

(23)

where
�
st , ul,t

� ∼ D implies that we randomly pick data
samples

�
st , ul,t

�
from a replay memory D. In the final

implementation, two critics are introduced to reduce the
over-estimation issue in the training of critic neural networks.
Under the two-critic mechanism, the target value Ytarget is

Ytarget = Rt + γ min
�

Qθ̄1
, Qθ̄2

�
− γα ln

�
πφ
�
. (24)

Authorized licensed use limited to: TU Delft Library. Downloaded on July 19,2022 at 08:12:36 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: MODEL-REFERENCE REINFORCEMENT LEARNING FOR COLLISION-FREE TRACKING CONTROL OF ASVs 8775

Fig. 4. Illustration of di,t (Note that di,t is only useful when
�
va − voi

�T �
poi
− pa

�
> 0, otherwise collision is avoided).

Fig. 5. Approximation of Qθ and ul,φ using MLP’s.

Fig. 6. Offline training process of deep RL.

where θ̄1 and θ̄2 are the target parameters updated slowly.
At the policy improvement step, the objective function

defined in (13) is represented using data samples from the
replay memory D as given in (25).

Jπ (φ) = E(st ,ul,t )∼D
�
α ln(πφ)− Qθ

�
st , ul,t

� �
. (25)

Parameter φ is trained to minimize (25) using a stochastic
gradient descent technique. The temperature parameters α are
updated by minimizing

Jα = Eπ

�−α ln π
�
ul,t |st

�− αH̄� (26)

where H̄ is a target entropy. The entire process is summarized
in Algorithm 1, in which ιQ , ιπ , ια > 0 are learning rates, and
κ > 0 is a constant scalar.

Once the training process is over, Algorithm 1 will output
the optimal parameters for the DNNs in (20) and (21). Hence,
the learned control law ul is approximated by

ul � ul,φ∗ (27)

where φ∗ is the optimal parameter set for the MLP in (21).

V. PERFORMANCE ANALYSIS

A. Convergence Analysis

As we mentioned in Section III-A, the baseline control ub

is assumed to stabilize the ASV without collision avoidance.

Algorithm 1 Model Reference Reinforcement Learning
Control
1: Initialize parameters θ1, θ2, and φ for (20) and (21).
2: Assign values to the target parameters θ̄1 ← θ1, θ̄2 ← θ2,

D← ∅, D0 ← ∅,
3: Get data set D0 by running ub on (5) with ul = 0
4: Turn off the exploration and train initial critic parameters
θ0

1 , θ0
2 using D0 according to (23).

5: Initialize the replay memory D← D0
6: Assign initial values to critic parameters θ1← θ0

1 , θ2 ← θ0
2

and their targets θ̄1← θ0
1 , θ̄2 ← θ0

2
7: repeat
8: for each data collection step do
9: Choose an action ul,t according to πφ

�
ul,t |st

�
10: Collect st+1 =

�
xt+1, xm,t+1, ub,t+1

�
11: D← D

��
st , ul,t , R

�
st , ul,t

�
, st+1

�
12: end for
13: for each gradient update step do
14: Sample a batch of data B from D
15: θ j ← θ j − ιQ∇θ JQ

�
θ j
�
, and j = 1, 2

16: φ← φ − ιπ∇φ Jπ (φ),
17: α← α − ια∇α Jα (α)
18: θ̄ j ← κθ j + (1− κ) θ̄ j , and j = 1, 2
19: end for
20: until convergence (i.e. JQ (θ) < a small threshold)
21: Output the optimal parameters φ∗ and θ∗j , and j = 1, 2

Therefore, the following assumption is introduced for the
convergence analysis.

Assumption 1: If there are no obstacles, the trajectory
tracking errors of the ASV are bounded using the baseline
control ub.

According to (14) and (16), both Rt,1 and Rt,2 are non-
positive. With Assumption 1, the reward function Rt,1 is
ensured to be bounded. Additionally, the reward function Rt,2
is bounded by design for a finite number of obstacles. Hence,
the overall reward Rt is bounded, namely

Rt ∈ [Rmin , 0] (28)

where Rmin is the lowest bound for the reward function.
In terms of (28), we can present the following Lemma 1

and Lemma 2 for the convergence analysis of the
entropy-regularized SAC algorithm [44], [47].

Lemma 1 (Policy Evaluation): Let T π be the Bellman
backup operator under a fixed policy π and Qk+1 (s, ul) =
T πQk (s, ul). The sequence Qk+1 (s, ul) will converge to the
soft Q-function Qπ of the policy π as k→∞.

Proof: Proof details are given in Appendix A. �
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Lemma 2 (Policy Improvement): Let πold be an old policy
and πnew be a new policy obtained according to (12). There
exists Qπnew (s, ul) ≥ Qπold (s, ul) ∀s ∈ S and ∀u ∈ U .

Proof: Proof details are given in Appendix B. �
In terms of (1) and (2), we are ready to present Theorem 1 to
show the convergence of the model-reference RL algorithm.
In the sequel, the superscript i denotes the i -th iteration of the
algorithm, where i = 0, 1, . . ., ∞.

Theorem 1 (Convergence): Suppose π i is the policy
obtained at the i -th policy improvement with π0 denoting any
initial policy in �, and i = 0, 1, . . ., ∞. If one repeatedly
applies the policy evaluation and improvement steps, there
exists π i → π∗ as i →∞ such that Qπ∗ (s, ul) ≥ Qπ i

(s, ul)
∀π i ∈ �, ∀s ∈ S, and ∀ul ∈ U , where π∗ ∈ � is the optimal
policy.

Proof: Proof details are given in Appendix C. �

B. Stability of the Tracking Control

The closed-loop stability is analyzed under the general
tracking performance without the consideration of collision
avoidance, as the tracking control is the fundamental task.
Before the closed-loop stability is analyzed, Definition 1 is
introduced, which is similar to the admissible control in
adaptive dynamic programming [48].

Definition 1: A control law ub is said admissible with
respect to the system (5), if it can stabilize the system (5) and
ensure that the state of (5) is uniformly ultimately bounded
under system uncertainties.

Note that the admissible control in [34], [35] needs to
provide the asymptotic stability for the system. However,
the admissible control in Definition 1 doesn’t necessarily
ensure the system (5) to be asymptotically stable. Hence,
the admissible control in this paper is less conservative than
that in [34], [35].

Assume that the baseline control ub developed using the
nominal system (6) of the ASV (5) is an admissible control
law for the uncertain system (5). Let�(t) be the overall uncer-
tainties in (5). Without loss of generality, �(t) is assumed to
be bounded, namely ��(t) �L∞ ≤ �̄ where � · �L∞ is the
L∞ norm. In this paper, the objective of the tracking control
in obstacle-free environment is to ensure that an ASV (5) can
track its desired behaviour defined by its nominal system (6),
namely �x− xm�2 → 0 as t →∞. Let et = xt − xm,t be the
tracking error at the time instant t . The following assumption
is made for a admissible baseline control ub according to
Definition 1 and Theorem 4.18 in [49] (Chapter 4, Page 172).

Assumption 2: The baseline control law ub is admissi-
ble with respect to (5), and there exists a continuously
differentiable function V (st ) associate with ub such that

μ1 (�et�2) ≤ V (et ) ≤ μ2 (�et�2)
V (et+1)− V (et ) ≤ −W1 (et )+ μ3 (��(et ) �2)

W1 (et ) > μ3 (��(t) �2) , ∀�et�2 > c� (29)

where μ1 (·), μ2 (·), and μ3 (·) are class K functions, W (et )
is a continuous positive definite function, and c� is a constant
related to the upper bound of system uncertainty

Assumption 2 is possible in real world. One can treat
the nominal model (6) as a linearized model of the overall
ASV system (5) around a certain equilibrium. Assumption 2
presents the basic design requirements for the baseline control
law. With a baseline control law satisfying Assumption 1,
we could obtain two advantages which makes the RL process
more efficient. Firstly, it can ensure that the reward function Rt

is bounded, implying that both Vπ (st+1) and Q
�
st , ul,t

�
are

bounded. Secondly, it could provide a “warm” start for the
RL process. In the stability analysis, we ignore the entropy
term H (π), as it will converge to zero in the end and
it is only introduced to regulate the exploration magnitude.
Now, Theorem 2 is presented to demonstrate the closed-loop
stability of the ASV system (5) under the composite control
law (7).

Theorem 2 (Stability of Tracking Control): Suppose
Assumption 2 holds. The overall control law ui = ub+ui

l can
always stabilize the ASV system (5), where ui

l represents the
RL control law from i-th iteration, and i = 0, 1, 2, …∞.

Proof: The details of proof can be found in
Appendix D. �

Remark 3: The proposed algorithm can also obtain good
results in the presence of environmental disturbances such
as waves and sea winds. Disturbances due to waves and
sea winds can be considered in the unknown term G (ν) =�
g1 (ν) , g2 (ν) , g3 (ν)

�T
. To achieve good results in the face

of disturbances, one only need to incorporate simulated distur-
bances by waves and sea winds at the training stage. Another
way is to deploy ASVs in environments with waves or winds at
the training stage. In this case, the proposed model reference
reinforcement learning can learn to counteract the impact by
environmental disturbances.

VI. SIMULATION RESULTS

In this section, the proposed learning-based control algo-
rithm is implemented to the trajectory tracking control of a
supply ship model presented in [50], [51]. The ASV has two
actuators that are a propeller and a rudder in the rear. Hence,
we mainly consider two control inputs in the design, which are
τu for the surge speed control and τr for the heading control,
respectively. By default, the sway speed is not controlled,
which implies τv = 0 in the simulations. Model parameters
are summarized in Table II in Appendix E. The unmodeled
dynamic terms g1 (ν), g2 (ν), and g3 (ν) are gravitational,
buoyancy, and environmental forces and moments [11]. They
depend on the shape, volume displacement, and motion of
an ASV, and tends to affect the trajectory tracking perfor-
mance of an ASV, e.g., course keeping and velocity holding.
In the simulations, we choose g1 = 0.279uv2 + 0.342 v2r ,
g2 = 0.912u2v, and g3 = 0.156ur2+ 0.278urv3, respectively
[50], [51].

The based-line control law ub is designed based on a
nominal model with the following simplified linear dynamics
in terms of the backstepping control method [31], [49].

Mm ν̇m = τ − Dmνm (30)
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Fig. 7. Learning curves of two RL algorithms at training (One episode is a
training trial, and 1000 time steps per episode).

where Dm = diag {−Xv ,−Yv , −Nr }, and Mm =
diag {M11,M22,M33}. Hence, Am = −M−1

m Dm and Bm =
−M−1

m in (6).
In the simulation, a motion planner is employed to generate

the reference trajectories. The motion planner is expressed as

η̇r = R
�
ηr
�
νr , ν̇r = ar (31)

where ηr = [xr , yr , ψr ]T , νr = [ur , 0, rr ]T , and ar =
[u̇r , 0, ṙr ]T .

A. Trajectory Tracking Control Without Obstacles

In the first simulation, the initial position vector ηr (0) is
chosen to be ηr (0) =

�
0, 0, π4

�T , and we set ur (0) = 0.4
m/s and rr (0) = 0 rad/s. The reference acceleration u̇r and
angular rates are chosen to be

u̇r =
�

0.005 m/s2 if t < 20 s

0 m/s2 otherwise,
(32)

ṙr =
� π

600
rad/s2 if 25 s ≤ t < 50 s

0 rad/s2 otherwise.
(33)

The reference signals ηr and νr are calculated using the
reference motion planner (31) based on the aforementioned
initial conditions and the reference acceleration and angular
rates given in (32) and (33), respectively.

At the training stage, we uniformly randomly sample x (0)
and y (0) from (−1.5, 1.5), ψ (0) from (0.1π, 0.4π) and u (0)
from (0.2, 0.4), and we choose v (0) = 0 and r (0) = 0. The
proposed control algorithm is compared to two benchmark
designs: the baseline control u0 and the RL control without u0.
Configurations for the training and neural networks are found
in Table III in Appendix E. The matrices H1 and H2 are cho-
sen to be H1 = diag {0.025, 0.025, 0.0016, 0.005, 0.001, 0}
and H2 = diag

�
1.25e−3, 1.25e−3

�
, respectively. During

the training process, we repeat the training processes for
1000 times (i.e., 1000 episodes). For each episode, the ASV
system is run for 100 s. Fig. 7 shows the learning curves of
the proposed algorithm (red) and the RL algorithm without
baseline control (blue). The learning curves demonstrate that
both of the two algorithms will converge in terms of the long
term returns. However, our proposed algorithm results in a
larger return (red) in comparison to the RL without baseline
control (blue). Hence, the introduction of the baseline control
helps to increase the sample efficiency significantly, as the

Fig. 8. Trajectory tracking results of the three algorithms.

proposed algorithm (blue) converges faster to a higher return
value.

At the evaluation stage, we run the ASV system for 200 s
and change the reference trajectory to demonstrate whether the
control law can ensure stable trajectory tracking. At the second
evaluation, the reference angular acceleration is changed to

ṙr =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

π

600
rad/s2 if 25 s ≤ t < 50 s

− π

600
rad/s2 if 125 s ≤ t < 150 s

0 rad/s2 otherwise.

(34)

The tracking performance of the three algorithms (our pro-
posed algorithm, the baseline control u0, and only RL control)
is shown in Fig. 8. As observed in Fig. 8, an ASV using the
control law learned using vanilla deep RL tends to drift away
from the designed trajectory. Thus, vanilla deep RL could
not ensure the closed-loop stability. In addition, the baseline
control itself fails to achieve acceptable tracking performance
due to the existence of system uncertainties. By combining
the baseline control and deep RL, the tracking performance
is improved dramatically, and the closed-loop stability is
guaranteed. The tracking errors in the X- and Y -coordinates
of the inertial frame are summarized in Figs. 9.(a) and 9.(b),
respectively. The introduction of deep RL increases the track-
ing performance of the baseline control law substantially. The
control inputs are shown in Figs. 9.(c) and 9.(d).

B. Tracking Control With Fixed Obstacles

In the second simulation, the initial position vector ηr (0)
is chosen to be the same as the case in Section VI-A. We set
ur (0) = 0.7 m/s and rr (0) = 0 rad/s. The reference
acceleration is set as u̇r = 0 m2/s. The angular rate is

ṙr =
� π

800
rad/s2 if 20 s ≤ t < 50 s

0 rad/s2 otherwise.
(35)

Initial states of the ASV are randomly generated as sum-
marized in Section VI-A. Three fixed obstacles are added
to the simulation environment as shown in Fig. 10, which
have a radius of 1.5 m, 1.8 m, and 2.0 m, respectively
(from the lower to the upper). The detection radius for the
ASV is dd = 7.5 m, and the radius of the ASV is da = 1 m.
The DNN configurations and training set-up for the collision
avoidance scenario is the same as shown in Table III in
Appendix E. In the simulation, qc,i = 1 and ci = 25 for
all obstacles.

At the training stage, 1000 episodes of training are con-
ducted. For each episode, the ASV system is run for 100 s.
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Fig. 9. Tracking errors and control inputs (without obstacles).

Fig. 10. Trajectory tracking with fixed obstacles.

Fig. 11. Control inputs (with fixed obstacles).

At the evaluation stage, we run the ASV system for 200 s
to demonstrate whether the control law can ensure stable
trajectory tracking and collision avoidance. The proposed
algorithm is compared with the RL algorithm without baseline
control. The simulation results of both our algorithm and
the RL without baseline control are shown in Fig. 10. The
learned control law by the vanilla RL fails to avoid collision
with some obstacle as demonstrated in Fig. 10. However,
our algorithm can ensure both the trajectory tracking and the
collision avoidance at the same time. The control inputs are
shown in Fig. 11.

C. Tracking Control With Fixed Obstacles
and Moving Obstacles

In the third simulation, we show the collision avoidance
with moving obstacles. The reference trajectory is the same
as that in the second simulation in Section VI-B. In the
simulation, there are two fixed obstacles with radii of 1.5 and
2.0 m from the lower to the upper and one moving obstacle
(e.g., another ASV). The moving obstacle has a safe radius of 1
m, and moving with a constant speed with oi,v = [−0.4, 0.25]
m/s in the simulation. The training setup is the same as the
case in Section VI-B. At the evaluation, the ASV system is
run for 200 s. The trajectory tracking performance of both
our algorithm and the RL without baseline control is shown
in Fig. 12. Although both of the two algorithms can learn a
control law with collision avoidance, our algorithm apparently
has better tracking performance than the vanilla RL.

D. The Impact of Different Choices of c

Three choices are considered for c, which are c = 0.25,
c = 2.5, and c = 25, respectively. The trajectory tracking

Fig. 12. Trajectory tacking with fixed and moving obstacles.

Fig. 13. Collision avoidance performance at different c’s.

Fig. 14. Tracking a trajectory with right angles.

performance is illustrated in Fig. 13. A small c will make
R2,t change slowly with respect to the distance between the
ASV and an obstacle, thereby making the ASV take more
conservative actions to avoid collisions as shown in Fig. 13.

E. Tracking of a Non-Smooth Trajectory

In the last simulation, the proposed algorithm is applied
to track a non-smooth trajectory to further demonstrate its
potential. The trajectory tracking result is shown in Fig. 14.
It is obvious that the proposed method has the potential to
track a polyline with right angles or other complex curves.

VII. CONCLUSION

In this paper, we presented a novel learning-based con-
trol algorithm for ASV systems with collision avoidance.
The proposed control algorithm combined a conventional
control method with deep reinforcement learning to provide
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closed-loop stability guarantee, uncertainty compensation, and
collision avoidance. Convergence of the learning algorithm
was analyzed. We also presented the stability analysis of
the tracking control. The proposed control algorithm shows
much better performance in both tracking control and collision
avoidance than the RL without baseline control. In the future
works, we will further analyze the sample efficiency of the
proposed algorithm, and extend the design to the case with
environmental disturbances.

APPENDIX

A. Proof of Lemma 1

Proof: Introduce an entropy-augmented reward func-
tion R̂t .

R̂t = Rt − γEst+1

�
Eπ

�
α ln

�
π
�
ul,t+1|st+1

����
(A.1)

Hence, the Bellman backup operation can be rewritten as

T π Qπ

�
st , ul,t

� = R̂t + γEst+1,π

�
Qπ

�
st+1, ul,t+1

��
(A.2)

For α < ∞, the second term in (A.1) is bounded.
According to (28), one has R̂min and R̂max such that R̂t ∈�

R̂min , R̂max

�
, and furthermore, |R̂t | ≤ R̄ with R̄ =

max
�
|R̂min |, |R̂max |

�
. In terms of (9), Qπ

�
st , ul,t

� = R̂t +
γ
�∞

t+1
�

ul,t+1
π
�
ul,t+1|st+1

��
st+1

Pt+1|t R̂t+1, thus

�Qπ

�
st , ul,t

� �∞ ≤ R̄
 
(1− γ ) (A.3)

where �Qπ (s, ul) �∞ = maxs,ul |Qπ (s, ul) |. Hence,
the Q-value Qπ is bounded in ∞-norm based on the baseline
control. For two distinct Qπ and Q�π , there exists

�T π Qπ − T π Q�π�∞
= �R̂t + γEst+1,π

�
Qπ

�
st+1, ul,t+1

��
−R̂t−γEst+1,π

�
Q�π

�
st+1, ul,t+1

�� �∞ ≤ γ �Qπ − Q�π�∞
where Q�π and Qπ are the Q values approximated at the
last and current iterations, respectively. The Bellman backup
operation (A.2) is γ -contraction with 0 ≤ γ < 1. According
to Banach’s fixed-point theorem, T π possesses a unique fixed
point. Hence, limk→∞ Qk+1 (s, ul)→ Qπ . �

B. Proof of Lemma 2

Proof: Based on (12), we can obtain

Eπnew

�
α ln

�
πnew

�
ul,t |st

��− Qπold
�
st , ul,t

� �
≥ Eπold

�
α ln

�
πold

�
ul,t |st

��− Qπold
�
st , ul,t

� �
(A.4)

According to (A.4) and (11), it yields

Qπold
�
st , ul,t

� ≤ Rt + γEst+1

�
Eπnew

�
Rt+1

+ γEst+2

�
Eπnew

�
Qπold

�
st+2, ul,t+2

�
−α ln

�
πnew

�
ul,t+2|st+2

����
− α ln

�
πnew

�
ul,t+1|st+1

�� ��
...

≤ Qπnew
�
st , ul,t

�
(A.5)

�

C. Proof of Theorem 1

Proof: Lemma 2 implies that Qπ i
(s, ul) ≥ Qπ i−1

(s, ul),
so Qπ i

(s, ul) is monotonically non-decreasing with respect
to the policy iteration step i . In addition, Qπ i

(s, ul) is upper
bounded according to (17), so Qπ i

(s, ul) will converge to an
upper limit Qπ∗ (s, ul) with Qπ∗ (s, ul) ≥ Qπ i

(s, ul) ∀π i ∈
�, ∀s ∈ S, and ∀ul ∈ U . �

D. Proof of Theorem 2

Proof: In our proposed algorithm, we start the train-
ing/learning using the baseline control law ub. According to
Lemma 1, we are able to obtain the corresponding Q value
function for the baseline control law ub. Let the Q value
function be Q0

�
s, u0

l

�
at the beginning of the iteration where

u0
l is the initial RL-based control function. According to the

definitions of the reward function in (17) and Q value function
in (9), we can choose the Lyapunov function candidate as

V
0 (e) = −Q0

�
s, u0

l

�
(A.6)

where Q0
�
s, u0

l

�
is the action value function of the initial

control law u0
l . Note that the baseline control ub is implicitly

included in the state vector s, as s consists of x, xm , and
ub in this paper as discussed in Section III. Hence, V (st )
in Assumption 2 is a Lyapunov function for the closed-loop
system of (5) with the baseline control ub.

Since ASVs have deterministic dynamics and exploration
noises are not considered, we have Q0

�
st , ul,t

� = V 0 (st )
and Q0

�
st , ul,t

� = R0
t + γ Q0

�
st+1, ul,t+1

�
where R0

t =
R(st , u0

l,t ). With the consideration of V
0 (e) = −Q0 (s, ul),

there exists V
0 (et ) = −R0

t + γV
0 (et+1).

If Assumption 2 holds, there exists V
0 (et+1) − V

0 (et ) ≤
−W (et ) + μ3 (��(st ) �2) and W (et ) > μ3 (��(t) �2),
∀�et�2 > c�. Hence,

(1− γ )V0 (et+1)+ R0
t ≤ −W (et )+ μ3 (��(t) �2) (A.7)

In the policy improvement, the control law is updated by

u1
l = arg min

ul

�
−R0

t + γV
0 (et+1)

�
(A.8)

Note that ul is implicitly contained in both Rt and V
0 (et+1)

according to (14) and (A.6). In the policy evaluation, the fol-
lowing Bellman backup operation is repeatedly conducted.

V
1 (et ) = −R1

t + γV
0 (et+1) (A.9)

where R1
t = R(st , u1

l,t ). The convergence of the Bell-
man backup operation is provided in Lemma 1. Once the
update (A.9) converges, we have

V
1 (et ) = −R1

t + γV
1 (et+1) (A.10)

According to (A.8), it is easy to conclude that V
1 (et ) ≤

V
0 (et ), ∀ et . In terms of (A.7), one has

(1− γ )V1 (et+1) ≤ −W (et )+ μ3 (��(t) �2)− R0
t (A.11)

Hence, for u1
l , there exists

V
1 (et+1)− V

1 (et ) = V
1 (et+1)+ R1

t − γV
1 (et+1)

≤ −W (et )+ μ3 (��(t) �2)− R0
t + R1

t
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TABLE II

ASV MODEL PARAMETERS

TABLE III

REINFORCEMENT LEARNING CONFIGURATIONS

According to (A.8) and the property of optimality, one has
R1

t ≥ R0
t . In terms of (28), both R1

t and R0
t are bounded,

so R1
t − R0

t ∈ [Rmin ,−Rmin ], where Rmin is a negative
constant. As W (et ) > μ3 (��(t) �2), ∀�et�2 > c�, there
must exist a new constant c1

� > 0 such that W (et ) >
μ3 (��(t) �2) − R0

t + R1
t , ∀�et�2 > c1

�. Hence, the new
control law u1

l can also ensure the closed-loop ASV system
to be uniformally ultimately bounded. In the worst case,
V

1 (et ) = V
0 (et ), which implies that u1

l will have the same
control performance with u0

t , namely guaranteeing the same
ultimate boundaries for the tracking errors. If there exists
V

1 (et ) < V
0 (et ), it implies that u1

l will result in smaller
tracking errors than u0

l .
Following the same analysis, we can show that u2

l also
stabilizes the ASV system (5) in terms of V

1 (st ) and replacing
u0

l in (A.8) and (A.9) with u1
l . Repeating (A.8) and (A.9) for

all i = 1, 2, . . ., we can prove that all ui
l can stabilize the ASV

system (5), if Assumption 2 holds. Thus, the ASV system (5)
will be stabilized by the overall control law ui = ub + ui

l . �

E. Simulation Configurations

Tables II and III.
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