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a b s t r a c t

Currently developed airborne wind energy systems have reached sizes of up to several hundred kilo-
watts. This paper presents the high-level design and a six-degrees-of-freedom model of a future fixed-
wing airborne wind energy system operated in pumping cycles. This framework is intended to be used as
an open-source reference system. The fixed-wing aircraft has a span of 42.5 m and produces a nominal
electrical power of 3 MW. The ground station is modelled as a winch with a rotational degree of freedom
describing the reel-in and reel-out motion, constant drum diameter and drive train inertia. A quasi-static
approach is used to model the relatively stiff tether. The tether is discretised by 16 segments with var-
iable length to account for reeling. A tracking controller ensures the kite's flight path during the
autonomous pumping cycle operation. The controller alternates between crosswind figure-of-eight
manoeuvres while reeling out and gliding on an arc-shaped path towards the ground station during
retraction. The operational and controller parameters are determined using a CMA-ES evolution algo-
rithm to maximise the average cycle power of a specific kite design at different wind speeds and given
operational constraints. The algorithm identifies optimised flight paths for a range of wind speeds up to
30 m s�1 leading to a power curve with a cut-in wind speed of 10 m s�1 at operating altitude.
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Airborne wind energy (AWE) converts wind energy into elec-
tricity using tethered flying devices. A representative selection of
currently developed AWE systems is illustrated in Fig. 1 [1e4].
Weiss [5] provides a general overview of AWE technology's current
industry trends, which are in the power range up to several hun-
dred kilowatts. These systems can be classified into ground- and on
board generation (Ground-Gen and Fly-Gen) but also into soft and
fixed-wing kite systems [6]. Ground-Gen systems generate elec-
tricity on the ground where the mechanical power from a reeling
tether is converted into electrical power. Fly-Gen systems generate
electricity directly on board by means of installed small turbines.
For the envisioned scaling step towards megawatts, computational
tools for the simulation of the entire AWE system, covering all
relevant physics, will be indispensable. Linearly increasing the kite
dimensions will increase the mass of the structure. Soft kites
commonly have the benefit that added volume is mostly extra air
).

r Ltd. This is an open access article
trapped by the flexible membrane, thus only a little increase in
mass. However, for fixed-wing kites, increasing dimensions can
cause severe implications to the operation due to its added weight.
A quadratic increase of the wing area will approximately scale the
volume(i.e. mass) cubically. This is known as the square-cube law
[7]. The unfavourably increasing mass of the kite negatively affects
the tension on the tether, which in turn reduces the expected po-
wer increase of the larger system. Increasing inertia also reduces
the controllability, which can cause complications during transition
phases, for example. Another important reason why the industry
will rely more and more on more accurate computational tools is
the cost that comes with testing. The larger the system becomes,
the higher the cost to build and test the design.

A complete AWE system simulation tool already exists for Fly-
Gen systems. Larco and Echeverri [8] published the source code
of a flight simulator of the Makani M600 energy kite, with a 26 m
wing span and eight on board wind turbines. The kite is modelled
as a rigid body, 6 Degrees-of-freedom (DoF) dynamics, with aero-
dynamic look-up tables dependent on the angle of attack and
sideslip angle. Wijnja et al. [9] presented a computational aero-
elastic analysis of this system, including wind tunnel experiments
of a small-scale model of the main wing, to assess the influence of
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Selection of AWE systems in development: Kitepower, EnerKíte, TwingTec, Ampyx Power and Makani Power (from left to right), generating up to 600 kW per single system.

Fig. 2. Simulation model flowchart with flight state vector X and dynamic state vector
y.
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the bridle line attachment points. Bauer [10] presented a multi-
disciplinary steady systems engineering model for the analysis of
on board generation AWE systems and validated this against the
power curve of the small-scale Makani Wing 7, among others.

This research focuses on Ground-Gen systems rather than the
Fly-Gen systems. Important previous and ongoing developments
that lay the foundation of the present work, are the following.
Williams [11] summarises discretised tether models and introduces
the quasi-static model of a discretised tether. Licitra et al. [12,13]
present a dynamic model of the Ampyx Power AP-3 (12 m2 wing
area) aircraft. Rapp et al. [14,15] present the dynamic model and
flight control framework underlying also the present work. Eijkel-
hof [16] shows the detailed design process of a large-scale reference
kite for a Ground-Gen system. The kite design is inspired by the
configuration of the Ampyx Power AP-3 but scaled up to a 150 m2

wing surface area like the envisioned design of the Ampyx Power
AP-4. The AP-4 will be developed to enter the market of large-scale
energy generation [17]. Malz et al. [18] introduce a reference model
based on the Ampyx Power AP-2 (3 m2 wing area). Rapp and
Schmehl [19] use this model to enhance the resilience of an AWE
system against perturbations. Eijkelhof et al. [20] present a point
mass model of the multi-megawatt airborne wind energy system
designed in Ref. [16]. Malz et al. [21] present an optimal control
problem (OCP) formulation of AWE operation and in Ref. [22] they
present a limit value analysis of AWE in the European wind energy
market.

The paper is structured as follows. Section 2 describes the
computational model, elaborating on the 6 DoF model of the kite,
the control system, the quasi-static discretised tether, wind shear
and the optimisation strategy. Section 3 gives a detailed description
of the reference system. Section 4 presents the results of one cycle
during continuous pumping cycle operations at 22 m s�1 wind.
Section 5 concludes this research and Section 6 shows the location
of the open-source simulation framework developed throughout
the present work.
2. Computational model

A simplified schematic of how the different sub-components of
the model work together to simulate continuous operation in
pumping cycles is shown in Fig. 2.

First, the model is initialised in Matlab before switching to the
Simulink environment. At the start of the simulation, the initialised
kite velocity and position together with the tether force at the
ground form the flight state vector X. The dynamic state vector y is
given by the kinetic velocity and angular velocity around the kite's
centre of gravity. Both X and y are passed to the controller, to the
aerodynamic, the ground station and the tether module and finally,
to the time integration.

The flight controller, described in Section 2.2, enables the teth-
ered kite to follow predefined trajectories. Doing so, it sets the
desired actuator inputs Cact for the kite and the ground controller
inputs CT for the ground station. In the aerodynamic module, the
138
forces and moments Fa andMa acting on the drone are determined.
This could be done by either predefined look-up tables as used in
this work or with an FSI algorithm.

The mechanical power produced by the system is determined in
the ground station module. This module updates the parameters
required by the tether module in XT. The winch control strategy is
further explained in Section 2.3.

The tether loads are determined by the tether module shown in
Section 2.4. The shape of the tether and the loads acting at ground
station Ft and the kite Ft, k are assessed.

The wind shear module, described in Section 2.5, calculates the
wind speed at a given altitude for both tether particles Vw, t at al-
titudes pz, t and at the kite Vw, k.

Finally, the calculated aerodynamic and tether loads and mo-
ments are passed to the time integration. The dynamic state vector
y is then advanced. The time derivatives of the kite's dynamic states
are given in Section 2.1. If convergence, as described in Section 4.1,
occurs or the maximum simulation time is exceeded, the simula-
tion stops. If neither of these two take place, the flight state is
updated, and the next iteration is initialised.
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The source code of the implemented model is available from
Ref. [23].
Fig. 3. Second-order reference filter.
2.1. Kite equations of motion

Standard 6 DoF rigid body equations of motion (EoM) in the
body-fixed reference frame, assuming a flat-non-rotating earth, are
presented in Equations (1) and (2). An additional force term ap-
pears in the translational equations visible in Equation (3). A full
derivation of these equations can be found in Ref. [24]. The tether is
attached in the centre of gravity, thus does not affect the three
rotational EoM.

_V
B
k ¼ 1

m
Ftot �u� Vk; (1)

_uB ¼ J�1½M �u� ðJuÞ �; (2)

Ftot ¼ Faero þ Ftether þ Fg þ Fprop; brake; (3)

J ¼
2
4 Jxx 0 0

0 Jyy 0
0 0 Jzz

3
5; (4)

where _V
B
k and Vk are the kinetic acceleration and velocity, respec-

tively, Ftot is the sum of forces acting on the kite (given by Equation

(3)), _uB and u are the angular acceleration and velocity, respec-
tively, around the centre of gravity,M is the sum of moments acting
on the kite and J the inertia matrix, given by Equation (4). The ki-
netic velocity is defined by Equation (5).

Vk ¼ Vw � Va; (5)

where Va is the apparent wind velocity and Vw is the wind velocity.
Conversion between reference frames can be done by using two

rotation matrices. The rotation matrix from body-fixed(B) to iner-
tial(O) reference frame is given by Equation (6).

ROB ¼ �rOB1
; rOB2

; rOB3

�
; (6)

with column vectors given by:

rOB1
¼

2
664
cos jcos q

sin jcos q

�sin q

3
775;

rOB2
¼

2
664
cos jsin qsin 4� sin jcos 4

sin jsin qsin 4þ cos jcos 4

cos qsin 4

3
775;

rOB3
¼

2
664
cos jsin qcos 4þ sin jsin 4

sin jsin qcos 4� cos jsin 4

cos qcos 4

3
775;

where 4, q and j are the three Euler angles. The rotation matrix
from inertial(O) to wind(W) reference frame is shown by Equation
(7).

RWO ¼
2
4 cos p sin p 0
sin p �cos p 0
0 0 �1

3
5: (7)
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2.2. Flight control and flight path planning

In the following, a concise description of the utilised control
system is given. For a detailed derivation, please refer to
Refs. [14,25]. Both inner and outer loop of the controller need to be
used. The inner loop is responsible for the determination of the
actuator inputs and the outer loop for calculating the required roll,
pitch and yaw angles. The flight controller needs to guide the
aircraft along a defined figure of eight flight path during the trac-
tion phase and a vertical arc back during the retraction phase.
During the traction phase the required course and path angle rates
_ck; c and _gk; c are directly calculated based on the optimised path
curvature as well as the current relative position of the aircraft with
respect to the path. During the retraction phase desired course and
path angles are based on the error with respect to the prescribed
retraction path. The reference angles are first passed through a
second-order reference filter (illustrated in Fig. 3) to smoothen the
change in values over time, similar to the figure of eight guidance.
The limits and u0 values are controller parameters specific for each
input parameter, and z0 is assumed to be 1.

The required angle of attack, aa and roll angle, ma are calculated
by inverting the path dynamics, which in turn determines the
necessary manoeuvre forces to follow the prescribed directions.
These reference angles are then tracked by the inner loop to
determine the required actuator deflections. First, the attitude
controller uses dynamic inversion to determine the angular rates of
the aircraft and then the rate controller calculates the required
change in moments. The aileron (da), elevator (de) and rudder (dr)
deflections can then be determined using Equation (8).

2
4 da
de
dr

3
5 ¼ 1

q
̄
A

2
66666664

1
b

0 0

0
1

c
̄

0 0
1
b

3
77777775
B�1
a Ma;d; (8)

where q
̄
is the dynamic pressure, A the wing surface area, b the

wing span, c
̄
the average wing chord, Ba the pre-computed control

allocation matrix given in Equation (9) and Ma,d the required roll
pitch and yaw moment increments.

Ba ¼
2
4 Clda ðaaÞ 0 Cldr ðaaÞ
Cmda

ðaaÞ Cmde
ðaaÞ 0

0 0 Cndr
ðaaÞ

3
5; (9)

where Cl, Cm, Cn are the roll, pitch and yaw coefficients, respectively
and calculated using Equations (10)e(12).

Cl ¼
L

0:5rV2Ab
; (10)
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Cm ¼ M
0:5rV2Ac

; (11)

Cn ¼ N
0:5rV2Ab

; (12)

where L,M and N are the roll, pitch and yawmoments, respectively.
For each, the derivatives with respect to the aileron, elevator and

rudder deflections are determined by assuming a linear relation
between coefficient and deflection. This value is then calculated at
different angles of attack (aa), and a second-order polynomial is
fitted to the outcome, given by Equations (13)e(17) for the refer-
ence kite described in Section 3.

Clda ðaaÞ ¼ �0:1704a2a � 0:0816aa þ 0:1572; (13)

Cldr ðaaÞ ¼ �0:0090a2a þ 0:0091; (14)

Cmda
ðaaÞ ¼ 0:0130a2a þ 0:0150aa þ 0:0125; (15)

Cmde
ðaaÞ ¼ 6:9679a2a � 0:0076aa � 1:9224; (16)

Cndr
ðaaÞ ¼ �0:0763a2a þ 0:0767: (17)

Finally, at each time step in the simulation, the control allocation
matrix is then reconstructed from the pre-computed polynomial
coefficients and the current angle of attack. This is found to be
sufficient to control the aircraft. Nonetheless, the better these
values represent the actual aircraft response, the better the
controller can predict the outcome and act accordingly. All values
are determined using the same approach as done for the aero-
dynamic coefficients in Section 3.3, using the FSI algorithm from
Ref. [26].

Each commanded deflection is then passed through a first order
reference filter (illustrated in Fig. 4), with rate and position limits to
give the actual deflections. The first order reference filter has
similar bandwidth (5.6 Hz) and rate limits (2 rad s�1) for the aile-
rons, elevator and rudders.

2.3. Winch controller

The winch controller is a simplified version of the controller
introduced by Rapp et al. [14]. The reference torque is determined
by a PI controller where the input is the error between tether force
set point and the measured tether force at the ground station.
Although this simplification leads to less accurate force tracking,
the PI controller yields a more robust performance if winch accel-
eration limits are taken into account.

2.4. Tether model

A quasi-static lumped-mass tether model is implemented based
on [11]. This allowed the tether to be modelled at full stiffness of
Fig. 4. First-order reference filter.
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Dyneema® while keeping a simulation time step large enough for
fast simulations. The main assumption is that elastic vibrations are
neglected. An entirely dynamic simulation would require a very
small time step to capture the dynamics of a stiff tether material. In
Ref. [20] such an entirely dynamic tether model is used based on a
spring-damper lumped mass approach. However, the tether uses a
non-real (much lower) stiffness to reduce computational effort
raising questions about the validity of the results.

The quasi-static approach computes the steady state shape and
corresponding tension forces throughout the tether by means of a
shooting process starting at the ground station towards the kite (a
summary of this can be found in Ref. [11]). The shape is then a result
of an equilibrium between centrifugal forces coming from the
tether rotation and present external forces. The dominating forces
acting on the tether are assumed to be gravity and drag. The tether
length, wind speed at each discretisation mass, kite velocity and
position are known at each time step. A Trust-Region Dogleg
Method, adapted from the approach implemented by MathWorks
Inc. in Matlab R2019B [27], alternates the tether force and direction
at the ground station until the tether end is coincident with the kite
position (determined through a separate integration process).
Coincident means a magnitude of less than 1� 10�6 for the distance
between the two. The state vector is given by ½qn; 4n; Tn�T with the
tension force in the wind reference frame at the ground station
given by Tn ¼ Tn½sin qncos 4n; sin 4n; cos qncos 4n�T . Even though
[11] mentions other state vectors can be used instead (e.g. three
Cartesian coordinates), the spherical coordinates make it possible
to limit the solution to a positive definite force magnitude (i.e. no
compression) with arbitrary direction, as the magnitude is one of
the state parameters. This makes the implemented Trust-Region
Dogleg Method much more stable and establishes fast conver-
gence. However there might be algorithms that are more stable and
faster that were not tested in this work. Williams [11] uses a C
version of the cminpack solver in Netlib, but a complete framework
written solely in Matlab is preferred (Simulink does compile the
Matlab code into C for faster run-time). Fig. 5 shows the dis-
cretisation of the tether in a number of particle masses and the
force equilibrium at each mass. The detailed tether characteristics
used during all simulations are given in Table 1.

The equations of motion are given by Equation (18) for dis-
cretised mass.

mj €pj ¼ T j�1 � T j � Fg
j þ Fd

j ; (18)

where Fg
j and Fd

j are the external gravitational and drag forces,
Fig. 5. Discretisation and force equilibrium of the tether exposed to a vertical wind
profile given in the wind reference frame.



Table 1
Detailed tether characteristics.

Parameter Value Unit

Diameter (d) 0.0297 m
Linear density (rt) 0.6729 kgm�1

Normal drag coefficient (CN) 1.2 -
Axial elastic modulus (E) 116 � 109 GPa
Number of masses (Np) 15 -

0.5 1
Wind speed [-]

10

100

200

300

400

500

600

700

800

A
lti

tu
de

 [m
]

Ijmuiden
Cabauw

Fig. 6. Vertical wind speed profile normalised to the maximum occurring wind speed,
which is at 250 m altitude (Vw, 250) for Ijmuiden and at 500 m altitude (Vw, 500) for
Cabauw. Only Ijmuiden is used throughout this work.
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respectively. The dominating external forces are given by Equations
(20) and (21). €pj is the acceleration of the particle assumed to be
only the centrifugal component calculated from Equation (19) and
mj is the particle mass.

€pj ¼
�

pkite
norm pkite2

� vkite

�
�
��

pkite
norm pkite2

� vkite

�
� pj

�
;

(19)

Fg
j ¼ �0; 0; mjg

�T
; (20)

Fd
j ¼ �1

2
rtLjdCNnorm vnj v

n
j ; (21)

where pkite and vkite are the position and velocity of the kite,
respectively, rt is the linear density, Lj the unstrained segment
length, d the diameter and CN the normal drag coefficient of the
tether. vrj is the relative wind velocity at each segment with its

normal ðvnj Þ and tangent ðvtj Þ component computed by Equations

(22)e(24).

vtj ¼
 

pj�1 � pj
norm pj�1 � pj

,vrj

!
pj�1 � pj

norm pj�1 � pj
; (22)

vnj bvrj � vtj ; (23)

vrj ¼ vj � Vw; j; (24)

where Vw,j is the wind speed at particle height.
Equation (18) can be used to calculate Tj�1 from Tj in the

shooting process up to the kite attachment point, knowing the
external forces and particle acceleration. Assuming Hooke's law the
position of mj�1 can be determined using Equations (25) and (26).

lj�1 ¼
�
norm T j�1

EA
þ 1
�
Lj; (25)

pj�1 ¼ pj þ lj�1
T j�1

norm T j�1
; (26)

where lj-1 is the strained segment length, E the axial elastic
modulus and A the cross-sectional area.

2.5. Wind field

For accurate power predictions, it is important to know how the
wind speed varies with altitude would be. A common assumption
for conventional wind energy applications is a logarithmic wind
speed profile [28]. This profile is generally suitable up to an altitude
of 200 m. As airborne wind energy systems operate in higher alti-
tudes, the logarithmic profile is not valid anymore. Therefore it is
chosen to use a reference site with a measured wind profile to
141
represent the variation with altitude during all simulations pre-
sented in this paper. The reference site is chosen to be the Ijmuiden
offshore wind speed measurement tower, taking the average wind
speed profile given in Ref. [29]. The profile is normalised by the
maximum wind speed and can thus be scaled to each operational
wind speed of the power curve. As this is offshore wind, the wind
speeds vary less with altitude than an onshore location (e.g. Cab-
auwwindmeasurement tower). As the measured wind speeds only
go as high as 600m altitude it is assumed that the wind speed stays
constant from the altitude where the maximum wind speed was
measured. For Ijmuiden the maximum occurs at 250 m altitude.
This approach allows the optimisation algorithm to freely change
the height where the system will operate under specific wind
conditions. This assumption seems reasonably valid as the influ-
ence of the earth surface is negligible above the atmospheric
boundary layer. LIDAR measurements performed by Sommerfeld
[30] show similar behaviour. Another approach could be to use the
entire measured wind profile and limit the operational altitude to
600 m. Fig. 6 represents the normalised average wind profile of
Ijmuiden and Cabauw. Cabauw is then disregarded throughout the
rest of this work and the wind shear for Ijmuiden is applied.

2.6. Optimisation strategy

Themaximum average pumping cycle power is used as themain
objective during all optimisations. The parameters chosen to be
varied are shown in Table 2. A Covariance Matrix Adaptation Evo-
lution Strategy (CMA-ES) optimisation method [31] evolves the
parameters between each optimisation step by minimising a given
objective. A relatively short list of variables is chosen to keep the
optimisation time down and these were found to have the most
influence on the pumping cycle convergence and power outcome.
However, the framework allows for an arbitrary number of system
parameters to be optimised. For the full set of simulation parame-
ters, one may refer to the dataset [32] Matlab file “initAllSimPar-
ams_DE2019.m”. Please note that even though an optimisation is



Table 2
Operational and controller parameters varied during optimisations.

Controller Flight path Tether

Kp winch Figure-8 roundness Traction force
Ki winch Figure-8 width Retraction force
Kp;ma

Elevation : Tether length min.
Kp;aa Transition elevation : Tether length max.
Kp,c traction Initial elevation :

Kp,g traction Retraction arc radius
Kp,c retraction
Kp,g retraction
Ki,c retraction
Ki,g retraction
Kp roll
Kp pitch
Kp yaw
u0 roll
u0 pitch
u0 yaw
u0,c retraction
Kp brake
Ki brake

Fig. 7. Rendering of the airborne component of the MegAWES large scale airborne
wind energy system.
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performed, the goal of this researchwas not the arrive at an optimal
controller configuration and flight path. The optimisation can
therefore also be seen as a sub-optimised design space exploration
of controller parameters and flight path shapes.

The algorithm follows a specific objective. Several penalties are
applied in order to steer the evolution of variables in the desired
direction. The simulation is terminated when violating the
maximum allowable tether force (Ft). Penalties are applied for:

, Exceeding the maximum angle of attack (aa)
, Exceeding the maximum sideslip angle (b)
, Flying too far from the desired trajectory,
e Distance during retraction (εg)
e Distance during traction (Cross-track error) (εc)

, Having a too high maximum cycle apparent wind speed (Va)
, Aggressiveness of the winch in terms of accelerations (awinch)

These penalties are then added to minus the average produced
power (Pavg). The cost function (C) is given by Equation (27)and
applies only to logged signals from the last pumping cycle before
the convergence criteria is met (see Section 4.1). The optimisation
strategy is an objective minimisation problem, hence the minus
sign in front of the average power. When no convergence occurs,
the power is determined by the total time simulated, the number of
pumping cycles performed and the accuracy in following the pre-
scribed flight path. To this power a total error of 7 � 107 is then
applied.

C ¼ pðεg�xy;εg�z;εcÞ þ pb þ paa þ pVa
þ pWAcc

� Pavg; (27)

with

pðεg�xy;εg�z;εcÞ ¼ 103,
�
max

	
max

	
εg�xy


�
100m� 1;0



þmax

	
max

	
εg�z


�
150m� 1;0



þmaxðmaxðεcÞ=150m� 1;0Þg

pb ¼ 103,maxðmaxðbÞ=20� � 1;0Þ
paa ¼ 106,maxðmaxðaaÞ=4:2� � 1;0Þ
pVa

¼ 102,max
�
maxðVaÞ

.
90ms�1;0


pWAcc

¼ 103,VarðawinchÞ
Pavg ¼ MeanðPÞ
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3. Reference system

The tethered kite design is detailed in this section. Fig. 7 is a 3D
render of the kite (only for illustrative purposes). The key features
of this design are presented here accompanied by their design
choices. A more comprehensive description of the design process is
given by Ref. [16].

The prospective size of the Ampyx Power AP-4 kite formed the
basis of the design of this reference system [33,34]. However, at the
time, the AP-4 kite was not yet designed and thus the planform of
the AP-3 kite was taken [35] as an inspiration instead. This lead to
the choice of using a twin-fuselage configuration, which allows for
a split of the required propulsion power during take-off (and
landing) between the front of each fuselage. The tether attachment
point has also been taken similar to the AP-3 kite. The single tether
is connected near the kite's centre of gravity, between the fuselages,
directly under the main wing. Even though multiple tethers can
provide a beneficial amount of redundancy, the loss in power due to
an increase in tether drag outweighs drives the choice for only one
tether. Adding multiple tether to the system would also add addi-
tional complexity and extra material and maintenance costs,
increasing the energy price, which is a disadvantage on the eco-
nomic market [17].

An illustration of the wing and its primary dimensions are
shown in Fig. 8. Table 3 gives a brief summary of the planform
parameters of the main wing, fuselages, tail and tether.

In Section 3.1, the airframe layout is further discussed. In Section
3.2, the wing skin layup is given, which properties were needed
during the kite design phase but not in the simulations of this work
as no aeroelastic analysis is performed. However, the predefined
lookup tables are determined using an aeroelastic (FSI) algorithm,
which needs the structural characteristics of the wing as an input.
In Section 3.3, the kite aerodynamic properties are provided.

3.1. Airframe layout

The centre of gravity in Table 3 is in the body-fixed reference
frame (Fig. 8). The wing span is chosen in such a way that,
combining it with two different chord lengths at the root and tip, an
approximate wing surface area of 150 m2 could be achieved at an
aspect ratio of 12. The span and chord lengths were then fixed
throughout the rest of the design process. The front and back spar
positions and the number of ribs were determined by initial opti-
misations tomaximise the wing load factor (i.e. the buckling failure
load divided by weight). The ailerons are sized based on the
approach in Ref. [36]. The ailerons extend from 60 to 90% of the
half-span. The 10% at the wing tip is not used for the aileron as the
tip vortices would provide little control effectiveness. Historical



Fig. 8. Planform of the kite.

Table 3
General planform parameters of the wing, tail and fuselage.

Parameter Value Unit

Centre of gravity �1.67, 0, 0.229 m,m,m
Inertia Jxx 5.7680 � 105 kgm2

Inertia Jyy 0.8107 � 105 kgm2

Inertia Jzz 6.5002 � 105 kgm2

Total aircraft mass 6885.2 kg

Wing:
Span 42.47 m
Chordroot 4.46 m
Chordtip 2.11 m
LE sweep 2 �

Aspect ratio 12.0 -
Surface area 150.45 m2

Airfoilroot RevEHC [16]
Airfoiltip RevEHC [16]
Front spar 33.3 % clocal
Back spar 43.4 % clocal
Aileronroot-inner rib 60 % b1

2
Aileronroot-outer rib 90 % b1

2
AileronLE-spar 75 % clocal
Number of composite ribs 46 (þ2 wingtips) -
Twistroot (YB,þ rotation) 5 �

Twisttip (YB,þ rotation) 0 �

Horizontal tail/Elevator:
Span 7.6 m
Chord 2.8 m
Airfoil NACA 0012

Vertical tail/Rudder:
Span 3 m
Chord 2.8 m
Airfoil NACA 0012

Fuselages:
Length 20 m
Radius 0.6 m
XNose�LEwing

6.5 m
YRoot-Fuselage 3.8 m

Table 4
Semi-wing detailed planform description at the root, rib locations and the tip.

LE YB m TE YB m Chord m Twist � dx, sweep m

0 0 4.4640 5 0

0.2 0.2 4.4640 5 0
1.0091 1.0091 4.4640 5 0
1.9182 1.9182 4.4640 5 0
2.8273 2.8273 4.4640 5 0
3.7361 3.9369 4.4623 4.9375 �0.00088
4.6469 4.845 4.4051 4.9376 �0.01679
5.5515 5.9632 4.2853 4.6987 �0.047491
6.4679 6.8681 4.1635 4.4374 �0.079494
7.3693 7.7825 4.0381 4.1770 �0.11097
8.2865 8.6868 3.9108 3.9191 �0.14300
9.1874 9.5751 3.7858 3.6581 �0.17446
10.1046 10.4794 3.6588 3.4034 �0.20649
11.0056 11.3676 3.5340 3.1459 �0.23795
11.9228 12.2719 3.4072 2.8948 �0.26998
12.7228 13.0607 3.2965 2.6192 �0.30145
13.7409 14.0645 3.1561 2.3947 �0.33348
14.6419 14.9528 3.0318 2.1332 �0.36494
15.5591 15.8571 2.9054 1.8665 �0.39697
16.4600 16.7453 2.7813 1.5954 �0.42843
17.3773 17.6496 2.6551 1.3295 �0.46046
18.2782 18.5379 2.5311 1.0593 �0.49192
19.1954 19.4422 2.4050 0.7942 �0.52395
19.9955 20.2310 2.2950 0.5184 �0.55542

21.0136 21.2347 2.1551 0.2604 �0.58745
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guidelines on the aileron chord length show that for an aileron that
spans 30% of the semi-wing, the chord should take up about 25% of
the wing section chord. Sweep is mostly introduced for aero-
dynamic reasons, increasing the velocity at, which shockwaves are
observed on the wing. However, a swept-back wing tends to have a
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higher divergence speed than an unswept wing [37]. No large
sweep is necessary, mainly because in the expected velocity
regime, shockwaves are not expected to occur. Also, a low sweep
increases the general efficiency of the wing by attaining a high
aspect ratio at a similar span.

The design process done in Ref. [16] focused mainly the internal
structure of the wing and the set up of a simulation framework that
could potentially optimise the system for a desired objective.
Therefore, the dimensions of other structures were fully deter-
mined by rough estimations. The size ratios of the AP-3 kite are
used to calculate the surface dimensions. However, these ratios
were not provided by Ampyx Power.

Table 3 shows the determined design parameters. The stability
of the aircraft is monitored closely throughout the simulations to
make sure the aircraft can perform its pumping cycle and small
corrections were made accordingly.



Fig. 9. Top skin layup thickness distribution [16].
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Table 4 shows a detailed description of the wing planform
necessary in combination with Table 3 to reconstruct the wing.
Each ‘leading edge(LE) YB’ position is measured from the root in
spanwise direction along the YB axis. The chord length is the
(rotated) length of the rib at the specified position. The twist is the
structural rotation of the airfoil sections in order to achieve higher
angles of attack at the root and lower at the tip to reduce the lift-
induced drag and increase the buckling load. Another benefit
from this is to make sure the root stalls before the tip. This makes
sure the ailerons can still function properly when the first signs of
stall are present [38]. dx, sweep is the distance to the leading edge of
the rib along the XB axis, each rib is moved backwards to account
for sweep and is measured from the unswept leading edge position.
Rotz is the rotation of the rib to become perpendicular to the
trailing edge(TE). The trailing edge is swept forward to increase the
aspect ratio of the wing.
Fig. 10. Bottom skin layup thickness distribution [16].
3.2. Wing skin

The composite layup of the wing skin panels are designed for
the root and tip sections, while interpolating linearly between
them to eight sections. This is done by assigning a number of
spanwise skin panels, one determined between two consecutive
ribs, to each of the eight sections. Whenever the number of panels
cannot be divided by eight, the number of panels is sorted in
descending order from root to tip, allowing for more panels with
higher thickness at the root. The number of layers are then deter-
mined by an optimisation procedure.

For each skin panel the layup consists of a [45�N, � 45�N, 45�N,
0�N] ply orientation, where N denotes the number of layers. Table 5
shows the MSC Nastran (software) material properties used for
each layer.

Fig. 9 shows the distribution of the layup thickness over the
wingspan of the top skin. Fig. 10 shows the distribution of the layup
thickness over the wingspan of the bottom skin.

On both surfaces, top and bottom, it can be noted that the
thicknesses increases when moving from the tip to the root, which
one may expect. This comes from the bending moment that in-
creases significantly towards the root. In other words, the com-
posite plies have to withstand a higher loading and thus must be
stronger. Because of the linear interpolation method between the
root and the tip, no local buckling phenomena can be noted. On the
bottom surface is can be clearly seen that the wingbox takes up
most of the loads acting on the wing. Also on the top it can be seen
that the wingbox has the highest thicknesses. The increased
Table 5
MSC Nastran material properties of the 45�and the 0�UD plies.

Parameter ±45�fabric UD 0�tape Unit

Material type MAT8 MAT8 -
Layer thickness 0.0002 0.00017 m
E1, longitudinal 3.83 � 1010 1.12 � 1011 Pa
E2, lateral 3.83 � 1010 6.9 � 109 Pa
n12 0.3 0.3 -
G12 4.70 � 109 9.9 � 109 Pa
G1Z 4.70 � 109 9.9 � 109 Pa
G2Z 2.35 � 109 4.9 � 109 Pa
r 1600 1600 kgm�3

A1, thermal 0 0 K�1

A2, thermal 0 0 K�1

Tref 0 0 K
Xt 8.88 � 108 2.10 � 109 Pa
Xc 8.88 � 108 1.73 � 109 Pa
Yt 8.03 � 108 56.5 � 106 Pa
Yc 8.18 � 108 56.5 � 106 Pa
S 1.07 � 108 1.02 � 108 Pa
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thicknesses present on the rear part of the wing are most likely
occurring due to twist in the wing.

3.3. Kite aerodynamics

For simplicity, it is chosen to use pre-computed static aero-
dynamic coefficients to determine the aerodynamic forces and
moments. The wing and tail surfaces are calculated separately and
summed. The forces (and moments) generated by the fuselages are
neglected. However, the fuselages are taken into account for the
determination of the kite's centre of gravity.

Thewing's aerodynamic properties are determined using the FSI
algorithm described in Ref. [26]. The three-dimensional wing is
analysed between the minimum and maximum angles of attack of
the linear regime in the lift versus angle of attack curve. The
computation of these angles is described in Ref. [16]. The calculated
lift and drag coefficients are shown in Fig. 11. The angle of attack is
the angle between the relative flow velocity at the aircraft, also
denoted as apparent wind velocity, and the XB-axis of the body-
fixed reference frame, which is aligned with the fuselages. The
lowmaximum angle of attack is caused by the wing twist and a not
optimal performing airfoil design. The pitch moment coefficient
versus angle of attack is also given in Fig. 11. The roll coefficient at
maximum aileron deflection (±35�) is also pre-computed by the FSI
algorithm. The controller assumes a deflection between 1 and -1.
The amplitude is then damped by the roll rate and then multiplied
by the maximum roll coefficient (0.1424 [-]).

The aerodynamic properties of the elevator and rudder are also
determined by pre-computed coefficients presented in Fig. 12.
However, for these control surfaces, only the lift and drag are used,
the pitch moment is neglected and the coefficients are not deter-
mined by the FSI algorithm but by using RFoil [39] and corrected for
three-dimensional effects using the aspect ratio and lift-induced
drag. The elevator and rudder are all moving tail surfaces. The
angle of attack for the rudder is different than for the wing and
elevator. For the rudder, this angle is assumed to be the sideslip
angle. RFoil estimations are done for the NACA-0012 airfoil at a
velocity of 60 m s�1 and a Reynolds number of 6 � 106.

4. Results

In this section the results from several pumping cycles are
shown. At each data point in Fig. 20, optimisations were performed
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for the parameters and strategy given in section 2.6. All shown
results here are taken at 22 m s�1 maximum wind speed (Vw, 250)
unless stated otherwise.
0 50 100 150
Time [s]

-20

Fig. 13. Instantaneous mechanical cycle power at Vw, 250 ¼ 22 m s�1, including average
power and the outcome of Equations (29) and (31). The grey area marks the reel-in
phase.
4.1. Convergence criteria

The results presented in this section are all for a converged
simulation. Convergence is achieved when the difference in
average cycle power, between two consecutive pumping cycles, is
lower than a prescribed threshold and a minimum of three
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pumping cycles are performed. The threshold increases with every
cycle flown, as an increase in flown cycles also indicates a stable set
of simulation parameters but might have a slightly higher differ-
ence between pumping cycles. Equation (28) shows the increase of
the power threshold. With a minimum of three cycles, the
threshold starts at 130 kW and increases then each pumping cycle
with 43.3 kW. Convergence is measured at the end of the retraction
phase. When convergence is met, the simulation stops and the
results are taken for the last flown pumping cycle.

Threshold ¼ 130
3

,N� cycles ½kW�: (28)
4.2. Pumping cycle

Fig. 13 illustrates the instantaneous mechanical power over a
complete pumping cycle. During the figure-of-eight manoeuvres,
the system loses power in upwards flight due to a short reel-in of
the tether to counteract gravity. As the current kite is still relatively
heavy, the winch retracts quickly to compensate for the loss in
tension. On average, the system produces a mechanical power of
3.6 MW.

The theoretical peak cycle power of kites flying crosswind ma-
noeuvres at an elevation angle b is calculated using Equation (29)
with the values given in Table 6. This equation is Loyd's peak po-
wer [40] with additional cosine losses [41].

Pmax ¼ 4
27

PwA
C3
L

C2
D;eff

cos3b; (29)

where Pw ¼ 1
2 rV

3
w is the wind power density, C3

L =C
2
D;eff is the non-

dimensional force ratio during reel-out and CD,eff is given by
Equation (30). This ratio, when not taking the tether into account, is
also known as the climb factor in aircraft performance [42].

CD;eff ¼ CD;kite þ
Cd; cylltetherdtether

4 A
: (30)

The aerodynamic curves from Fig. 11 combined with the logged



Table 6
Loyd and Costello et al. parameters.

Parameter Value Unit

Wind power density (Pw) 6.52 � 103 Wm�2

Kite surface area (A) 150.45 m2

Effective drag coefficient (CD,eff) 0.2454 -
Lift coefficient (CL) 1.76 -
Tether length (ltether) 797.2 m
Elevation angle (b) 30 �

Peak power without tether (Pmax) 15.5 MW
Peak power with tether (Pmax) 8.50 MW
Efficiency factor (e) 0.51 -
Maximum power harvesting factor (z) 11.6 -

Restrictive average power ð~PÞ 5.86 MW
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Fig. 14. Tether force magnitude at the kite (top) and the reel-out speed (bottom) at Vw,

250 ¼ 22 m s�1. The grey area marks the reel-in phase. Please note that the reel-in
phase is determined by the flight state, not the (negative) value of the reel-out speed.
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angle of attack values during the traction phase of the converged
pumping cycle are used to calculate the position where maximum
C3
L =C

2
D;eff occurs during the traction phase of a converged pumping

cycle. The maximum ratio with tether drag happens at a different
simulation time than without. The peak power calculated by
Equation (29) is higher than the simulated peak power when not
taking the tether into account. However, when approximating the
influence of tether drag on CD, which is shown by Equation (30), the
peak power is expected to be lower. Equation (29) predicts the
maximum power that theoretically can be achieved. Therefore,
normally one would expect a lower peak power from the simula-
tion than predicted. Tether drag is taken into account during sim-
ulations and thus can be seen that the simulations have a higher
peak power than expected. However, the difference can be
explained by the dynamic effects of gravity, which are not taken
into account by Loyd. The peak power occurs during a downwards
flight, which supports this statement and can also be observed in
Fig. 17.

Another theoretical comparison is made by following the
approach of Costello et al. [43]. Equation (31) shows the analytical
relation of the restrictive average power for a generic kite system.

~P ¼ ePwAz; (31)

where ~P is the restrictive (upper boundary) on average power a
generic kite system could produce, z is the maximum power har-
vesting factor given by Equation (32) and e is the efficiency factor
given by Equation (33).

z ¼ 4
27

"
C3
L

C2
D;eff

#
average

: (32)

e ¼ cos3
�
bþ sin�1

�
norm Fdrag
norm Faero

sin bþ mg
norm Faero

cos b
��

;

(33)

where
The simulated average power is indeed lower than the upper

boundary calculated analytically using the values in Table 6. The
main difference comes from the power loss during reel-in, which is
not taken into account analytically but is taken into account from
the simulation results. Small errors occur due to the averaging of
aerodynamic forces as well as the elevation angle, which is
assumed constant.

Fig. 14 shows both the continuous tether force and reel-out
speed. For a better understanding, the maximum allowable tether
force and the tracked set-point is shown in the same graph. It is
clearly visible that the winch controller has problems tracking the
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set-point. This is one of the difficulties when using a relatively
simple controller. The previously mentioned power loss effect
during figures of eight is shown by the reel-out speed.

During the retraction phase, there is a low tension kept on the
tether. This is necessary to prevent snapping when transitioning
back into traction. This way the dynamics between the kite and the
tether are better synchronised to prevent a rupture. During early
point-mass simulations similar to Ref. [20], this effect was not
observed as the aircraft's response was much faster due to the lack
of inertia. Optimisations performed for the point-mass system,
therefore, result in a more sagging tether during retraction, mini-
mising the tether force and thus minimising the loss of power.

Fig. 15 shows the apparent wind speed, the angle of attack and
the sideslip angle the kite endures during its pumping cycle. Fig. 16
gives an insight in the lift over drag ratio during flight. As this
pumping cycle is a result of power optimisations it can be clearly
seen that in order to maximise power, the kite prefers high lift
(maximum angle of attack) during traction. This disregards the
effect that aerodynamic drag is significantly higher, lowering the L/
D. During retraction the kite pitches to the angle of attack where
high lift over drag occurs creating a more effective glide ratio back
towards the ground station. Due to the phenomena around tether
snapping, this effective glide ration cannot be maintained during
the whole retraction phase. Fig. 16 also shows the tether length, the
small moments of retraction during figure-of-eight flight are visible
together with the shortcoming of the winch controller. When the
retraction phase is initiated, characterised by the sudden increase
in kite lift over drag, the tether is still reeling-out. Part of this is
caused by the dynamic effects of the winch (e.g. inertia) but the
other part by the current control approach. These effects can be
seen in opposite direction at the start of the pumping cycle, where
the tether is still reeling in even though the traction phase is
initiated. This results in the highest negative peak of power.
4.3. Flight paths

In Section 2.6 different parameters that have an influence on the
flight path are presented, which are varied during optimisations.
This way the flight path strategy is only prescribed; traction phase
consists of figures of eight at an elevation angle and during
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Fig. 17. Optimised flight path at Vw, 250 ¼ 22 m s�1 including the power production at
each stage.
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retraction an arc is flown back towards the ground station at the
outer edge of the figure of eight. Transition from traction to
retraction occurs at maximum tether length and the transition back
to traction occurs when the kite passes the xW (wind reference
frame) position of the retraction target. Then the optimisation al-
gorithm is free to change the flight path by alternating the geom-
etry and position in space. The path resulting from the optimisation
performed at Vw,250 ¼ 22 m s�1 is illustrated in Fig. 17, which is
coloured by the continuous power production. The statementmade
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in Section 4.2 about the tether force being kept during retraction
can be clearly seen now. The power production is negative during
this phase due to the tether force (always positive) and the negative
reeling speed. Also the loss of power during upwards flight (reel-in
to counteract the loss in tether force due to gravity) at the outer
edges of the figure-of-eight can be observed.

The influence of wind speed on the resulting flight path is
shown in Fig.18. At very lowwind speeds the systemhas difficulties
producing power. The lower wind speed decreased the aero-
dynamic force magnitudes, lowering the tension force. The winch
controller tracks the tether force, meaningwhen the pulling force is
not high enough, it slows down the reel-out speed resulting in a
much more densely packed number of figures of eight than at a
higher wind speed. At a wind speed of 30 m s�1 the system is
limited during traction by the maximum tether force but loses
more power during retraction. This has the effect that the retraction
phase is kept short compared to lower wind speeds. Another effect
of the high wind speed is on the controllability of the kite; it be-
comes much harder to perform the required manoeuvres when the
tension force on the tether cannot be increased due to tether
rupture prevention.

A final comparison is made between optimisations for the point
mass assumption (3DoF) and a rigid body dynamic kite (6 DoF)
illustrated in Fig. 19. Both optimisations were performed using the
same limits and wind speed. It is clearly visible that the point-mass
kite can perform more thin and compact figures of eight. A more
Fig. 18. Optimised flight paths at different maximum wind speeds.



Fig. 19. Optimised flight paths at Vw, 250 ¼ 22 m s�1 including the power production at
each stage for both 6 DoF and 3DoF simulations.
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efficient course is flown, which results in a higher average power
for the pumping cycle. Especially the steeper slope during the
retraction phase contributes to less power loss due to more tether
sag and thus lower tension forces. The point-mass assumption
neglects the kite's inertia, making it easier to prevent tether rupture
(snapping) when transitioning from retraction into the traction
phase.

4.4. Power curve

The outcome of different optimisations at a range of wind
speeds between 8 and 30 m s�1 can be found in Fig. 20. In the
beginning, similar to conventional wind turbines, the power seems
to follow a cubic relation with respect to wind speed. This could
also be expected from Loyd's theoretical equations. However, from
about 20 m s�1 the curve flattens to a maximum and increasing the
wind speed further would even decrease the average power pro-
duced over a pumping cycle. As described at the end of Section 4.3,
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also shown for comparison.
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this is caused by the retraction phase. A perfect gliding flight cannot
be maintained during retraction as tension is required to be on the
tether when transitioning back to traction to prevent it from
rupturing when the tether suddenly straightens from a large sag-
ging condition. A small sag will occur however the tether tension at
the ground station is kept higher than zero. This causes an increase
in power loss during reel-in with increasing wind speed. As the
power produced during traction is limited by the maximum tether
force, the curve cannot continue to follow the cubic relation.
Another effect on this curve would be the generator rated power,
however, this is not taken into account in this work. To illustrate the
cubic law, a cubic fit to the data between 8 and 20 m s�1 is also
shown in Fig. 20. The simulation only determines the mechanical
power. In order to approximate the electrical power from con-
verting mechanical power, Equation (34) is used [44]. The gener-
ator, motor and battery efficiencies of Table 7 are taken into
account. The power during reel-out Pm, o is averaged over the full
pumping cycle. The same is done for the power produced during
reel-in Pm, i, which is negative. During reel-out, only the generator
efficiency is applied. During reel-in, the power comes from a bat-
tery where it was previously stored and then the tether is retracted
by a motor, which therefore requires two efficiencies. The
maximum electrical power is approximately 3 MW.

Pe ¼ Pm; oavg
hg þ

Pm; iavg

hmhb
(34)

5. Conclusions and outlook

The reference kite and simulation framework presented in this
work are a big step toward a fully open-source benchmark for
Ground-Gen airborne wind energy systems by operating in
pumping cycles. Whether one uses these simulations to cross-
reference results or to further improve sub-components of the
system, this framework can provide a solid starting base for more
realistic simulationsdaccelerating developments for a more
renewable future based on airborne wind.

The most important details of a large-scale multi-megawatt
Airborne Wind Energy reference aircraft, simulation framework
and power optimisation strategy are presented. The simulation
framework consists of a dynamic system model, which couples the
airborne system (e.g. kite aerodynamics and control), a quasi-static
tether model, ground station and environmental physics. Possible
flight paths are given for the reference kite at different wind speeds
to produce megawatt power. The quasi-static tether model allows
stiff tether materials to be used during fast simulations of an
airborne wind energy system.

The power curve shows very similar behaviour to regular wind
turbines at lower wind speeds. At higher wind speeds, the retrac-
tion phase costs more power and thus an optimal wind speed can
be obtained for maxim power. Maximum mechanical power of
3.6 MW is found, and including conversion losses of the electrical
drive train the maximum electrical power is estimated at 3 MW.

The current results outline the potential of a 150m2wing, which
is able to generate multiple megawatts of power. However, the
Table 7
Electrical power efficiencies [44].

Parameter Value

Generator efficiency (hg) 90%
Motor efficiency (hm) 90%
Battery efficiency (hb) 95%
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current winch controller has difficulties tracking the tether force
set-point. Therefore, during traction, the average tension force is
lower than what the tether could withstand. Changing the winch
model itself could also improve the tether force behaviour. If a more
realistic physical representation of the winch is implemented (e.g.
inertia, drum size, generator efficiencies), the controller might
respond better, causing the results to approach reality more closely.
Another method for improving the winch response is to change the
control strategy altogether, away from only tether force tracking
and include reel-out speed tracking, for example. This could result
in more quiet and stable system behaviour.

A small comparison with point mass dynamics shows the
importance of simulating a rigid body kite when looking at flight
path optimisations. More realistic power output estimations
require more detailed flight dynamics. For the current rigid body
kite flying an optimised flight path, experiencing a maximumwind
speed of 22 m s�1, the average mechanical power is 28.5% less than
its point-mass counterpart. This reduction can be directly derived
back to the effects of inertia. Assuming point-mass dynamics
instead of a rigid body, allows for a more efficient flight path.
Steeper retraction slopes can be flown, allowing for a shorter
retraction phase and lower tether force. Including inertia, results in
a flight path with lower tether sag. This increases the retraction
time and tether force and thus larger power consumption.

It must be noted that optimisations in this work are steered in a
particular direction by choosing the set of parameters to optimise
and inwhat range. As the current work focused on producing useful
results at low computational cost, not all controller and system
parameters were included in the optimisation. Increasing the
number of optimisation variables, should lead to different results
with the potential of increasing average power production of
pumping cycles. Also the reference design of the kite is not optimal.
Early structural optimisations were done to get to this design, but
many things were not considered yet. The lift over drag perfor-
mance of this aircraft is not very high; combining this with the fact
that the kite is quite heavy, the performance of this kite is not
meant to competewith conventional wind energy but does succeed
as a perfect starting point for further research on large-scale
airborne wind energy systems.

Ongoing work examines the behaviour of the system when us-
ing a higher fidelity aerodynamic model, taking into account fluid-
structure-interaction. However, continuing the developments of
the reference framework on all aspects are key in making this the
AWE benchmark like the NREL 5 MW wind turbine is for the con-
ventional wind energy industry.
Data availability

Both rigid body and point-mass simulation models, including all
controller algorithms and the reference design of the kite is avail-
able from Refs. [23,32] in open-access. Setting the degrees of
freedom to 6, and thewind speed to 22m s�1 results in a simulation
output similar to the data used in this paper. This framework can be
used for benchmarking and cross-validation of alternative simula-
tion frameworks developed by the sector.
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