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Sytze P. E. Andringa(B) and Neil Yorke-Smith
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Abstract. Simulation–optimization is often used in enterprise decision-
making processes, both operational and tactical. This paper shows how
an intuitive mapping from descriptive problem to optimization model
can be realized with Constraint Programming (CP). It shows how a CP
model can be constructed given a simulation model and a set of busi-
ness goals. The approach is to train a neural network (NN) on simulation
model inputs and outputs, and embed the NN into the CP model together
with a set of soft constraints that represent business goals. We study this
novel simulation–optimization approach through a set of experiments,
finding that it is flexible to changing multiple objectives simultaneously,
allows an intuitive mapping from business goals expressed in natural lan-
guage to a formal model suitable for state-of-the-art optimization solvers,
and is realizable for diverse managerial problems.

Keywords: Enterprise simulation · Constraint Programming · Deep
learning · Simulation–optimization

1 Introduction

Simulation is widely used both to evaluate enterprises and in enterprise plan-
ning [16,29]. By running a simulation based on an enterprise model under various
sets of parameters, one can get insight into how an enterprise might behave in
complex or future scenarios. Various managerial interventions can be analysed
for the likely outcomes. Hence, decision makers (DM) putting these models into
practice are often interested in finding optimal inputs with respect to an observed
‘problem’ [18]. A problem describes an undesired property of the system that
can be tackled by taking action. For the DM there is uncertainty about what
course of action is best to take [6]; simulation can provide insights.

However, finding these inputs by trying out them all through simulation
can be applied with only limited success on complex simulation processes, as
the number of possible inputs grows exponentially with respect to the number
of input parameters [18]. On the other hand, using a pure optimization model
– i.e., omitting simulation – can be incapable of capturing all complexities and
dynamics of a system [18]. Hence simulation–optimization (SO) seeks to combine
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the benefits of both by using simulation to represent the actual system and
optimization to find optimal simulation inputs [28].

Misinterpretation between DM and optimization model in a SO approach
can be disastrous, then, as it can result in the wrong problem being solved. As
such, a valid translation from problem description to formal model is crucial [1].
This translation is non-trivial. From a modeller’s perspective, existing enterprise
modelling (EM) methods offer only tenuous concepts of ‘problems’ [6]. From a
computational perspective, optimization models can be difficult for a DM to
understand, especially when the model is full of formal mathematics. Indeed,
Grossman [12] points out that the four common decomposition techniques used
in enterprise-wide optimization all have a mathematical basis, in the sense that
they aim to reduce the solution space or number of constraints. The emphasis
in the literature is on model performance rather than easing the DM’s process.
A practical example can be found in [32], where the optimization model for a
clothing line is modelled by several pages full of mathematical formulae.

This paper puts forward a novel use of Constraint Programming (CP), a
declarative paradigm for defining combinatorial optimization problems. CP is
seen as the closest approach to “the user states a problem, the computer solves
it” [8]. It allows one to describe diverse real-world problems through constraints,
i.e., statements which pose some relation among the problem’s variables [25].
Notably, the expressiveness of CP means its formal models can be more human-
like than, for instance, mixed integer programming models. Given a CP model,
algorithms called ‘solvers’ assign values to variables of the CP model such that
every constraint is satisfied. A constraint program thus only needs to express
what we want to solve, not how.

Many leading EM frameworks are descriptive in nature [29]. Since CP is
declarative, we argue CP can form an effective way to model problems in an
more understandable but computer-parsable format. This requires keeping the
CP model simple, which can be done by modelling complex properties of the
system by a simulation model and have this incorporated into the CP model
according to an automatic process.

Specifically, in this paper the simulation model is represented by a “model of a
model”, i.e., meta-model [15]. Meta-modelling techniques range from descriptive
representations of ontological concepts to algorithms to make faster approxima-
tions of complex computer code [3,15]. We focus on the latter, by represent-
ing the simulation model by neural networks (NN). NN are capable of learning
behaviour of complex systems and require little engineering by hand, making
them applicable in many domains [4,19,28]. In this paper, a NN is trained on
simulation data and automatically embedded into the CP model. We argue this
adds additional flexibility during the problem solving process, since a change of
objective can be evaluated without making additional simulation calls.

This flexibility can be desirable in various situations, for example when: 1)
The DM does not know all specifications of the problem it wants to solve (for
example, information by a third party is required) but does know how the system
currently behaves, and would like to make preparations such that problems can
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be solved on-the-go without making computationally expensive simulation calls.
2) The DM has a large collection of problems that needs to be solved, making
setting up a separate feedback loop for every problem infeasible. 3) The DM is
not able to do simulation during the problem-solving phase.

Summarising, the contributions of this paper to the literature are: 1) Show-
ing how an easy-to-understand CP program can be constructed which is inter-
pretable for solver software, starting from a descriptive problem description. 2)
Showing how NNs can be embedded in a CP model by means of empirical model
learning, such that no additional simulation calls are necessary when a different
problem needs to be tackled for the same enterprise. 3) Providing experiments
together with supplementary code for a novel SO approach that embeds a NN
into a CP model. 4) Showing how a pareto front can be approximated through
soft constraints, such that a DM can get proper insight in the scope of possible
actions and their impact on the system.

2 Background and Related Work

2.1 Constraint Programming

CP is an expressive yet practical approach to optimization, used in a wide variety
of applications [25,30]. It solves constraint satisfaction problems (CSP), which
consist of a set of variables, each with a domain of permitted values, and a set of
constraints specified in a logical formalism. A solution to a CSP is an assignment
of a value to every variable from its domain, such that all the constraints are
satisfied. Soft CSPs permit the constraints to be satisfied to a degree, rather
than binary satisfaction. Constraint Optimization Problems (COP) include an
objective function. For both CSP and COPs, the resulting model is passed to a
solving algorithm. A wide variety of such solvers, complete and incomplete, are
available, such as or-tools from Google.

Although CP and Mathematical Programming (MP) share a similar model-
and-solve paradigm – there is a set of decision variables, an objective function
to maximize or minimize and a set of constraints – CP is a more expressive
formalism. It can be thought of as a generalisation of mixed integer programming
to non-linear and non-arithmetic constraints [30]. Table 1 provides an overview
of the differences between CP and MP. Notably for the purpose of this paper,
the expressive nature of CP allows for models which are closer to human-level
expression of problems [9].

2.2 Closely-Related Approaches

The approach of this paper, elaborated in Sect. 3, has two main characteristics.
First, we use simple CP to model the problem. Second, we represent the sim-
ulation model automatically in an optimization model by representing it as a
NN.

Using CP in modelling enterprises and in business analytics is not a new
concept. Several studies couple Business Process Management with CP. These
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Table 1. Mathematical programming vs. constraint programming [13].

Mathematical programming Constraint programming

Typically restricted to linear and
quadratic problems

Typically discrete but also
continuous problems

Proves optimality with techniques
such as a lower-bound proof
provided by cuts and linear
relaxation

Proves optimality by showing that
no better solution than the current
one can be found

Algebra as theoretical basis Logic as theoretical basis
Requires that the model falls in a
well-defined mathematical category

Does not make assumptions on the
mathematical properties of the
solution space

Is specific to a class of problems
whose formulation satisfies certain
mathematical properties

Has no limitation on the arithmetic
constraints that can be set on
decision variables

Table 2. Black box optimization vs. empirical model learning [20].

Black box optimization Empirical model learning

Designed for problems without a
complex combinatorial structure
(discrete variables and non-trivial
constraints)

Tends to provide best results for
problems with a complex
combinatorial structure

Relies on performing simulation
during the search process

Simulation time has no direct
impact on the solver performance

Function that describes the system
is a black box

No black box assumption, allowing
exploitation of its structure during
the search process

typically focus on (complex) planning and scheduling problems and require the
DM to describe the flow of the system in the CP model [14,31]. In contrast, this
paper studies CP model that merely describe the problem to solve and do not
require the DM to describe how the system operates. Differently stated, the DM
can treat the simulation model as a black-box. As a result, the DM should solely
focus on describing what relation between simulation in- and outputs she would
like to be satisfied and does not have to consider details of internal processes,
as these are modelled by means of a simulation model. We believe this makes it
applicable to a wider variety of problems in the sense that the only requirement
is access to a simulation model, and easier to understand as the DM can describe
its problem in a more direct fashion.

The literature on SO tend to favour evolutionary search to find optimal simu-
lation inputs [18,28,33]. This is convenient when fast evaluation of the simulation
model is possible. However, if simulation is expensive – frequently the case with
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simulators – advanced techniques are necessary to limit the number of simulation
calls [20]. Table 2 summarizes the differences between empirical model learning
and classical black box optimization.

3 Methodology

Figure 1 provides an overview of our approach. The simulation model is assumed
to represent an enterprise; it can for example be derived from an enterprise
model [29]. How to design a qualitative simulation model is not in the scope
for this paper: the reader is refered to Kampik and Najjir [16], Laguna and
Marklund [18]. This section details the two main components of our approach,
namely the Neural Network and the CP model. Then, some specifications about
the solving procedure are discussed.

Table 3. Concepts from the meta-model presented by Bock et al. [6] and their CP
equivalents. A factual aspect describes something regarded as true, i.e., a constraint. A
goal is a metric to improve upon that is expressed by other metrics, i.e., an objective
function. Multiple stakeholders can be modelled by soft constraints, which provides
foundation to model individual preferences [27]. An action describes something that
can be undertaken, hence corresponds with a variable that can be decided upon.

Problem conceptualization meta-model CP equivalent

Factual aspect Constraint
Goal Objective function
Value Variable
Stakeholder preference Soft-constraint
Possible action Decision variable

3.1 The Neural Network

The first main component is a meta-model, derived from a simulation model
representing the behaviour of a system. This allows the DM to consult the meta-
model instead of the simulation, such that simulation calls do not have to be
made during the solving procedure. Deriving such a meta-model poses a trade-
off. On one hand it should reflect the simulation model properly. On the other
hand it should be convenient enough to allow optimization. This dilemma corre-
sponds with a fundamental computational reality, namely the trade-off between
expressiveness and tractability. A model should be detailed enough such that it
makes sense – it is expressive – but not too detailed because otherwise compu-
tations can not be made feasibly – it lacks tractability [7]. This paper proposes
using NNs as meta-model for several reasons:
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Fig. 1. Approach summarized. A simple NN is trained on simulation data. Next, busi-
ness goals and the trained NN are embedded in the CP model. By utilizing soft con-
straints and various weight and threshold parameters, an approximation of the pareto
front for the various objectives is formed.

– NNs are able to learn behaviour of opaque or very complex systems, with-
out requiring detailed knowledge of their components and interactions [4,19].
They are capable in dealing with both the non-linearity and uncertainty of
the underlying system [28].

– NN embeddings in optimization models have shown good performance in com-
parison to other combinations of optimization methods with machine learning
techniques [20].

– Compared to other machine learning techniques, NN are very capable in iden-
tifying what features are interesting and excel at handling high-dimensional
input data. The result is that NN require very little engineering by hand and
are applicable in many domains [19].

3.2 The Constraint Program

The second main component is the CP model. It intends to represent a problem
to be solved. There are three main aspects to be identified in problems, namely
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1) an as-is scenario which is considered to be non-optimal, 2) uncertainty about
what decision would lead to the preferred situation, and 3) a preferred situation
to achieve [6]. We construct the CP model accordingly:

1. The current situation is modelled by a simulation model and represented by a
trained NN. A NN can be embedded into a CP model, which allows expressing
constraints over the NN output [4].

2. Uncertainty is also incorporated by the NN. Training an NN creates a predic-
tive model. In other words, the NN is used to tackle the uncertainty involved
in the problem by giving insight in the correlation between variables and
parameters in the decision model.

3. The preferred situation is incorporated by the objective function. In our app-
roach, the objective function is expressed by soft-weighted constraints. The
main idea is that this helps in finding an approximation of the set of dominat-
ing solutions, also referred to as the pareto front. This provides good insight
into the solution space when dealing with multiple objectives.

It is reasonable to believe most – if not all – problems can be described by
elements also found in CP. This is based on the theoretical conceptualization of
a problem by a meta-model presented in Bock et al. [6], where the concept of
a problem is decomposed. The interconnection between this decomposition and
CP is shown in Table 3.

Fig. 2. Pseudocode for the restaurant CP model. It closely matches a MiniZinc imple-
mentation.

As noted in Sect. 2, constraints expressed in natural language can be for-
malised in CP at a higher level compared to other optimization methods. The
result is that constraints expressed by the DM describing what solution it aims
to seek can be conveniently expressed in the CP model. For example, CP makes
it convenient to state some relationship between variables should always be satis-
fied, such as ‘machine A should never produce more than machine B’ or ‘depart-
ment C should always have more employees than department D’; so-called global
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constraints are particularly useful [30]. Figure 2 shows an example CP model
that highlights its readability.

Our approach embeds a NN into a CP model by expressing the value of a
node as a function of values of nodes in a previous layer. This is based on the
concept of neuron constraints, which allow one to encode complex networks using
a limited number of basic components [4].

3.3 Soft Constrained Multi-Objective Solving

Most methods on multi-objective decision making in business analytics are poste-
riori, in the sense they obtain preference information – how much each objective
is preferred over the others – from the DM after computing solutions [33]. These
methods are useful when the DM is interested in the scope of actions she can
take – particularly useful when there is no single dominating solution – as multi-
ple solutions are provided instead of a single one. In CP, preference information
is the input, since the CP model is asked what inputs are necessary to satisfy
certain objectives. As such, the approach can be made posteriori by evaluating
a set of problems covering the variety of possible preferences.

Our approach does not require preference information beforehand as it con-
structs a type of soft CSP called a possibilistic CSP, in which a Weighted Soft
Constraint (WSC) is defined for each objective [27]. A WSC has a weight, indi-
cating the importance of it being satisfied, and a threshold. For a maximization
objective, the WSC is satisfied if the objective value exceeds the threshold, and
for a minimization objective if it does not. Then, random weights and thresh-
olds are generated in order to create a set of problem instances. Next, this set
of problems is solved. Their dominating solutions form the output.

3.4 Computational Solving

As just explained, our approach produces a set of soft CP problem instances.
These instances are solved and their solutions brought to bear upon the objec-
tives of interest to the DM (Fig. 1). This solving is done by existing solver soft-
ware.

However, a DM might encounter the solving procedure is slow depending on
the complexity of the enterprise and managerial problem being studied, raising
interest to speed it up. There are several ways this can be achieved. One way is
to reduce the complexity of the problem by using less variables, putting more
constraints on the problem to solve or discretizing continuous variables. The
trade-off here is that it limits the system in what solutions it is able to present.
Another method would be to reduce the complexity of the NN, by reducing the
amount of nodes and layers, which has a trade-off against accuracy. Alternatively,
the DM could experiment with different search strategies or solvers, and might
find one that works particularly well on its problem. An analysis of the various
options was out of the scope for this paper. For more details on different solvers
and search strategies, we refer to Wallace [30].
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4 Experimental Validation

This section assess the approach from Sect. 3 by means of two experiments.
Three further experiments, one based on a simulation model derived from a
DEMO model, one based on a simulation study performed by other work and
one based on an agent-based simulation model, are reported in Andringa [2]. The
goal of the experiments is to examine the proposed approach for applicability,
generalizability, flexibility and ease of use.

In order to asses consistency, the same simple NN architecture was used for
these experiments, as shown in Fig. 4. Training was performed in batches of 64
samples using the AdamW optimizer [21], with a learning rate set at 10−5. The
simulations were implemented in Python and NetLogo, the NN in PyTorch [24]
and the CP model in MiniZinc [22], supported by MiniBrass [26] to implement
soft-constraints. The JaCoP [17] WCSP solver was used. Source code is available
under MIT licence at https://doi.org/10.4121/17060642.v1.

4.1 Experiment 1: Restaurant

The first experiment studies the case of a restaurant. It shows how to apply the
approach to a simple problem. The simulation was programmed in Python. The
NN was trained ±2 h on ±350000 simulation calls based on random inputs.

Problem Definition. The restaurant buys ingredients periodically according to
some buying strategy and processes these into various dishes. Its buying strategy
is represented by an integer per resource that indicates the quantity being bought
each period. Buying strategies have limitations, for example due to seasonal
ingredients. Resources can spoil if stored for too long. The restaurant has two
objectives that characterize a trade-off: it should not buy too many resources in
order to minimize spoilage but also should not buy to little in order to maximize
the number of successful orders. The restaurant is interested in how its buying
strategy affects its spoilage and success ratio.

Results. The corresponding CP model can be found in Fig. 2 and the solving
times in Table 4. The results in Fig. 3 show the CP model is able to recognise
how various courses of action have different impact on the objective outcomes.
It also shows it was able to make accurate predictions.

4.2 Experiment 2: Supply Chain

Supply chain models describe how various manufacturing units interact with each
other by passing products and materials to each other towards some resulting
product. A freely-available NetLogo model, based on a supply chain was con-
sulted for this experiment [11]. The NN was trained on ±5 h and ±14000 random
simulation calls. The purpose of the experiment is show the approach is applica-
ble on more complex simulation models. The experiment conducted matches the

https://doi.org/10.4121/17060642.v1
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Fig. 3. Experimental results. a, b and c show CP-estimations (+) and simulation esti-
mations (•) for the objective metrics. Accuracy of the CP model can be measured by
the difference between the CP and simulation estimations.
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Fig. 4. Description of the NN architecture used for the conducted experiments.

famous Beer Game that represents a supply chain with a non-coordinated pro-
cess [23]. Problems arise due to lack of information sharing, causing a bull-whip
effect – an increase of variance of orders placed by each stage when we move
from downstream stage to upstream stages – resulting in inefficient inventory
management [10].

Problem Definition. The supply chain of a product consists of factory, dis-
tributor, retailer and client. They make individual marketing decisions based
upon a strategy picked by the DM. Furthermore, the DM decides upon the total
number of factories, retailers and distributors. There are two issues observed
regarding the current state of the supply chain. First, too many sales are lost.
Second, too many products are stored in the factories instead of the distribu-
tors and retailers. The number of clients and their demand is given. The DM is
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Table 4. Mean and standard deviation runtimes for solving a single problem for both
experiments. The number of NN parameters gives an indication about the complexity
differences of the CP models.

Experiment Solving duration (s) Number of NN parameters

Supply chain 14.23± 0.79 1255
Restaurant 0.544± 0.025 116

interested in finding the optimal number of factories, retailers and distributors,
as well as the optimal inventory policy and costumers strategy, such that little
sales get lost and fewer products are stored in factories.

Results. The CP model used for this experiment has a similar structure as the
model in Fig. 2, only with more in- and outputs. Solving runtimes are given in
Table 4. The results in Fig. 3 show how the CP-estimations are clearly correlated
with the simulation values but were sometimes off target.

From the proposed actions, the DM is able to make two main observations
about the process. First, less factories with respect to the distributors and retail-
ers resulted in less products being stored at the factories but also in more unsuc-
cessful orders as demand could not be kept up. Second, random inventory and
buying strategies performed best for our problem. To investigate this observa-
tion further, a variant of this experiment where random strategies were excluded
was also performed. The outcome was that less complex strategies – strategies
where market participants do not take too many factors in account to adjust
their buying behaviour – were proposed. This shows a trend. The more a market
participant aims to maximize its own profit by incorporating complex strate-
gies, the more unpredictable its behaviour gets for other participants, making
the market prone to the bullwhip effect. This is in line with how literature tends
to tackle this problem – by regulation – as that limits market participants to
put complex strategies into practice [10].

4.3 Discussion

The experiments indicate that the approach has some desirable properties:

– Applicability The approach can be applied to both simple and complex simula-
tion models. The first experiment is considered to be simple, as the simulation
model only had a few in- and outputs. The second experiment was performed
on a complex agent-based simulation, which is used widely in real-world busi-
ness problems and is capable to model complex systems properties, indicating
the approach can be used for practical application [16].

– Generizability The same architecture as described in Fig. 4 was used for both
experiments. This indicates the potential in using already existing designs,
allowing a DM unfamiliar with deep learning to apply the approach on a
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custom problem. This observation supports the claim that deep learning tends
to require little extra engineering [19].

– Flexibility The solution evaluation process happens within reasonable time
(see Table 4). For the supply chain experiment, a single simulation call took
around the same time as a single CP evaluation and thus a significant speedup
is put into place. Furthermore, solving time can be tweaked accordingly (see
Sect. 3.4). As such, a change of problem can be quickly evaluated, making the
approach flexible to a change of problem.

– Ease of use The experiments showed that a simple, easy-to-understand CP
model (see Fig. 2) is sufficient to allow solving of it when following the pre-
sented approach. We believe this makes it doable for a DM with little technical
knowledge to construct a CP model for its problem.

5 Conclusion and Future Work

This paper considered enterprise simulation–optimization and addressed how to
find optimal simulation inputs more effectively. The proposed approach adopts
a meta-model in the form of a NN to capture simulation behaviour, and embeds
the NN automatically into a soft CP model.

The demonstrated proof of concept has multiple advantages: 1) DMs with
little technical expertise are expected to be more comfortable with designing a
CP model that a MP model, due to CP being more expressive. 2) DMs need
not have expertise about deep learning to put this approach into practice, since
already existing NN architectures can be used. 3) The approach is applicable
to already-existing simulation models. 4) Complex properties are kept intact
during the decision making process, as both NN and simulation models are able
to model them. 5) A change of problem can be quickly evaluated since a meta-
model is used to represent the simulation model. 6) It is not required for the DM
to input preference information over the importance of objectives since a set of
non-dominating solutions is presented instead of a single solution. 7) There is
room for many extensions on this approach due to the general concept of using
a machine learning based meta-model.

The paper demonstrated the potential of the approach. Although Fig. 3 shows
good accuracy for the Restaurant experiment, for the Supply Chain experiment
this can still be improved upon. As such, there is room for development. First, the
simple NN architecture can be revisited. This paper used a generic and somewhat
arbitrary architecture for generality and applicability reasons. What architecture
suits best for this application is left for future work. An interesting direction for
a better architecture is transfer learning [34]. Second, more advanced techniques
regarding data extraction from simulations can be investigated for example by
having what parameters to send to the simulation model depend upon what
data is gathered so far. Third, in this paper we assumed the simulation model
to be a black box. Not doing so allows the use of formal model checking and
verification methods to create more accurate meta-models as deeper properties
of the simulation model can be taken into account.
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Furthermore, there is potential in improving the solving procedure. The
thresholds and weights of the soft constraints are randomly generated. More
effective strategies can be put into place such that the generated problems more
evenly spread the objective space. This paper did only minor experiments with
trying various solvers and search strategies. Solving time can possible be reduced
by experimenting with these, as mentioned in Sect. 3.4.

Building on the approach of this paper, it can be interesting to consider
constraint acquisition [5]. Here, the CP model is allowed to make simulation
calls to obtain more knowledge when it considers it possesses too less. This gives
up a form of flexibility, in that solving becomes dependent on the simulation
runtime. However, it is expected to be more accurate than our approach as
it can consult the simulation model in case of doubt. Constraint acquisition
is different from black box optimization, and allows exploitation of the model
structure (see Table 2). An interesting follow-up study would be a performance
comparison between the proposed methodology, constraint acquisition and other
multi-criteria optimization methods such as evolutionary search.
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