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The standard dynamical approach to quantum thermodynamics is based on Markovian master equations de-
scribing the thermalization of a system weakly coupled to a large environment, and on tools such as entropy
production relations. Here we develop a framework overcoming the limitations that the current dynamical and
information theory approaches encounter when applied to this setting. More precisely, we introduce the notion
of continuous thermomajorization and employ it to obtain necessary and sufficient conditions for the existence
of a Markovian thermal process transforming between given initial and final energy distributions of the system.
These lead to a complete set of generalized entropy production inequalities including the standard one as a
special case. Importantly, these conditions can be reduced to a finitely verifiable set of constraints governing
nonequilibrium transformations under master equations. What is more, the framework is also constructive,
i.e., it returns explicit protocols realizing any allowed transformation. These protocols use as building blocks
elementary thermalizations, which we prove to be universal controls. Finally, we also present an algorithm
constructing the full set of energy distributions achievable from a given initial state via Markovian thermal
processes and provide a Mathematica implementation solving d = 6 on a laptop computer in minutes.

DOI: 10.1103/PhysRevA.106.012426

I. INTRODUCTION

It is well known that thermodynamics can be formulated
in the resource theory language of information theory [1–6].
Since it focuses only on input-output relations under a class
of quantum operations, the resource theory is unable to dis-
cuss how the process is realized in time, nor does it involve
the notions of entropy production or master equations, even
though the latter are commonplace in standard approaches.
As such, the standard and the resource-theoretic frameworks
are for the most part disconnected. Somewhat surprisingly,
despite all its powerful theorems, the resource theory has
not affected the analysis of a thermodynamics practitioner
following the more explicit dynamical approaches based on
the master equation formalism [7].

The aim of this work is to overcome this situation by
showing how to unify the master equations and information
theory tools. We first summarize the basic notions of both
approaches to thermodynamics in Sec. II, and demonstrate
the insufficiency of each of them, when taken separately, to
capture relevant thermodynamic constraints. Then, in Sec. III,
we propose a hybrid approach that can overcome these limita-
tions. In constructing our solution we highlight the necessity
of finding a finitely verifiable set of thermodynamic laws spec-
ifying when one state can be thermodynamically transformed
into another one. Furthermore, we wish to go beyond the ques-
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tion of whether a thermodynamic transformation exists, and
ask how it should be realized. The resource theory approaches
are for the most part silent about the latter, which is arguably a
central obstacle to their application to concrete problems. Our
framework, on the contrary, will be constructive.

In Sec. IV we introduce our main technical tool, continuous
thermomajorization, which extends the concept of thermoma-
jorization introduced in Refs. [3,8]. We prove that this partial
order of energy distributions provides necessary and sufficient
conditions for the existence of a thermalization process gen-
erated by a Markovian master equation. More precisely, we
show that an out of equilibrium energy distribution can be
transformed into another one by a Markovian thermal process
if and only if the former continuously thermomajorizes the lat-
ter. We then connect with the notion of entropy production [9]
in Sec. V, where we show that continuous thermomajorization
allows one to identify a complete set of generalized entropy
production relations, including the standard one as a special
case.

Our ultimate goal, however, is to find a finitely verifiable
set of such conditions. To achieve this, we first prove in
Sec. VI that elementary thermalizations, generated by simple
reset master equations on two-level submanifolds, form uni-
versal controls in the Markovian regime. In other words, every
state transformation that can be achieved by a Markovian ther-
mal process can also be achieved by a sequence of elementary
thermalizations. Employing this simplified set of controls, in
Sec. VII we show that continuous thermomajorization indeed
can be checked in a finite number of steps. Remarkably, we
can also return the exact sequence of elementary controls re-
quired to realize any allowed transformation. As a final result
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of our paper, in Sec. VIII we provide an explicit algorithm
verifying the continuous thermomajorization relation between
any two vectors, and offer a Mathematica implementation [10]
that checks the conditions for systems of dimension up to 7 in
a matter of hours on a standard laptop computer.

While this work focuses on developing the technical ma-
chinery, in the accompanying paper [11] we illustrate how
one can employ it to design provably optimal thermodynamic
protocols. There, we apply our results to study the effects of
memory on work fluctuations, to explicitly construct optimal
cooling protocols, and to showcase the important role played
by catalysts in practical scenarios. We also report on a recent
work which used our results to show that non-Markovianity
boosts the efficiency of thermal biomolecular switches [12].
All these build up encouraging evidence that the framework
is suitable both for providing model-independent bounds as
well as for algorithmically constructing new thermodynamic
protocols when a complete analysis is unattainable by either
analytic or numerical methods.

II. SETTING THE SCENE

A. Thermodynamic frameworks

1. The traditional approach

A general open dynamics of a d-dimensional quantum
system is described by a quantum channel, i.e., a com-
pletely positive trace-preserving map acting on the quantum
state ρ [13]. However, in a thermodynamic setting, we are
often interested in the evolution of such a quantum system
interacting with a large thermal bath at inverse temperature
β = 1/(kBT ), where kB is Boltzmann constant and T is the
temperature of the bath. Typical microscopic derivations em-
ploying the weak coupling limit [7,14,15] then lead to a
master equation with the general form [16,17]

dρ(t )

dt
= H(ρ(t )) + Lt (ρ(t )). (1)

The first term, H, is the generator of a closed (reversible)
quantum dynamics,

H(ρ) = −i[H, ρ], (2)

with [·, ·] denoting the commutator, [A, B] = AB − BA, and
H being the (dressed) Hamiltonian of the system, which
we assume to be time-independent. The second term, Lt , is
known as the Lindbladian or dissipator and generates an open
(irreversible) quantum dynamics. It has the following general
form:

Lt (ρ) =
∑

i

ri(t )

(
Li(t )ρLi(t )† − 1

2
{Li(t )†Li(t ), ρ}

)
, (3)

with {·, ·} denoting the anticommutator, {A, B} = AB + BA,
Li(t ) being time-dependent jump operators, and ri(t ) being
time-dependent nonnegative jump rates.

While a general Lindbladian only requires the rates ri to
be nonnegative, Lindbladians arising from the interaction of
a quantum system with a large heat bath have two standard
properties [7,14,15]:

(P1) Stationary thermal state. The Gibbs thermal state of
the system,

γ = e−βH

Tr(e−βH )
, (4)

is a stationary solution of the dynamics,

∀t : Ltγ = 0. (5)

(P2) Covariance. The Lindbladian Lt commutes with the
generator of the Hamiltonian dynamics H at all times t ,

∀ρ : Lt (H(ρ)) = H(Lt (ρ)). (6)

For brevity, we will refer to the quantum dynamics gener-
ated by master equations in the form of Eq. (1) and satisfying
properties (P1)–(P2) as Markovian thermal processes:

Definition 1. A channel T is a Markovian thermal pro-
cess (MTP) if it results from integrating a Markovian master
equation, Eq. (1), between time 0 and t f ∈ [0,+∞], where
the Lindbladian Lt satisfies properties (P1)–(P2).

These form a standard description of thermalization in
the field of quantum thermodynamics and beyond (see, e.g.,
Sec. 3.1 of Ref. [15]) and will be the main focus of this work.
The best-known and most important constraint on the allowed
thermodynamic transitions under MTP takes the form of a sort
of H theorem [15]:

d�(t )

dt
:= − d

dt
S(ρ(t )‖γ ) � 0, (7)

where

S(ρ‖γ ) = Tr[ρ(log ρ − log γ )] (8)

is the quantum relative entropy and d�/dt is known as the
entropy production (relative to γ ) [18]. One can recognize in
this equation the standard second law of thermodynamics:

d�(t )

dt
= dS(t )

dt
− βJ (t ) � 0, (9)

with

S(t ) := −Tr[ρ(t ) log ρ(t )], (10a)

J := Tr

(
H

dρ(t )

dt

)
, (10b)

being the von Neumann entropy and the heat current flowing
to the system, respectively.

A typical example of a Markovian thermal process is the
quantum optical master equation [14], which describes the
evolution of a two-dimensional quantum system with H =
h̄ω
2 (|1〉〈1| − |0〉〈0|) interacting weakly with a thermal radia-

tion field. The quantum optical master equation is of the form
given in Eq. (1), with the jump operators and the correspond-
ing rates given by

L1 = |0〉〈1|, r1(t ) = r(N + 1), (11a)

L2 = |1〉〈0|, r2(t ) = rN, (11b)

where N is the average number of photons at the resonant
frequency ω and r is the spontaneous emission rate.
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While it is not straightforward to characterize all physical
setups modeled via MTPs, they are commonplace. A cru-
cial observation to be kept in mind is the following: MTPs
constitute an effective model that emerges after common ap-
proximations (such as the secular approximation, ignoring the
Lamb shift) and in an appropriate frame (in general, a rotating
frame). For a concrete example of such an emergence after
relevant approximations, consider a typical setup of discrete
quantum heat engines in the weak coupling regime. There one
assumes that the dissipators only operate for a given amount of
time, and they are then suddenly switched to new ones accord-
ing to some schedule. This is a special case of Eq. (3) where
Li(t ) ≡ Li, ri(t ) are taken to be appropriate step functions and
H is (approximatively) constant after ignoring a small Lamb
shift.1 These are not only a nice class of examples: as we show
in Theorem 3, these controls are sufficient to realize every
transformation that can be achieved by a generic MTP.

Thus, any model that can be formally written as Eq. (1)
with properties (P1)–(P2) (with or without time dependence
on Lt ) falls within the scope of this work. These include
incoherent noise in quantum computers [20] and effective
models describing fluorescence and other nonradiative de-
cay channels in atoms, molecules, and nanostructures. The
formal equivalence between thermodynamic and other mod-
els of dissipation is well known, and it is in fact leveraged
as a standard technique to realize effective heat baths [21].
In quantum information terms, depolarization and amplitude
damping can be seen as limiting cases of Markovian thermal
processes when β → 0 and β → ∞, respectively. This means
that, in principle, our results apply well beyond the obvious
thermodynamic scenarios. Here we study Markovian thermal
processes independently of what application one has in mind.
In the accompanying paper [11], we present examples of how
the formalism can be applied in practice.

Having said that, there are of course several relevant sce-
narios that fall beyond the scope of MTPs. We will discuss
the potential and need for further generalizations of the MTP
framework after discussing the resource-theory approach.

2. The resource-theoretic approach

The notion of a Markovian thermal process should be con-
trasted with the notion of a thermal operation [3] or the closely
related notion of a thermal process [22], used in the resource
theory of quantum thermodynamics:

Definition 2. Thermal processes (TPs) are all channels E
that satisfy the two conditions analogous to (P1)–(P2):

E (γ ) = γ , (12a)

∀ρ, t : E (e−iHtρeiHt ) = e−iHtE (ρ)eiHt , (12b)

with γ defined in Eq. (4).

1Just to make an example among many, Ref. [19] involves this kind
of “implicit” time dependence on the dissipators only (after rotating
wave approximation). Often these dissipators are associated to baths
at different temperatures coupled to different energy submanifolds,
but nothing prevents us from considering the special case where the
baths are at the same temperature.

Examples of thermal processes include all thermal oper-
ations, i.e., dynamics induced by generic energy-preserving
unitary interactions between the system and an environment E
described by an arbitrary Hamiltonian HE and prepared in a
thermal Gibbs state γE at fixed inverse temperature β [1,4,23].
When such a transformation exists between the initial and
final states, ρ(0) and ρ(t f ), we will write

ρ(0)
TP
−→ ρ(t f ). (13)

The resource theory is concerned with giving neces-
sary and sufficient conditions for Eq. (13). Because of the
symmetries inherent in the thermodynamic processes under
consideration, it is convenient to represent the state of the
system ρ(t ) at time t by a vector p(t ) of populations (energy
distributions) and a matrix C(t ) of coherences, defined as

pi(t ) = 〈Ei|ρ(t )|Ei〉, (14a)

Ci j (t ) = 〈Ei|ρ(t )|Ej〉 for i �= j, (14b)

where |Ei〉 is the eigenstate of H corresponding to energy Ei

(for simplicity we consider nondegenerate H). When ρ(0) and
ρ(t f ) are diagonal [i.e., C(0) = C(t f ) = 0], the conditions for
Eq. (13) are the well-known thermomajorization constraints
of Ref. [3].2 The problem for general states was formally
solved by the remarkable work in Ref. [22], where an ex-
tremely complex but complete set of entropy conditions was
derived.

One can readily see, e.g., by taking a thermal operation
with E being a small environment, that the resource the-
ory and the standard framework apply to different regimes.
For a concrete and relevant example, consider a single-
qubit system and take the environment defining the thermal
operation to be given by a single bosonic oscillator in reso-
nance with it. Take the energy-preserving unitary interaction
U (t ) = exp(−itHint ) with the interaction Hamiltonian from
the Jaynes-Cummings model:

Hint = g(|1〉〈0| ⊗ a + |0〉〈1| ⊗ a†), (15)

with a† and a denoting the bosonic creation and annihilation
operators, and g being a coupling constant. No Markovian
master equation like Eq. (1) can be derived. In fact, the dy-
namics is fully solvable, so one can compute ρ(t ) and verify
that the entropy production relation from Eq. (7) is violated
due to non-Markovian effects. The resource theory approach,
in allowing fine control over memory effects and system-bath
correlations, does not incorporate the Markovianity condition
of standard thermalization processes.

3. Potential and need for generalizations of the MTP model

The scenarios that fall beyond the scope of MTPs are
most prominently those involving an explicit time depen-
dence. Even then, however, our framework can still be useful;
e.g., four-stroke engines have separate thermalization and uni-
tary strokes, and our framework can be used to study the

2In fact, the case C(0) = 0, C(t f ) �= 0 is trivial, since these trans-
formations are always forbidden.
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former steps (see the accompanying paper [11] where this
strategy is explicitly used to study a cooling problem). Impor-
tantly, such engines with separate thermalization and unitary
steps are thermodynamically universal in the weak coupling
regime [19]. Thus, in this regime, our framework allows one
to explore the full potential of quantum heat engines.

However, if one wants to explicitly study thermaliza-
tion dynamics with an external driving field, then using the
MTP model may become problematic. Suppose that one
simply allows in Eq. (1) an arbitrary time dependence in
H , even adding the extra constraint that zero net work is
done to the system in (almost) any run. Then the results of
Ref. [24] imply that these extended controls simulate arbitrary
energy-preserving interactions with a thermal environment
of any dimensionality, including generic non-Markovian ef-
fects (see also Refs. [25,26] for related results). In other
words, extending the controls in this way, we recover the
standard resource-theoretic approach based on thermal pro-
cesses discussed above, which does not include the relevant
constraints of the Markovian master equation approach to
thermodynamics.

Hence, one needs to be very careful in how time depen-
dence is introduced in the framework. If we are striving to
relate the resource theory framework to the standard theory
of open quantum systems via Markovian master equations,
as we are doing here, we need a more restricted setting. We
leave open the question of how to formally generalize MTP
further (say, introducing slow driving) without dropping the
core Markovianity constraint that we want to impose on the
dynamics. The dialogue between resource theories and open
quantum system dynamics initiated by this work is far from
over.

B. Insufficiency of current approaches

Quantum thermodynamics aims at deriving laws holding
independently of the particular dynamics. In other words,
based on minimal assumptions (such as assuming that the
environment the system interacts with is thermal), one wants
to constrain possible state transformations of the system. In
what follows we discuss how both the resource-theoretic and
the standard approaches fare in this regard, and highlight
some important limitations that we wish to overcome with
the present contribution. We will consider the stereotypical
situation of a system put into a weak thermal contact with a
thermal bath at inverse temperature β. The crucial question
is: given a quantum system initially described by a known
energy distribution p(0), what general conditions determine
the possible p(t ) achievable at some later time t?

1. Insufficiency of the traditional approach

The second law in the form of Eq. (7) provides a set of
conditions that can help us answer the question posed. In fact,
the second law provides a functional on the set of states that
must be monotonically nondecreasing along the dynamics. To
explain its usefulness and limitations, let us focus on a simple
example of an incoherent three-level system, i.e., with d = 3
and C(0) = 0. Due to the covariance of Markovian thermal
processes [property (P2)], we necessarily have C(t ) = 0 for

(a)

Σ0 0.25 0.5 0.75 1
0

0.25

0.5

0.75

1

p1

p
2

−2

−1

0
(b)
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FIG. 1. Thermodynamic entropy landscape for a three-level in-
coherent system. The state of an incoherent system is represented
by a vector of populations p = (p1, p2, 1 − p1 − p2), and the chosen
thermal state is γ = (0.7, 0.2, 0.1). (a) Entropy functional �. The
black dashed trajectory is the path of constant �. The constraint of
positive entropy production cannot exclude that the thermodynamic
transition from p(0) to p(t ) is allowed. (b) Entropy functional �2.
The black dashed trajectory is the path of constant �. The constraint
of positive collisional entropy production implies that one cannot
transform p(0) into p(t ).

all t > 0.3 Thus, the entropy � reads

�(t ) = −
3∑

i=1

pi(t )[log pi(t ) − log γi], (16)

where γ denotes the vector of thermal populations. We plot the
values of � in the simplex of all three-dimensional probability
distributions in Fig. 1(a), for one particular choice of γ . Then
we can verify whether there exists a continuous path p(t ) con-
necting a given initial p(0) with the final p(t f ), with constantly
nondecreasing �(t ) along the path (as required by the second
law). In particular, for two states with equal entropy � there
is a unique isoentropic path connecting them, and the second
law in the form of positive entropy production does not forbid
such a transition.

However, one can prove that for most pairs of isoentropic
states there is no Markovian thermal process that can map be-
tween them, independently of the chosen controls and details
of the environment. What the standard second law is missing
is that there exist generalized (nonequilibrium) entropy pro-
duction relations that must be satisfied for a thermodynamic
transformation to be allowed. As we will discuss later in
Sec. V, one of them is the nonnegativity of the collisional
entropy production (with respect to γ):

d�2(t )

dt
:= − d

dt
S2(p(t )‖γ ) � 0, (17)

where

S2(p‖γ ) := log

(
d∑

i=1

p2
i

γi

)
(18)

is the relative Rényi entropy of order two [27]. Equation (17)
provides an independent monotonically nondecreasing func-
tional for the thermodynamic system. As before, we plot the

3This is because C(0) = 0 is equivalent to H(ρ(0)) = 0, and (P2)
then implies H(Lt (ρ(0))) = 0. Thus, the state at time δt is stationary,
C(δt ) = 0, and the argument extends to all t > 0.
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values of �2 in Fig. 1(b) for the same choice of γ , so that
we can clearly see that the path which kept � constant is
decreasing �2. Decreasing the collisional entropy (relative
to γ) is forbidden, hence the transition is impossible under
any Markovian thermal process. This rules out, by means of
an explicit counterexample, that the standard entropy pro-
duction functionals (often referred to as the second law of
thermodynamics in the literature) faithfully characterizes ther-
malization out of equilibrium.

2. Insufficiency of the resource-theoretic approach

If the standard entropy production constraint is insufficient,
the information theory-minded reader could wonder whether
the results of the resource theory approach can come to the
rescue. Here we will argue why these tools, in their present
form at least, are too weak to capture the relevant limitations
of quantum thermodynamics in the Markovian regime.

For an explicit example, consider a two-level incoherent
system, i.e., with d = 2 and C(0) = 0. Again, due to covari-
ance property (P2), we have C(t ) = 0. Let us choose p(0) =
[p1, p2] and

p(t f ) =
[(

1 − γ2

γ1

)
p1 + p2,

γ2

γ1
p1

]
. (19)

The resource theory then imposes the following family of
constraints, known as the second laws of thermodynamics [4]:

Sα (p(0)‖γ ) � Sα (p(t f )‖γ ), ∀α ∈ R, (20)

where

Sα (p‖γ ) := sgn(α)

α − 1
log

(
d∑

i=1

pα
i γ

1−α
i

)
(21)

is the Rényi relative entropy of order α [27]. One can
show that, for p(t f ) from Eq. (19), all these constraints are
satisfied.4

Nevertheless, one can prove that p(t f ) cannot be ther-
modynamically accessed from p(0) by a Markovian thermal
process. As we shall see in Sec. V, for every Markovian
thermal process the following generalized entropy production
equations must hold:

d�α (t )

dt
:= − d

dt
Sα (p(t )‖γ ) � 0, ∀α ∈ R, (22)

which, for α = 1, recover the standard entropy production
inequality from Eq. (7). Now, for d = 2, every dynamical tra-
jectory connecting p(0) with p(t f ) can be simply parametrized
as

p(λ) = (1 − λ)p(0) + λp(t f ). (23)

In Fig. 2 we plot �α as a function of α and the trajectory
parameter λ for a particular choice of p(0) and γ . One can
clearly see in the plotted range of α that �α at λ = 0 is smaller
than at λ = 1, but for each α there exists an intermediate

4This follows immediately from the fact that p(t f ) can be obtained
from p(0) by applying the stochastic matrix G with G12 = 1, G21 =
γ2/γ1. Since Gγ = γ , Eq. (20) follows; see, e.g., Sec. II C 2 of
Ref. [1].

Σα2 4 6 8
0

0.25

0.5

0.75

1

α

λ

−0.3

−0.2

−0.1

0

FIG. 2. Thermodynamic α entropy for a two-level system. Value
of the relative entropy functional �α along the trajectory specified in
Eq. (23) connecting p(0) = (0.1, 0.9) with p(t f ) given by Eq. (19).
The chosen thermal state is γ = (0.6, 0.4). Note that, for every α,
the path connecting λ = 0 to λ = 1 necessarily passes through a
region in which entropy �α decreases. Hence, no Markovian thermal
process can transform p(0) into p(t f ).

point λ∗(α) ∈ (0, 1) at which �α starts to decrease. Hence, the
α-entropy production inequalities from Eq. (22) are violated
at some intermediate time, even if the second laws of Eq. (20)
are all satisfied. This is why no Markovian thermal process
mapping p(0) to p(t f ) exists, a fact that cannot be captured by
the end-points condition of the resource theory approach. The
conceptual issue is clear: the resource theory approach consid-
ers only discrete transformations and does not involve notions
such as that of a continuously generated process constantly
producing entropy along its path.

Furthermore, it should be clear that even Eq. (22) (a
strengthening of the second laws of Ref. [4]) is not entirely
satisfactory. In fact, beyond the simplest cases, one cannot ex-
haustively check an infinite set of inequalities along arbitrary
trajectories with fixed end points.

III. PROPOSED HYBRID APPROACH

To address the issues highlighted in the previous section,
we propose to study the set of Markovian thermal processes
using information theory tools, incorporating from the get-go
constraints that are commonplace in most quantum thermo-
dynamic settings, such as the presence of a large heat bath,
weak coupling and Markovianity. Our purpose is to leverage
the information theory tools to complement the toolkit of the
master equation formalism.

The central question investigated in this paper is: what final
states ρ(t f ) are accessible from an initial state ρ(0) by means
of Markovian thermal processes? When such a process exists
transforming ρ(0) into ρ(t f ) we will write

ρ(0)
MTP
−→ ρ(t f ). (24)

Our main contribution is to find a complete set of conditions
to answer this question when ρ(t f ) is block-diagonal in the
energy basis. Due to property (P2), the problem is reduced to
the one involving energy distributions (“populations”)

p(0)
MTP
−→ p(t f ). (25)
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When approached directly, this may look like an ex-
tremely complex control problem. As we have seen, it is
not enough to find a trajectory p(t ) connecting p(0) to p(t f )
involving irreversible entropy production (which in itself is
a hard task), because such a trajectory does not guarantee
that a master equation achieving the desired transformation
exists. A numerical brute force approach is also unfeasible,
since it involves the exploration of a very high dimensional
space of control parameters. Ultimately, this is related to the
fact that characterizing what dynamics can be realized by
a Markovian master equation is an extremely challenging
problem even classically: this is known as the embeddability
problem [28,29]. Despite having been studied for decades in
the mathematics literature, general analytic solutions are not
known beyond the simplest d = 2 and d = 3 case [30–33].

Lacking explicit characterizations, we will follow a differ-
ent strategy. It is crucial to highlight that the solution will
satisfy two desiderata:

(D1) Finite verifiability. One should be able to verify in a

finite number of steps whether p(0)
MTP
−→ p(t f ) holds for any

given initial and final states.

(D2) Constructability. Whenever p(0)
MTP
−→ p(t f ) holds,

one should be able to explicitly construct a Markovian thermal
process realizing this transition through a sequence of elemen-
tary controls.

These are central requirements for the applicability of the
framework and in typical resource theory approaches these are
not both satisfied.

IV. CONTINUOUS THERMOMAJORIZATION

Here we introduce the main technical tool to solve the
problem at hand: a generalization of thermomajorization. We
start with a summary of well-known results.

A. Recap: Majorization and thermomajorization

Majorization is an ubiquitous relation between pairs of
vectors that finds applications in fields ranging from math-
ematics and economy to information theory and quantum
physics [34,35]. Given two probability distributions, p and q,
we say that p majorizes q, denoted p � q, if

j∑
i=1

p↓
i �

j∑
i=1

q↓
i for j = 1, . . . , d, (26)

where x↓ denotes the vector x sorted in a nonincreasing order.
The partial ordering of probability vectors induced by ma-
jorization can be seen as formalizing the measure of disorder
relative to the uniform distribution η := (1/d, . . . , 1/d ): for a
fixed dimension d , sharp distributions majorize all other distri-
butions, and all distributions majorize the uniform distribution
η. Furthermore, if p � q, then the Shannon entropy of p is
smaller than that of q. The same holds for a whole class of
entropy functionals known as Schur-concave functions [34]
(including all Rényi entropies [27]).

However, just like with the entropy production in Eq. (7),
it is convenient to extend the notion of majorization to
thermomajorization [3,8] (or majorization relative to γ , or
γ majorization), so that disorder is measured relative to a

t

p

qr(t1)�γ r(t2)

FIG. 3. Continuous thermomajorization. The continuous ther-
momajorization relation p Ïγ q holds if and only if there is a
continuous path of probability distributions r(t ) connecting p and
q such that r(t1) �γ r(t2) whenever t1 � t2.

generic nonuniform equilibrium distribution γ . To do so, first
denote by π(p) the reordering of {1, . . . , d} that sorts pi/γi in
a nonincreasing order,

pπi (p)

γπi (p)
� pπi+1(p)

γπi+1(p)
for i = 1, . . . , d − 1. (27)

This is called the γ ordering or thermomajorization ordering
of p. Next, we need to introduce the notion of Lorenz curve.
The Lorenz curve of p relative to γ (also called a thermo-
majorization curve in Ref. [3]) is a piecewise linear, concave
curve on a plane that connects the points l ( j) given by

l ( j) =
(

j∑
i=1

γπi (p),

j∑
i=1

pπi (p)

)
(28)

for j ∈ {1, . . . , d}, where l (0) := (0, 0). Then p is said to
thermomajorize q (relative to γ), denoted p �γ q, when the
Lorenz curve of p is never below that of q.5 Importantly, in
the case of uniform equilibrium distributions, γ = η, thermo-
majorization reduces to majorization. For a fixed dimension,
the sharp distribution with largest energy, (0, . . . , 0, 1), ther-
momajorizes every other distribution, and every distribution
thermomajorizes γ . Furthermore, if p �γ q, then the relative
entropy S(p‖γ ) is larger than S(q‖γ ). The same holds for a
general class of relative entropy functionals called thermo-
dynamic Schur-concave functions in Ref. [1] [including all
α-relative entropies Sα (·‖γ ) in Eq. (20)]. The crucial prop-
erty of thermomajorization as a partial ordering of probability
vectors is that it characterizes transformations under thermal
processes [1,3]:

p(0)
TP
−→ p(t f ) ⇔ p(0) �γ p(t f ). (29)

Note that Eq. (29) is satisfied for every Markovian thermal
process, since these are a subset of thermal processes. How-
ever, the problem we pointed out in Sec. II B remains: these
end-point conditions do not capture the existence of a contin-
uous process generated by a Markovian master equation.

5If we denote the height of the Lorenz curve at point x ∈ [0, 1]
by Lx (p‖γ ), this can also be written as Lx j (p‖γ ) � Lx j (q‖γ ) for j ∈
{1, . . . , d}, where x j = ∑ j

i=1 γπi (q) [36].
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B. Continuous thermomajorization

We introduce the following strengthening of thermoma-
jorization that we illustrate in Fig. 3.

Definition 3 (Continuous thermomajorization). A distri-
bution p continuously thermomajorizes q (or continuously
majorizes q relative to γ), denoted p Ïγ q, if there exists a
continuous path of probability distributions r(t ) for t ∈ [0, t f )
such that

(1) r(0) = p,
(2) ∀ t1, t2 ∈ [0, t f ) : t1 � t2 ⇒ r(t1) �γ r(t2),
(3) r(t f ) = q.
We call r(t ) a thermomajorizing trajectory from p to q.
Note that in the particular case of a uniform fixed point,

γ = η, the above definition corresponds to a continuous ver-
sion of standard majorization, denoted by Ï in Ref. [37]. In
fact, the notion of continuous majorization has a decades-
long history and appears in a variety of research fields from
thermodynamics and order theory [38,39], through plasma
physics [40,41], to social sciences [42]. Moreover, this no-
tion was employed and studied in more detail in Ref. [37],
where it was inspired by a model of heat transport along
ideal conducting wires between d objects with different tem-
peratures. Here we extend these technical considerations to
continuous thermomajorization, which is necessary to capture
finite temperature thermalizations. We will also highlight the
significance of this notion as the right generalization of the
concept of entropy production.

Our first main result is to show that the notion of continu-
ous thermomajorization correctly encapsulates all the relevant
constraints of Markovian thermal processes on population
dynamics.

Theorem 1 (Second law on populations). p(0)
MTP
−→ p(t f ) if

and only if

p(0) Ïγ p(t f ). (30)

The proof of the above theorem can be found in
Appendix A. As a consequence, continuous thermomajoriza-
tion gives a complete (exhaustive) set of constraints for the
evolution of populations in the standard (Markovian) master
equations approach to quantum thermodynamics.

It is also worth highlighting that continuous
thermomajorization—which characterizes Markovian
processes—and thermomajorization—which characterize
general non-Markovian processes—coincide when initial and
final states have the same γ ordering (see Corollary 9 in
Appendix A for details):

If π(p) = π(q), p �γ q ⇔ p Ïγ q. (31)

In other words, all the complications with Markovianity (or
advantages from non-Markovianity) arise from crossing the
boundary between one γ ordering and another. This obser-
vation will play a crucial role later, but more broadly it is
noteworthy for the study of the role of memory effects in
stochastic processes with a given fixed point.

V. A COMPLETE SET OF ENTROPY PRODUCTION
RELATIONS

We now show how the continuous thermomajorization con-
dition of Theorem 1 subsumes (and greatly strengthens) the
standard positive entropy production condition from Eq. (7).
Employing Theorem 1, one can translate known results from
the theory of majorization into entropic inequalities. In other
words, one can construct families of functionals that must be
monotonically nondecreasing during the Markovian evolution
of the system along the path ρ(t ) with populations p(t ). For
example, for any well-behaved convex function h : R → R,
the h divergence defined by

�h(t ) = −
d∑

i=1

γih

[
pi(t )

γi

]
(32)

must be monotonically nondecreasing,

d�h(t )

dt
� 0. (33)

Proof. To see that Eq. (33) holds, note that, by
Theorem 1, p(0) Ïγ p(t f ). Hence, for any t ∈ [0, t f ) and δ >

0, p(t ) �γ p(t + δ). The known results on thermomajoriza-
tion (see Theorem 7 in Appendix A) then tell us that there
exists a stochastic matrix T such that

T p(t ) = p(t + δ), T γ = γ . (34)

Thus,

�h(p(t + δ)) = −
d∑

i=1

γih

(
d∑

j=1

Ti j
p j (t )

γi

)

= −
d∑

i=1

γih

[
d∑

j=1

(
Ti j

γ j

γi

)
p j (t )

γ j

]

� −
d∑

i, j=1

γi

(
Ti j

γ j

γi

)
h

(
p j (t )

γ j

)

� −
∑

j

γ jh

(
p j (t )

γ j

)
= �h(p(t )), (35)

where we used the convexity of h and then the stochasticity
of T (i.e.,

∑
i Ti j = 1). We note Eq. (35) could have also be

inferred from Ref. [34], Proposition 14.B.3. Since the above
holds for every δ > 0, the result follows. �

For each choice of h, the above qualifies as a valid
generalized entropy production inequality. Restrictions on
the thermodynamically admissible paths can be obtained by
studying their level sets within the d-dimensional probability
simplex [recall Figs. 1(a) and 1(b)] and constructing the cor-
responding “thermodynamic trees,” as detailed in Ref. [43]
for a special choice of �h. In the accompanying paper
[11], we detail how these encompass and strengthen several
well-known relations in the literature, including the standard
entropy production relation of Eq. (9), the diagonal entropy
production [44], the second laws of Ref. [4], the Tsallis en-
tropies well known in nonextensive statistical mechanics and
information theory [45–48], and the “vacancy” [49], which
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was found to play a crucial role in low-temperature thermo-
dynamics.

As we can see, one can easily generate a huge variety
of entropic inequalities, which helps to see different results
as part of a unified framework. At the same time, a natural
question arises: Is there a family of entropic conditions that
implies all others? Our second main result, which follows
from Theorem 1, answers this question in the affirmative and
can be interpreted as a sort of exhaustive H theorem.

Corollary 2 (Exhaustive H-type theorem). p(0)
MTP
−→ p(t f )

if and only if there exists a continuous path p(t ) for t ∈ [0, t f ]
such that �a(t ) is monotonically not decreasing in t for all
a ∈ [0, 1], where

�a(t ) := −
d∑

i=1

∣∣∣∣pi(t ) − a
γi

γd

∣∣∣∣. (36)

Proof. First assume that the evolution of populations
p(t ) is generated by a Markovian thermal process. Then,
from Theorem 1, we know that for every ε > 0 we have
p(t ) �γ p(t + ε). This is equivalent to (see Chap. 14,
Proposition B.4 [34])∑

i

|pi(t ) − aγi| �
∑

i

|pi(t + ε) − aγi|, ∀a � 0. (37)

Since ε > 0 can be made arbitrarily small, this is the condition
that the functionals

∑
i |pi(t ) − aγi| are monotonically nonin-

creasing in t for every a � 0. These include in particular the
monotonicity of the functionals �a(t ).

Conversely, suppose that the evolution of populations p(t )
is such that the functionals �a(t ) are monotonically non-
decreasing for all a ∈ [0, 1]. Note that for a > 1 one has
aγi/γd > 1 for every i, and hence

∑
i |pi(t ) − a γi

γd
| = a

γd
− 1

independently of the value of p(t ). Thus, we can trivially
extend the monotonicity property of �a(t ) to all a � 0. In
fact, by rescaling a 
→ aγd , we get the equivalent property
that

∑
i |pi(t ) − aγi| is monotonically nondecreasing. As al-

ready mentioned above, this is equivalent to p(t ) �γ p(t +
ε) for every t, ε � 0. Recalling Definition 3, this means
that for every t we have p(0) Ïγ p(t ). We conclude using
Theorem 1. �

Once again, we want to emphasize the “if and only if” in
the statement: d�a(t )/dt � 0 are generalized entropy produc-
tion inequalities which imply all others.

VI. UNIVERSAL THERMODYNAMIC CONTROLS

We now change the point of view and consider the equally
important question of control. In other words, we start from
an initial state p(0) and ask how to devise a thermalization
process that drives the system to a final target state p(t f ) at
some later time t f . From Theorem 1 we know that every q such
that p(0) Ïγ q can be realized by some choice of controls in
the class of Markovian master equations of a thermalization
process. Such controls, however, may be arbitrarily complex
and the control sequence is unknown. In this section we solve
the first problem by presenting a set of elementary controls
that are sufficient to perform arbitrary Markovian thermaliza-
tions; and in the next section we will solve the second problem

by presenting an algorithm that returns the explicit sequence
that is required.

One can reasonably conjecture that a much more restricted
subclass of physically relevant thermalization processes suf-
fices to grant us the same amount of control as the full set
of Markovian thermal processes. The reader can be reminded
of the notion of a universal gate set in quantum computing,
where one seeks a minimal set of unitary operations that
allows one to approximate arbitrarily well the transformations
achievable by arbitrary unitaries [13]. In the same fashion, we
ask here about a set of universal thermalization controls.

Following this intuition, Ref. [50] asked whether ev-
ery transformation achievable by thermal processes can be
achieved by sequentially coupling only two energy levels of
the system to the environment at once, dubbed an “elementary
thermal operation.” Somewhat surprisingly, this question was
answered in the negative [50]. In fact, one needs to couple
the environment simultaneously to all d energy levels [51],
or grant full control of the system’s and an auxiliary thermal
qubit’s energy spectra [24].

Remarkably, however, we are not aware that the same
question was tackled in the standard setup of quantum thermo-
dynamics, where the question is to find controls as powerful
as the most general Markovian master equation of a thermal-
ization process. In this context, a distinguished candidate for a
universal set of thermal controls is given by two-level partial
thermalizations, which we will also simply call elementary
thermalizations. These are a set of thermalizations of both
practical and formal interest. Each of them acts only on two
energy levels (i, j) and is represented by an extremely simple
reset Markovian master equation

d pi

dt
= 1

τ

[
γi

γi + γ j
(pi + p j ) − pi

]
,

d p j

dt
= −d pi

dt
, (38)

which describes an exponential relaxation to equilibrium:

pi, j (t ) = e−t/τ pi, j (0) + Ni j (0)(1 − e−t/τ )γ i, j . (39)

Above, xi, j (t ) := (xi(t ), x j (t )) and Ni j = pi(0) + p j (0). For-
mally, this can be represented by a matrix equation

pi, j (t ) = T i, j (λt )pi, j (0) (40)

with λt = 1 − e−t/τ and

T i, j (λ) =
[

(1 − λ) + λγi

γi+γ j
λ

γi

γi+γ j

λ
γ j

γi+γ j
(1 − λ) + λγi

γi+γ j

]
. (41)

These transformations stand out for their formal
simplicity—they are the stochastic processes with thermal
fixed point on two states that can be realized by a
Markovian master equation (as one can check directly
using so-called embeddability conditions [29]). But they
also arise naturally in rather diverse approaches to quantum
thermodynamics [52–54], where they are often used as
building blocks for more complex protocols [24,55,56]. Here
we prove that elementary thermalizations are a universal set
of thermalization controls:

Theorem 3 (Universality of elementary thermalizations).

p(0)
MTP
−→ p(t f ) if and only if there exists a finite sequence of
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elementary thermalizations such that

p(t f ) = T i f , j f (λ f ) · · · T i1, j1 (λ1)p(0). (42)

For the proof, see Appendix A. This is a remarkable
simplification of the set of controls required to generate the
transformations achievable by the most general Markovian
thermal process.6 We remark once more that this simpli-
fication does not hold for thermal processes or thermal
operations [50], and so constitutes an important difference
between the standard and the resource theory frameworks.7

Our result proves that coupling at once more than two system
energy levels to the environment is required only when we
want to reproduce effects arising from strong interactions or
small environments, but it is not necessary in the Markovian
regime.

VII. SECOND LAWS IN THE MARKOVIAN REGIME

We are now ready to state the main results of this work.
First, we will provide a finite set of necessary and sufficient
conditions for a given probability distribution p to contin-
uously thermomajorize another distribution q and so, via

Theorem 1, for p
MTP
−→ q. Second, we will specify a con-

structive protocol realizing this transition through a sequence
of elementary thermalizations. Therefore, our results satisfy
desiderata (D1) and (D2).

A. Finite set of conditions

In order to state our main result, we will need the concept
of a canonical sequence of γ orderings, defined as follows.

Definition 4. A sequence of γ ordering vectors {πk} is
canonical when

(1) πk and πk+1 differ only by a transposition of adjacent
elements.

(2) Each γ ordering appears at most once in the sequence.
We then have the following result.
Theorem 4 (Finite second laws conditions). Given p and

q, enumerate all canonical sequences {πk}N
k=1 with π1 = π(p)

and πN = π(q). For each sequence, construct the state

f :=
N−1∏
k=1

T ik , jk (1)p, (43)

where T ik , jk (1) are full elementary thermalizations [Eq. (41)
with λ = 1] and the levels ik , jk are the labels indicating which

6The result also shows that Markovian thermal processes on inco-
herent states have the same power as Markovian thermal operations,
since every elementary thermalization can be easily seen to be a
thermal operation as defined in Ref. [23].

7Notable exceptions are given by infinite temperature limit and
systems with trivial Hamiltonians, when the thermal state is a maxi-
mally mixed state and the thermomajorization relation is replaced by
standard majorization. Then it is known (see, e.g., Theorem II.1.10
of Ref. [57]) that majorization between p and q is equivalent to the
existence of a finite sequence of T transforms mapping p to q, where
the T transform is a bistochastic matrix acting nontrivially only on
two levels of the system.

p
T 2,3

T 1,2

T 1,3

T 1,2

T 2,3

T 1,3

(1,
0, 0

) (0, 1, 0)

(0, 0, 1)

{1, 2, 3} {2, 1, 3}

{1,
3,

2} {2, 3, 1}

{3,
1,

2} {3, 2, 1}
f1

f2

FIG. 4. Verification of continuous thermomajorization for d = 3.
Simplex representing the state space of all three-dimensional prob-
ability distributions with regions of fixed γ orderings indicated by
{·, ·, ·}. The optimal paths connecting a state p(0) with γ ordering
{3, 2, 1} to states f 1, f 2 of γ ordering {1, 2, 3} are realized by
elementary thermalizations T i, j (indicated by red and blue arrows).
The set of states with γ ordering {1, 2, 3} achievable from p(0) by
Markovian thermal processes is finally obtained as the union of the
set of q thermomajorized by f 1 and the set of q thermomajorized
by f 2 (for this last construction see, e.g., Appendix E of Ref. [50]).
Note that the set of achievable states is nonconvex. Here the thermal
state was chosen to be γ = [1/3, 1/3, 1/3], which corresponds to the
infinite temperature limit.

of the elements of πk and πk+1 differ. Then p Ïγ q if and only
if for at least one f

f �γ q. (44)

The proof of the above theorem can be found in
Appendix B. Before we analyze the complexity of verify-
ing the relation p Ïγ q with the use of Theorem 4, let us
first illustrate it with an explicit example with d = 3 and
γ = (1/3, 1/3, 1/3) (see Fig. 4). In this case, the γ ordering
is simply the standard sorting in a nonincreasing order and
�γ coincides with standard majorization �. Let us choose
p(0) with ordering {3, 2, 1} and p(t f ) with ordering {1, 2, 3}.
There are then only two canonical sequences from π(p(0)) to
π(p(t f )):

{3, 2, 1} → {2, 3, 1} → {2, 1, 3} → {1, 2, 3}, (45a)

{3, 2, 1} → {3, 1, 2} → {1, 3, 2} → {1, 2, 3}. (45b)

For each sequence we construct a final state:

f 1 = T 1,2(1)T 1,3(1)T 2,3(1)p(0), (46a)

f 2 = T 2,3(1)T 1,3(1)T 1,2(1)p(0). (46b)

According to Theorem 4, p Ïγ q if and only if either
f 1 �γ p(t f ) or f 2 �γ p(t f ), which is simply a set of 2(d −
1) = 4 inequalities. Employing Theorem 1, whenever these
inequalities are satisfied there exists a Markovian thermal
process mapping p(0) to p(t f ).

The above considerations yield a finite set of inequalities
and can hence be checked algorithmically, which in turn
means that desideratum (D1) is met. However, how does the
approach fare in practice? Taken at face value, the complex-
ity of the procedure given in Theorem 4 grows extremely
quickly with d . To see this, consider a graph whose vertices
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are all permutations of {1, . . . , d}, and whose edges connect
strings differing by a transposition of adjacent elements. Then
the number of canonical sequences is equal to the number
of simple paths connecting two points on the graph. In the
worst-case scenario, an upper bound on this number scales
asymptotically as O(dd! ). Numerically, we go from 2 for
d = 3 to over 2000 for d = 4.

An explicit algorithm based on the above theorem will have
to adopt a more clever strategy. The general intuition that we
will implement in detail in the next section is the following.
The theorem mandates to start from p(0) and construct all
states { f ′} corresponding to canonical sequences of length
1; then each of those is extended to generate all { f ′′} states
corresponding to canonical sequences of length 2; and so on,
up to the maximum length d! − 1. Crucially, however, we will
terminate all paths that are provably worse than those already
constructed. If a canonical sequence leads to a state f 1 with a
given γ ordering, and another leads to a state f 2 �γ f 1 with
the same γ ordering, the former path will be terminated. This
is justified by transitivity of thermomajorization: every state
achievable by extending further the path containing f 1 can
also be achieved by extending the path containing f 2, and
can thus be removed from the set of conditions in Eq. (44).
Pictorially, we will construct an algorithm pushing forward
all paths at once, while also constantly monitoring which ones
can be terminated.

Intuition suggests that very long paths [of length O(d!)]
are unlikely to be required, since they involve many more ther-
malizations than the shortest paths connecting p(0) to a f with
the same γ ordering as the target q. Hence, we expect the algo-
rithm will terminate sequences before they become too long,
leading to large savings compared to the worst-case bound.
This is confirmed by numerics: for random initial states and
random thermal distributions γ we find that, on average, the
longest surviving path to generate every accessible final state
has length L ≈ 6.4 for d = 4 and L ≈ 11.4 for d = 5. These
should be compared with the longest possible paths for d = 4
(23) and d = 5 (120). In fact, these L’s are very close to
the length of the shortest sequence connecting two arbitrary
points in the above-mentioned graph. This minimal length is
equal to d (d − 1)/2, so it is 6 for d = 4 and 11 for d = 5. The
discrepancy can be explained noticing that not all directions
in the space of probabilities are “equal,” since the thermal
state introduces a thermodynamic asymmetry. Nevertheless,
to a first approximation, what the numerics confirm is that
Theorem 4 should hold by replacing “enumerate all canon-
ical sequences” with “enumerate all canonical sequences of
(close to) minimal length.” This suggests an improved worst-
case scaling of O(dd2

).8 Finally, numerics also suggest that
the path termination procedure is much more efficient than
O(dd2

) scaling: the maximum number of paths N surviving
at any point in the algorithm (averaged over random initial
conditions and thermal distributions) is N = 9 for d = 4 and
N ≈ 81.1 for d = 5.

8It is, however, worth emphasizing that our algorithm is not using
any heuristics: it verifies conditions equivalent to Theorem 4. Here
we are merely discussing how it does so much more quickly that one
might naively expect.

These are the underlying reasons why our algorithm allows
one to relatively quickly solve problems up to d = 7, which
appears prohibitively large if one looks at simple complexity
upper bounds. Despite these strong improvements, pushing
this dimension up even further will likely require the appli-
cation of heuristic approaches to the search problem.

B. Constructive protocol

Following Theorem 4, suppose we find a sequence of ele-
mentary thermalizations mapping p to a final state f with the
same γ ordering as the target q and satisfying f �γ q. Then,
one can explicitly construct a sequence of of M � d − 1
elementary thermalizations transforming f into q (see proof
of Theorem 12 in Supplemental Material of Ref. [24]). We
thus conclude that a sequence of Markovian thermal processes
achieving the transformation from p(0) to p(t f ) = q is

q =
M∏

s=1

T ( fs, f ′
s )(λs)

N∏
k=1

T (ik , jk )(1)p(0), (47)

where the first N elementary thermalizations are obtained
from a sequence that satisfies Eq. (44), and the construction
of the remaining ones can be found in Ref. [24]. This gives
an explicit construction involving a sequence of N + M �
d! + d − 2 elementary thermalizations achieving any allowed
transformation. In other words, Theorem 3 is strengthened to
a result that also satisfies desideratum (D2) of Sec. III:

Corollary 5 (Strengthened universality of elementary ther-

malizations). p(0)
MTP
−→ p(t f ) if and only if there exists a finite

sequence of elementary thermalizations such that

M∏
s=1

T fs, f ′
s (λs)

N∏
k=1

T ik , jk (1)p(0) = p(t f ), (48)

where N � d! − 1, M � d − 1 and the sequence can be algo-
rithmically constructed.

C. Comparison with previous works

We want to emphasize that the two desiderata consid-
ered here, (D1)–(D2) in Sec. III, important as they are to
systematically develop and optimize explicit protocols in
nonequilibrium thermodynamics, are not typically met by
general frameworks. The standard framework based on en-
tropy production provides thermodynamic constraints [9], but
as discussed in Sec. II B these are insufficient to characterize
the future evolution. Furthermore, these entropic relations
do not provide tools to construct and optimize nonequilib-
rium thermodynamic protocols, unless one focuses on special
classes of dynamics, or restricted regimes such as close to
equilibrium transformations and slow driving protocols [58].
Hence, neither of the two desiderata is satisfied. The same
holds true for prominent results in the resource-theoretic ap-
proach to thermodynamics. The second laws constraints of
Ref. [4] are neither finitely checkable, nor they provide a
way to construct explicit protocols. The same applies to the
“quantum majorization constraints” for thermal processes, the
main result derived in Ref. [22].

Several other settings satisfy desideratum (D1), but not
(D2). The framework based on correlating catalysis [59,60]
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Algorithm 1 Verification of p Ïγ q

1. Initialize.
(a) Create a set of states Current that initially contains only the initial state p.
(b) For each γ ordering, indexed by k from 1 to d!, create a set Optimal[k]. Initially all sets are empty except for the ones corresponding to
γ orderings of p, which contain only p.
2. Generate optimal states.
(a) Update Current to contain all states achievable from old Current via full thermalizations between two levels adjacent in the γ ordering.
(b) [Only for fast version] Remove those elements of Current that do not thermomajorize q.
(c) Denote by Current[k] all states from Current with γ ordering k. For each k, remove from Current all those states of Current[k] that
are thermomajorized by either another state from Current[k] or by any state from Optimal[k].
(d) For each k, remove from Optimal[k] all states that are thermomajorized by any state from Current[k], and then add all states from
Current[k] to Optimal[k].
(e) Repeat steps (a)–(d) until Current is empty.
3. Verify thermomajorization condition.
(a) [Only for fast version] Verify whether any of the states from Optimal[k], where k corresponds to γ ordering of q, thermomajorizes q. If
yes, then p Ïγ q; otherwise the relation does not hold.
(b) [Only for slow version] The sets Optimal[k] contain all the information about states continuously thermomajorized by p. More
precisely, the states with γ ordering k which are continuously thermomajorized by p are those thermomajorized by Optimal[k].

provides finitely checkable conditions, but not explicit proto-
cols. Similarly, the thermomajorization constraints of Ref. [3]
are finitely checkable by linear programming, but the con-
struction of explicit operations achieving the transformations
is not known. More precisely, Ref. [61] did provide a set
of thermal processes, called β permutations, whose con-
vex combination realizes the most general transformation.
However, beyond the case d = 2, it is an open question
how these processes can be realized by explicit system-bath
interactions. The same is true for the work of Ref. [62],
which provides Gibbs-preserving channels realizing general
transformations in the correlating catalyst setting, but not their
explicit thermodynamic realization. All these are examples
where the desideratum (D2) is not satisfied. Despite noticeable
progress [63,64], the difficulty of satisfying both desiderata
has hindered the application of information thermodynamics
frameworks.

Reference [24] is an exception in this regard, as it pro-
vides constructive protocols to realize all the transformations
allowed by thermal processes. However, it allows a much
more extensive control of the system than we considered here,
including full control over its energy spectrum and that of a
qubit ancilla. These controls are very powerful: as the authors
showed, they allow one to achieve every state transformation
possible under thermal processes, including those requiring
arbitrary non-Markovian dynamics. Here, instead, we fo-
cused on the characterization of thermalizations described by
Markovian master equations and involving limited control
over the energy spectrum. This paves the way to several ap-
plications, as discussed in the accompanying paper [11].

VIII. EXPLICIT ALGORITHMIC VERIFICATION

Naturally, to verify the complete second laws conditions in
higher dimensions, one would like to develop an explicit algo-
rithm that exhaustively verifies the inequalities in Theorem 4.
Here we propose Algorithm 1 (see above) with two variants,
for which we provide a corresponding Mathematica code [10].

The fast version only verifies whether p(0)
MTP
−→ p(t f ) for a

fixed initial and final state, while the slow version constructs
the set of all final states achievable from a given initial state.

Let us make a few comments on the above algorithm. First,
it is clear that it satisfies desideratum (D2) of finite verifiabil-
ity, but it can be easily modified to also satisfy desideratum
(D1) of constructability. One simply needs to keep track of the
“history” of each state: in step (2a), one should record which
elementary thermalization led to a new state. This history
should be kept when updating the optimal states with current
states in step (2d). As a result, at the end algorithm we will not
only have the list of optimal states within each γ ordering, but
we will also know the sequence of elementary thermalizations
that need to be applied to the initial state to obtain each of
them.

Second, the possible number of canonical sequences grows
very fast with the system’s dimension d . Thus, one may try
to develop heuristics to distinguish between better and worse
choices of canonical sequences. Using the example from
Fig. 4, it is intuitively clear that in order to go from γ ordering
{1, 2, 3} to γ ordering {2, 1, 3} one should do it directly rather
than following the path {1, 2, 3} → {1, 3, 2} → {3, 1, 2} →
{3, 2, 1} → {2, 3, 1} → {2, 1, 3}. Even without any heuris-
tics, we were able to run (on a standard laptop computer)
the slow version of the algorithm implemented in Mathemat-
ica [10] to solve the d = 6 case in minutes and the d = 7 case
in hours.

IX. CONCLUSIONS AND OUTLOOK

In this paper we provided a hybrid framework overcoming
current limitations of resource-theoretic and master equa-
tion approaches to quantum thermodynamics through the
notion of continuous thermomajorization. Crucially, our ap-
proach includes explicit methods to fully solve the question
of the existence of a Markovian thermal process mapping be-
tween two nonequilibrium states and returns a corresponding
sequence of elementary controls when these exist. Exhaustive
searches are feasible on a laptop machine up to d = 7 through
the Mathematica code we provided [10]. To achieve this, we
employed an exhaustive algorithm (discussed in Sec. VIII)

012426-11



MATTEO LOSTAGLIO AND KAMIL KORZEKWA PHYSICAL REVIEW A 106, 012426 (2022)

whose strategy appears to effectively cap the maximum se-
quence length to (close to) the minimum length, while also
curbing the number of active sequences at any given time.

While here we tackled the question of describing an al-
gorithm which is guaranteed to provide a definite answer
to the interconversion problem, in many circumstances it is
enough to find a method that is able to construct useful work-
ing protocols in most cases. A promising direction to probe
higher-dimensional systems is then to relax the exhaustive
search to a heuristic search. For example, if we are interested
in states with a target final γ order π f , one could heuristically
restricts to canonical sequences that at each step decrease the
transposition distance between the current state’s γ order πc

and π f . Another promising direction is to focus on specific
task of special relevance, such as cooling. A heuristic protocol
is tasked, for example, with decreasing the average energy
of the final state. Then, even if an exhaustive search is out
of reach, we could run the protocol and terminate it after a
given time has passed, or when a given energy target has been
met. Coarse grainings form another direction to be looked
at, since we may be interested in the broad properties of the
final energy distribution rather than in the exact population
in each microscopic energy state. A combination of problem
relaxation and heuristic techniques offer, in our opinion, the
best way forward to tackling high-dimensional problems.

Pushing the achievable dimension up, and combining the
current algorithm optimizing the thermalization stage with
alternative methods to optimize unitary stages, will likely
open up a range of applications, such as the optimization of
quantum thermodynamic cycles of heat engines. In the ac-
companying paper [11] we already discuss ways of employing
the framework developed here to construct provably optimal
thermodynamic protocols.

At the same time, our framework also offers a rig-
orous information-theoretical foundation to the dynamical
viewpoint of quantum thermodynamics. This approach com-
plements the master equation toolbox, as we have seen, for
example, with the systematic construction of generalized en-
tropy production inequalities. Another direction that should
be further explored concerns the role of quantum coher-
ence in these settings. We provide some initial remarks in
Appendix C, while a solution to this problem satisfying both
desiderata (D1)–(D2) is still out of reach.
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APPENDIX A: PROOF OF THEOREM 1 AND THEOREM 3

To build up towards our final results we will need several
intermediate technical statements. We start by recalling an
important result derived in Ref. [24].

Theorem 6 (Theorem 12, Supplemental Material of
Ref. [24]). If p �γ q and π(p) = π(q), there exists a sequence
of elementary thermalizations {T ik , jk (λk )} f

k=1 such that

T i f , j f (λ f ) · · · T i1, j1 (λ1)p = q. (A1)

Moreover, f � d − 1.
We will also need the following known result characteriz-

ing thermomajorization
Theorem 7 (See Refs. [1,3,8]). There exists a stochastic

matrix T such that T p = q and T γ = γ if and only if p �γ q.
Next, we link continuous thermomajorization between two

distributions with the existence of a sequence of elementary
thermalizations bringing one distribution to another.

Lemma 8 (Continuous thermomajorization and elemen-
tary thermalizations). p Ïγ q if and only if there exists a finite
sequence of elementary thermalizations {T ik , jk (λk )} f

k=1 such
that

T i f , j f (λ f ) · · · T i1, j1 (λ1)p = q. (A2)

Proof. First, assume p Ïγ q. Then, there exists a contin-
uous trajectory r(t ) with r(0) = p, r(t f ) = q (perhaps t f =
+∞), and r(t ′) �γ r(t ′′) for all t ′ � t ′′. Define t0 = 0, as well
as a thermomajorization ordering π1 and a time t1 as follows:

π1 := π(r(0)), (A3a)

t1 := sup{t |π(r(t )) = π1}. (A3b)

Next, for integer k > 1, define iteratively

πk+1 := π(r(t+
k )), (A4a)

tk+1 := sup{t |π(r(t )) = πk+1}. (A4b)

Clearly tk+1 > tk . Since there are only d! distinct thermo-
majorization orderings, ultimately we reach the final k = f �
d! − 1, such that π f = π(r(t f )). We now employ Theorem 6:
for each pair, r(t+

k ) and r(tk+1), there exists a sequence of
elementary thermalizations such that

r(tk+1) = T ikn , jkn (λkn ) · · · T ik1 , jk1 (λk1 )r(tk ), (A5)

with n � d − 1. Thus, by sequentially applying the above to
all k � f we obtain Eq. (A2) with a finite sequence.

Conversely, assume that Eq. (A2) holds. Define r(0) = p
and

r(t ) = T ik , jk (δ)T ik−1, jk−1 (λk−1) · · · T i1, j1 (λ1)p,

with k and δ ∈ [0, 1] satisfying t = δ + ∑k−1
i=1 λi. This defines

a continuous path starting at p and terminating at q. More-
over, using the fact that for any i, j and λ′ � λ we can write
T i, j (λ′) = T i, j (μ)T i, j (λ) with μ ∈ [0, 1], we see that for any
t ′′ � t ′ the distribution r(t ′′) is obtained from r(t ′) by a finite
sequence of elementary thermalizations. Given that elemen-
tary thermalizations and their products are stochastic matrices
with a fixed point γ , Theorem 7 implies r(t ′) �γ r(t ′′) for all
t ′′ � t ′. We thus conclude that p Ïγ q. �
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Note that from the proof above one can conclude that the
number of elementary thermalizations required for a state
transformation is upper bounded by d!(d − 1), but we will
give a tighter bound later. Also, as a corollary of Lemma 8 we
get that �γ (describing allowed transformations under gen-
eral thermal processes, which employ with memory) and Ïγ

(describing allowed transformations under Markovian ther-
mal processes) coincide within a fixed thermomajorization
ordering.

Corollary 9. If π(p) = π(q) and p �γ q then p Ïγ q.
Moreover, the thermomajorizing trajectory r(t ) connecting p
to q can be chosen such that for all t ∈ [0, t f ] it belongs to the
same γ ordering.

Proof. Assuming that p �γ q and π(p) = π(q),
Theorem 6 tells us then that there exists a sequence
of elementary thermalizations mapping p into q. Using
Lemma 8, we conclude p Ïγ q. Moreover, the construction
of elementary thermalizations presented in the proof of
Theorem 6 in Ref. [24] is such that every intermediate state
along the trajectory, r(t ), has the same thermomajorization
ordering π(p). �

We are now able to discuss Theorem 1 and Theorem 3,
which we prove jointly as follows:

Theorem 10. Let ρ(t ) by a quantum state with population
vector p(t ). The following statements are equivalent:

(1) There exists a Markovian thermal process transform-
ing ρ(0) with population p(0) into a quantum state ρ(t f ) with
population p(t f ).

(2) p(0) Ïγ p(t f ).
(3) There exists a finite sequence of elementary thermal-

izations such that

T i f , j f (λ f ) · · · T i1, j1 (λ1)p(0) = p(t f ). (A6)

Proof. Lemma 8 proves the equivalence 2 ⇔ 3. To con-
clude we then just prove 3 ⇒ 1 and 1 ⇒ 2.

[3 ⇒ 1]: Given the finite sequence of elementary thermal-
izations such that Eq. (A6) holds, we will explicitly construct
a time-dependent Lindbladian Lt generating a Markovian
thermal process that maps a state with population p(0) to the
one with population p(t f ). We define Lt through its action on
the basis elements as

〈m|Lt (|n〉〈n′|)|m′〉 = δnn′δmm′T (t )mn − δmnδm′n′ , (A7)

where |x〉 denote the eigenstates of H and T (t ) is a d × d
stochastic matrix. To see that the above Lt corresponds to a
valid Lindbladian, note that it has the form Et − I, where I
is the identity channel and Et is the channel that decoheres in
the eigenbasis of H and performs the stochastic map T (t ) on
the diagonal. Since every channel can be written as Et (ρ) =∑

i LiρL†
i with

∑
i L†

i Li = I, Lt has the required form from
Eq. (3).

Next, let

tk = − log(1 − λk ), t0 := 0 (A8)

and introduce τk = ∑k
s=0 tk . Then choose

T (t ) =

⎡
⎢⎣

γik
γik +γ jk

γik
γik +γ jk

γ jk
γik +γ jk

γ jk
γik +γ jk

⎤
⎥⎦ ⊕ 0\(ik , jk ) (A9)

for t ∈ [τk−1, τk] with k = 1, . . . , f , where 0\(ik , jk ) denotes the
(d − 2) × (d − 2) matrix of all zeros acting on the subspace
of all energy levels except ik, jk . Now, the equation dρ/dt =
Lt (ρt ) can be easily solved, and one can verify that the
resulting dynamics implements the sequence of elementary
thermalizations from Eq. (A6) on the population vector. We
conclude that a Markovian thermal process mapping p(0) into
p(t f ) exists.

[1 ⇒ 2] : Given p(0), p(t f ) and a Markovian thermal pro-
cess dynamically evolving the former into the latter, let p(t ) be
the trajectory followed at the intermediate times. Employing
the definition of an MTP, we have that for every 0 � t ′ � t ′′ �
t f there exists a stochastic matrix T (t ′, t ′′) such that

T (t ′, t ′′)p(t ′) = p(t ′′), T (t ′, t ′′)γ = γ . (A10)

From Theorem 7, it follows that p(t ′) �γ p(t ′′). We conclude
that p Ïγ q. �

APPENDIX B: PROOF OF THEOREM 4

We start from introducing the concept of a coarse-grained
description of a thermomajorizing trajectory r(t ).

Definition 5 (Coarse graining). Let r(t ) be a thermoma-
jorizing trajectory from p to q as in Definition 3. Then, a
sequence of γ orderings {πk}N

k=1 is called a coarse-grained
description of r(t ) if there exists an ordered set of times
{tk}N

k=0,

t0 = 0, tk � tk+1, tN = t f , (B1)

such that the probability vector r(t ) belongs to the γ ordering
πk in the interval t ∈ [tk−1, tk] (note that at time tk , r(tk ) is
associated to both γ orders πk and πk+1). Moreover, a given
coarse-grained description will be called canonical if the se-
quence {πk} is canonical according to Definition 4.

Note that since a given state can simultaneously belong to
more than one γ ordering (this happens when pk/γk = pl/γl

for some k and l), the trajectory r(t ) can have multiple (but
finitely many) coarse-grained descriptions. However, as we
now prove, we may limit our attention only to canonical
coarse grainings.

Lemma 11. p Ïγ q if and only if there exists a thermo-
majorizing path r(t ) connecting p and q with a canonical
coarse-grained description.

Proof. Assume that p Ïγ q, meaning that there exists
some thermomajorizing trajectory r(t ) from p to q. Since
r(t ) changes continuously in t , so do γ-rescaled entries
{ri(t )/γi}d

i=1. This means that the kth largest element among γ-
rescaled entries {ri(t )/γi}d

i=1 becomes equal to the (k − 1)-th
or (k + 1)-th largest one before (or at the same time) becom-
ing equal to any other entry. Hence, we can choose times
{tk}N

k=0 (perhaps tk = tk+1 for some k) and assign γ orderings
{πk}N

k=1 such that πk and πk+1 differ only by a transposition
of adjacent elements, which proves the first property of the
canonical coarse graining.

To prove the second one, assume that some γ ordering
π appears more than once in the coarse-grained description
of r(t ) defined in the previous step. Let us denote the first
time r(t ) has the ordering π by t1, and the last time it has
this ordering by t2. Clearly, r(t1) Ïγ r(t2). Thus, one can
introduce a new thermomajorizing path r′(t ) such that it is
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FIG. 5. The defining points of the thermomajorization curve are
labeled according to Lemma 12, to visualize the action of the two-
level partial level thermalization T 3,4(λ). This brings down y3 until,
at λ = 1, the slopes of the third and fourth segment are equalized
(brown segment connecting 2, 3′, and 4).

equal to r(t ) for t ∈ [0, t1) and t ∈ (t2, t f ], while for t ∈ [t1, t2]
it is the trajectory given by Corollary 9, connecting r(t1)
to r(t2) and lying completely in γ ordering π. As a result,
we obtain a thermomajorizing trajectory r′(t ) connecting p
and q, and such that the γ-ordering π appears only once in
the coarse-grained description. By repeating this for every γ

ordering that appears more than once in the original coarse-
grained description of r(t ), we end up with a trajectory whose
coarse-grained description satisfies also the second property
of canonical coarse graining.

Conversely, if there exists a thermomajorizing path r(t )
connecting p and q with whatever coarse-grained description,
then by definition p Ïγ q. �

The next lemma geometrically characterizes the action of
elementary thermalizations on a Lorenz (thermomajorization)
curve. In words, it shows that the effect of T i, j is to decrease
the slope of the jth segment of the thermomajorization curve
and increase that of the ith segment till the two are equalized
(see Fig. 5 and Appendix B 1 of Ref. [24]).

Lemma 12 (Action of elementary thermalization on the
thermomajorization curve). Consider a Lorenz curve of p
with elbow points denoted by (xm, ym); see Fig. 5. For any
j > i, denote ĩ = πi(p) and j̃ = π j (p). Then the elementary
thermalization T ĩ, j̃ (λ) shifts down by an equal amount the y
coordinates (yi, . . . , y j−1). The extremal map, T ĩ, j̃ (1), equal-
izes the slopes of the ith and the jth segments of the curve.
Note that a final reordering may be needed if the thermoma-
jorization ordering is changed.

Proof. For p′ = T ĩ, j̃ (λ)p we have

p′
m =

{
pm for m /∈ {ĩ, j̃},
(1 − λ)pm + λ

pĩ+p j̃

γĩ+γ j̃
γm for m ∈ {ĩ, j̃}. (B2)

Denote by ym and y′
m the y coordinates of the thermomajoriza-

tion curves of p and p′, respectively. Then

y′
m =

⎧⎨
⎩

ym for m < i,

ym − λ
(pĩγ j̃−p j̃γĩ )

γĩ+γ j̃
for i � m < j,

ym for m � j.

(B3)

This corresponds to shifting down the y coordinate of each
point of the thermomajorization curve, starting from the ith
point to the ( j − 1)-th point. Setting λ = 1 and using y j −
y j−1 = p j̃ , one obtains that the slope of the jth segment is

y′
j − y′

j−1

γ j̃
= pĩ + p j̃

γĩ + γ j̃
.

Similarly, the slope of the ith segment is

y′
i − y′

i−1

γĩ
= pĩ + p j̃

γĩ + γ j̃
.

Hence, the two slopes are equalized for λ = 1. Note that, if
(and only if) j �= i + 1, then the thermomajorization ordering
will change at some intermediate λ, so that a rearrangement
of the segments is necessary to sort them according to nonin-
creasing slopes. �

The next lemma identifies states obtained by thermalizing
two adjacent levels in the γ ordering as the optimal crossings
between one ordering and another.

Lemma 13. Given p, we have

T πi (p),πi+1(p)(1)p Ïγ q (B4)

for every q satisfying p Ïγ q, π(q) = π(p) and

qπi (p)

γπi (p)
= qπi+1(p)

γπi+1(p)
. (B5)

Proof. Since p Ïγ q implies p �γ q, and furthermore we
have π(q) = π(p), we can use Theorem 6. Its proof shows that
there is a sequence of elementary thermalizations such that

q = T ik , jk (λk ) · · · T i1, j1 (λ1)p, (B6)

and, furthermore, that all intermediate states have thermoma-
jorization ordering equal to π(p). Then, we conclude from
Lemma 12 that the thermomajorization curve of q can be
obtained from that of p by lowering a set of its y coordinates
while making the slopes of the ith and (i + 1)-th segments
equal (no reorderings are involved, so the x coordinates do
not change).

Now let us focus on qi,i+1 := T πi (p),πi+1(p)(1)p. Using again
Lemma 12, the thermomajorization curve of the state qi,i+1

is obtained by lowering the coordinate yi+1 till the slopes
of the ith and (i + 1)-th segments are equal, while leaving
all other y coordinates untouched. Crucially, note that this
is the minimal y coordinate lowering for any q that ensures
Eq. (B5) is satisfied. From this property and the fact that
π(q) = π(qi,i+1), it follows that qi,i+1 �γ q. That is because,
since π(q) = π(qi,i+1) implies that the x coordinates of the
thermomajorization curves of q and qi,i+1 coincide, �γ is
equivalent to simply comparing the y coordinates of the re-
spective thermomajorization curves. Using Corollary 9 we
conclude qi,i+1 Ïγ q. �

We are now ready to prove the central lemma from which
the proof of Theorem 4 follows almost directly.
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Lemma 14. Given a canonical sequence {πk}N
k=1 with π1 =

π(p) and πN = π(q), the following two statements are
equivalent:

(1) There exists a thermomajorizing trajectory r(t ) from p
to q with a canonical coarse-grained description {πk}N

k=1.
(2) The following relation holds:

N−1∏
k=1

T ik , jk (1)p �γ q, (B7)

where T ik , jk (1) are full thermalizations between levels ik and
jk specified by the adjacent elements that differ between πk

and πk+1.
Proof. We will prove that the implication holds both ways.
[1 ⇒ 2] Let tk for k ∈ {0, . . . , N} be the times from

Definition 5, i.e., t0 = 0, tN = t f and the remaining ones
describing times for which r(t ) changes γ ordering. By def-
inition, there exist indices sk for k ∈ {1, . . . , N − 1} such that
πk and πk+1 differ only by a transposition of the two adjacent
entries, sk and sk + 1. Let us denote the corresponding energy
levels that change order in the γ ordering by

ik := πsk (r(tk )), jk := πsk+1(r(tk )). (B8)

By assumption, for k ∈ {0, . . . , N − 1} we have r(tk ) Ïγ

r(tk+1) and

π(r(tk )) = πk+1, π(r(tk+1)) = πk+1. (B9)

Furthermore, for k ∈ {0, . . . , N − 2}
r(tk+1)ik+1

γik+1

= r(tk+1) jk+1

γ jk+1

. (B10)

We are then in the conditions to apply Lemma 13 to conclude
that for k ∈ {0, . . . , N − 2} we have

T ik+1, jk+1 (1)r(tk ) Ïγ r(tk+1). (B11)

Applying the above sequentially we arrive at

r(tN−1) Îγ T iN−1, jN−1 (1)r(tN−2)

Îγ T iN−1, jN−1 (1)T iN−2, jN−2 (1)r(tN−3)

Îγ . . .

Îγ

N−1∏
k=1

T ik , jk (1)r(t0 = 0). (B12)

Now, recall that r(tN−1) Ïγ r(tN ) = q and that r(0) = p. Fi-
nally, using transitivity and the fact that relation Ïγ implies
the relation �γ , we conclude that

N−1∏
k=1

T ik , jk (1)p �γ q. (B13)

[2 ⇒ 1] For t ∈ [0, N − 1] define the trajectory

r(t ) = T ik , jk (δ)T ik−1, jk−1 (λk−1) · · · T i1, j1 (λ1)p, (B14)

with k and δ ∈ [0, 1] satisfying t = δ + ∑k−1
i=1 λi. Note that the

resulting trajectory r(t ) has a coarse-grained description given
by {πk}N

k=1 and that

p Ïγ r(N − 1). (B15)

Now, from the assumption we have that r(N − 1) �γ q and
π(r(N − 1)) = π(q). By Corollary 9 we thus have that r(N −
1) Ïγ q, and that the trajectory connecting these two states
has a fixed γ ordering. Hence, p Ïγ r(N − 1) Ïγ q and, by
transitivity, p Ïγ q. Therefore, we conclude that there exists
a thermomajorizing trajectory from p to q with a canonical
coarse-grained description given by {πk}N

k=1. �
We are now ready to present the proof of Theorem 4.
Proof. First, assume that p Ïγ q. Then, from

Lemma 11, we know that there exists a thermomajorizing path
r(t ) connecting p and q with some canonical coarse-grained
description. Moreover, from Lemma 14 we know that such a
path with a given coarse-grained canonical description exists
if and only if Eq. (B7) is satisfied. Thus, if we list all possible
canonical coarse-grained paths connecting p and q, then for
at least one of them Eq. (B7) must be satisfied.

Conversely, if Eq. (B7) is satisfied for some canonical
coarse-grained path, then from Lemma 14 we have p Ïγ q.�

APPENDIX C: REMARKS ON FUNDAMENTAL
CONSTRAINTS ON COHERENCE

In this paper we focused on necessary and sufficient con-
ditions and explicit protocols to generate a given population
dynamics. What about the characterization of the evolution
of coherences, i.e., the off-diagonal elements of the density
matrix in the energy basis? Here we provide some general
remarks on this notoriously complex issue.

It has been recognized that the thermodynamic evolution
of quantum coherence is restricted by symmetry considera-
tions [65]. These involve an extension of Noether’s theorem
to open quantum system dynamics [66]. The properties (P1)–
(P2) then allow to construct monotonically nonincreasing or
nondecreasing functionals (monotones) which quantify the
deterioration of athermality and coherence during a thermal-
ization process through entropy production-like inequalities.
The standard entropy production can be seen as one mono-
tone, to be accompanied by many more which often have
independent operational or information-theoretical meaning.
Let us briefly discuss some notable examples.

First, we have the α-Rényi entropy production relations:

∀α ∈ [0,∞) :
d�α (t )

dt
= −dSα (ρ(t )‖γ )

dt
� 0, (C1)

where γ is the thermal state from Eq. (4) and Sα is the quan-
tum α-Rényi divergence defined by

Sα (ρ‖σ ) =
⎧⎨
⎩

log Tr(ρασ 1−α )
α−1 if α ∈ [0, 1),

log Tr
(
σ

1−α
2α ρσ

1−α
2α

)
α−1 if α > 1,

(C2)

whose origin in quantum information lies in quantum hypoth-
esis testing [67]. The usual entropy production relation of
Eq. (7) is recovered in the limit α → 1. Next, we have the
α-relative entropy of asymmetry Aα (t ) [65,68],

∀α ∈ [0,∞) : −dAα (t )

dt
:= −dSα (ρ(t )‖D(ρ))

dt
� 0,

(C3)
with D denoting the dephasing in the energy basis. Asym-
metry is a measure of coherence of the state in the basis of
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H . For α = 1 the usual entropy production relation can be
decomposed as

d�(t )

dt
= d�d (t )

dt
− dA1(t )

dt
, (C4)

where �d = ∑
i pi log(pi/γi ) is the diagonal relative entropy.

Hence, −dA1(t )/dt � 0 can be seen as one of two monoton-
ically nondecreasing additive terms in the standard entropy
production equation, measuring the entropic contribution due
to loss of quantum coherence [65]. This constitutes a refine-
ment of the usual entropy production inequality, since both
�d (t ) and −A1(t ) do not decrease in time, not just their
sum [44]. The quantity A1(t ) operationally quantifies the co-
herent contribution in an average work extraction protocol
[69], that is the loss to the maximal extractable work due to
dephasing of the state. Another example is given by the Fisher
information Q(ρ(t )) of the unitary orbit {e−iHδρ(t )eiHδ}δ∈R
[70,71],

−dQ(t )

dt
� 0, (C5)

where

Q(t ) = 2 − 2 lim
δ→0

F 2[ρ(t ), e−iHδρ(t )eiHδ] (C6)

and F (ρ, σ ) := Tr(
√

ρ1/2σρ1/2) is the quantum fidelity. The
quantity Q(t ) measures the information that ρ(t ) encodes
about the phase along the unitary orbit generated by H , i.e.
the metrological value of ρ(t ) for phase estimation. Finally,
we have the Wigner-Yanase-Dyson skew information [68,72],

−dIs(t )

dt
� 0, (C7)

with

Is(t ) = − 1
2 Tr([ρs(t ), H][ρ1−s(t ), H]), (C8)

where s ∈ (0, 1). The quantity Is(t ) was introduced as a mea-
sure of the information contained in measurements that do not
commute with H [72] (for s = 1/2 one recovers the usual
Wigner-Yanase skew information). A systematic framework
to deal with all these constructions was developed in Ref. [22].
Leveraging the results obtained there, one can formally define
a complete set of monotones. The drawback is that these form
an infinite number of extremely involved conditions, and it is
not yet clear how these can be simplified.

An alternative approach is to obtain specific computable
constraints. For example, exploiting properties (P1)–(P2) and
the framework of Ref. [73] [see in particular Eq. (22) therein],
one can obtain the following one-parameter family of mono-
tones:

dCλ(t )

dt
� 0, Cλ(t ) = −Z (Ej − Ei )2

λe−βEi + e−βEj
|Ci j (t )|2, (C9)

where Ci j (t ) is the coherence matrix defined in Eq. (14b) and
λ � 0. Note how each coherence element |Ci j (t )|2 is weighted
by a Gibbs factor and the energy difference squared, neatly
combining energetic and coherent considerations.

The general problem of Eq. (24) can be explicitly solved
for a single qubit system using the minimal decoherence the-
ory of Ref. [74] (see Sec. E3 therein). However, for higher
dimensional systems currently there are no tools to obtain a
solution to this problem (perhaps up to some approximation)
that satisfies both our fundamental desiderata. We leave this
extremely challenging question to future work.
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