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How to Recognize and Explain Bidding
Strategies in Negotiation Support
Systems

Vincent J. Koeman, Koen Hindriks, Jonathan Gratch,
and Catholijn M. Jonker

Abstract Effective use of negotiation support systems depends on the systems capa-
bility of explaining itself to the user. This paper introduces the notion of an expla-
nation matrix and an aberration detection mechanism for bidding strategies. The
aberration detection is a mechanism that detects if one of the negotiating parties
deviates from their expected behaviour, i.e. when a bid falls outside the range of
expected behaviour for a specific strategy. The explanation matrix is used when to
explain which aberrations to the user. The idea is that the user, when understanding
the aberration, can take effective action to deal with the aberration. We implemented
our aberration detection and our explanation mechanisms in the Pocket Negotia-
tor (PN). We evaluated our work experimentally in a task in which participants are
asked to identify their opponent’s bidding strategy, under different explanation con-
ditions. As the number of correct guesses increases with explanations, indirectly,
these experiments show the effectiveness of our aberration detection mechanism.
Our experiments with over 100 participants show that suggesting consistent strate-
gies is more effective than explaining why observed behaviour is inconsistent. An
extended abstract of this article can be found in [15].
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1 Introduction

Negotiation support systems aim to assist human negotiators in their complex
decision-making processes aimed at reaching an agreement to exchange goods or ser-
vices. One such system, the PocketNegotiator (PN) [10], states its goal as ‘to enhance
the negotiation skills and performance of the user ... through synergy between the
human negotiator and the Pocket Negotiator’. The PN supports the major activities
of a negotiation: modelling the interests of the user and the opponent, bidding, and
closing. Techniques currently used to provide this support include preference elici-
tation methods [3, 20], visualization of the negotiation space [14], and multi-criteria
optimization techniques for advising what to bid and when to accept the opponent’s
offer [2].

This paper is the first in a line of research to develop a full fledged explanation
framework for negotiation support systems. We decided to start with the explanation
of what happens during the bidding phase of a negotiation, as the effectiveness of the
bidding strategies determines, to a large extent, the utility of the negotiation outcome.

During the bidding phase, the support currently provided by the PN consists of
an interface, see Fig. 1 with a range of options and tools. The snapshot is taken at a
moment when the user has just received a bid from the opponent bid suggestions, PN
provides an intuitive bid analysis in the form of the horizontal red bars in the right
upper corner of Fig. 1. That same bid is also presented as a dot in the visualization
of the bid space and its Pareto Optimal Frontier.

Expert negotiators use this interface to quickly create bids by either clicking on
the points projected on the Pareto Optimal Frontier or by asking for a bid suggestion.
Bid suggestions are generated by a bidding support agent. The user can pick any
of a number of typical bidding strategies provided by PN. Finally, the visualization
provides an overview of the bids made by the user and by the other party. Note that
the visualization of the bid space is based on an estimation of the preference profile
of the opponent, and the current view of the negotiator of his/her own preferences. If
the estimation is wrong, then so is visualization. Furthermore, the bid suggestions,
and the advice of when to accept and what to accept of the support agent depend on
that estimation.

To get the most out of interface in Fig. 1, the human user and the bidding support
agent have to be able to collaborate at a high knowledge level about the ongoings
in the negotiation. The team needs to make sophisticated analysis of the bidding by
both parties, creating an understanding of why a player makes this particular bid now.
Although the reader is referred to the state of the art in human negotiation theories
for a thorough discussion of these questions, see, e.g. [17, 21, 22], we provide an
example here. Suppose that one of the players, say the opponent, bids below the
Pareto Optimal Frontier, then we need to know why. Several reasons come to mind:
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Fig. 1 An example of a bidding phase in the pocket negotiator

1. The opponent doesn’t realize his bid is not Pareto Optimal bids. This might be
the case if the opponent is human, as humans in multi-issue negotiations often
find this difficult.

2. The opponent’s preferences might differ from what we estimated.
3. It might be a tactic to play a bit unpredictable.
4. All of the above might hold at the same time.

The different cases ask for different actions on our side, and thus we need to identify
which case holds.

Similarly, users might deviate intentionally or unintentionally from their chosen
bidding strategy. If intentionally, our negotiation supports agent should know about
this, so that it can match its advise and support activities to that strategy. If it happens
unintentionally, alerting the user might be the best support to give. We wrote ‘seems
to deviate’, as it might also be the case that the preferences of a user change or are for
some other reason different from the preferences entered in the negotiation support
system. Again it is important to discover this as quickly as possible, and make sure
that the team of human negotiator and negotiation support system have a shared
understanding of what is going on.

Now we have come to the core of the problem: a negotiation support system
can only discuss these matters with the user, if it can explain to the user what we
wrote here. Furthermore, the need to discuss this can only be established if the agent
is capable of detecting and analysing these and other strange behaviours that we
decided to call aberrations.
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This motivates the need for aberration detection and explanation mechanisms
that we introduce in this paper, and for which we present experimental results.

In Sect. 2, we discuss the state-of-the-art literature relevant for this work. Section 3
discusses the most characteristic and typical negotiation strategies used in real life.
We use these strategies to further focus our research. The concepts already discussed
informally in Sect. 3 are formalized and extended in Sect. 4 to form the basis for the
analytical framework that forms the core of our aberration detection and explanation
mechanisms as presented in Sects. 5 and 6. The experimental setup for the evaluation
of our mechanisms is presented in Sect. 7. The experimental results are presented in
Sect. 8. Conclusions can be found in Sect. 9.

2 Related Work

Explanations are currently employed inmany sub-fields of artificial intelligence, such
as justifying autonomous agent behaviour, debugging of machine learning models,
explaining medical decision-making, and explaining predictions of classifiers [18].
Reference [8] identifies, however, that allowing users of negotiation support systems
to ‘trust the system through co-participation, transparency, and proper representation’
is still an open challenge. For negotiation agents representing humans specifically, the
authors identify that a user’s trust and willingness to relinquish control is conditional
on a sufficient understanding of the agent’s reasoning and consequences of its actions.

Reference [24] focuses on explaining the preferences of a user and his or her
opponent in the Pocket Negotiator. The authors propose a mechanism to analyse
discrepancies between the system’s mental model and the user’s (assumed) men-
tal model. However, aside from addressing a different sub-topic within negotiation
support than we do, generating the content of the explanations and evaluating their
effectiveness are also not addressed in this work.

Reference [19] states that ‘artificial agents should be equipped with explanation
and argumentation capabilities in order to be able to convince their users of the
validity of their recommendations’. Reference [23] identifies seven possible aims
of such explanations: transparency, scrutability, trust, effectiveness, persuasiveness,
efficiency, and satisfaction. The authors also consider these aim metrics for good
qualifications, of which trade-offs are inevitable. The goal of an explanation should
thus be carefully considered. Reference [18] argues that explanations in AI should
be contrastive, selective, non-probabilistic, and social.

Although most research on ‘opponent modelling’ in (automated) negotiation
focuses on determining the preferences of the opponent [7], in this work, we focus
explicitly on determining the (bidding) strategy that an opponent uses. Reference
[7] identifies two main approaches: regression analysis and time-series forecasting.
Specific implementations are, however, either overly simplistic (e.g. classifying an
opponent as ‘positive’ when its average concession rate exceeds some pre-set amount
[16]) or opaque (e.g. using techniques like neural networks and Markov chains). In
this work, we aim to devise an approach that balances the level of sophistication with
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the degree of explainability, focusing on increasing a (novice) human negotiator’s
understanding of the opponent’s strategy rather than determining that strategy as
good as possible.

Using a negotiation support system as a training tool for novice negotiators, as
[13] do for example, shares similarities with our aim of providing insight into bidding
strategies of opponents in those systems, as information about (digital) negotiations
is to be conveyed to a novice user in both situations. Current work in the field of
training is, however, mainly focused on evaluating the (actions of the) participant
itself, e.g. focusing on factors such asmaking efficient concessions and avoiding early
commitment. The explanation mechanism as developed in this paper for opponent
strategy recognition could be relevant for negotiation training, butwedonot explicitly
examine that aspect here.

3 Typical Bidding Strategies

Aswe study negotiation support systems for humannegotiators, the number of rounds
in a negotiation is low, with the highest numbers typically found in the markets of
Northern Africa, where people enjoy haggling, and thus the process takes much
longer than in USA where the number of rounds of bidding is typically no more than
3.

In that light, the essence of human negotiation strategies can be captured by the
following four typical strategies as identified in [5]: Hardheaded (‘Tough nego-
tiator that does not yield easily’, i.e. makes mostly silent moves or small conces-
sions), Conceder (‘Nice negotiator that tends to move towards you’, i.e. generally
makes concessions), Tit-for-Tat (‘Somewhat mirrors the moves you are making’,
i.e. responds with the same type of moves) and Random (‘Does not follow any of
the other strategies’.

Examples of how these bidding strategies are in action are depicted in Fig. 2. Note
that in that picture, the user (playing the ‘me’ role) is playing a strategy that allows
her to differentiate between these four typical strategies, and, in particular, between
the Conceder and the Tit-for-Tat strategy.

Note that the literature on automated negotiating agents, see, e.g. [4, 6], is full
of all kinds of sophisticated bidding strategies. However, the core of most of these
strategies is formed by (combinations of) two commonly used negotiation tactics:
time-dependent tactics and behaviour-dependent tactics, in which some aspects of
randomness is used to prevent the strategy from becoming too predictable. The
Conceder and Hardheaded strategy fall under the time-dependent tactics, and Tit-
for-Tat is a behaviour-dependent tactic.

It is quite a challenge to recognize the essence of someone’s negotiation strategy
during a negotiation of only a few rounds. To be able to develop a mechanism to
do so that works independent of the domain of negotiation and independent of the
opponent one is playing, we need a way to abstract away from the exact details of
bids and offers. The following section presents an abstract framework to do so.
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Fig. 2 Typical bidding strategies

4 Bids, Utilities and Moves

This section presents the notation and definitions for bids, utilities and moves as used
in the remainder of this article.

N = {H, O} is the set of negotiators, where H denotes the human participant,
and O the opponent. Variable a ∈ N ranges over the negotiators (‘agents’).

B denotes the bid space for the negotiation and Ba
i ∈ B denotes the bid made by

agent a in round i . Let ua : B �→ [0, 1] denote the utility function of agent a (i.e.
a’s preferences), thenma ⊆ B = {b ∈ B|∀b′ ∈ B : ua(b′) ≤ ua(b)} is the set of bids
that have maximum utility for agent a. These are the so-called maximum utility bids
for the agent.

UN = [0, 1]|N | denotes themulti-dimensional utility space (i.e. all possible bids in
a domain) over the negotiators in set N , where |N | denotes the number of elements in
N . The bids made by the negotiators are mapped toUN according to the utility func-
tions of negotiators by function υ : B �→ UN defined by υ(b) = 〈uH (b), uO(b)〉. A
bid sequence βa

i, j = (Ba
i , . . . , Ba

j ) is the sequence of bids made by an agent a ∈ N
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from round i up to and including round j , where i ≤ j , in the negotiation.1 A move
μ is a pair (b, b′) of two sequential bids b, b′ ∈ B made by the same agent. Any
negotiating party can make offers that from the perspective of an agent a can be seen
as concessions, selfish moves or silent moves. For any two agents a, a′ ∈ N and any
move μ = (b, b′) ∈ B × B, we define the following:

• [move size:] σa(μ) = ua(b′) − ua(b), is the size of the move (i.e. difference in
utility) according to a.

• [silent moves:] silδa(a
′, μ) if |σa(μ)| ≤ δ, which means that agent a considers the

move with a size less than δ made by agent a′ to be a silent move.
• [concession moves:] We differentiate between

◦ concδ
a(a

′, μ) if a �= a′ ∧ σa(μ) > δ, which means that from the perspective
of a agent a′ conceded at least δ. The generic case conca refers to conc0a .

◦ concδ
a(a, μ) if σa(μ) < 0 ∧ |σa(μ)| ≥ δ, which means that a conceded at

least δ.

• [selfish moves:] sel f δ
a(a, μ) if σa(μ) > δ, which means that a thinks he made a

selfish move of at least δ size.
• [move types:] the parametrized characterizing relations defined above also define
setsMa ofmove types according to agent a:Ma = {silδ1a , concδ2

a , sel f δ3
a }, for given

δ parameters. Thus, it is the set of all move types that satisfy the corresponding
predicates.

These notions are inspired by the Dynamics Analysis of Negotiation Strategies
(DANS) framework of [11], which we simplified by modelling unfortunate moves
as selfish moves, and fortunate/nice moves as concessions.

The next section illustrates the effectiveness of our abstract framework by intro-
ducing an optimal strategy detection algorithm that is based on this framework.

4.1 Optimal Bidding Strategy Recognition

The following strategy correctly determines the opponent’s strategy in three to four
rounds, unless the opponent would play the random strategy as that could theoreti-
cally behave consistently with a different strategy over multiple moves:
Round 1: Randomly select BH

1 from mH .
Round 2:

Bidding: Randomly select BH
2 from {b ∈ B | τ O

H ((BH
1 , b)) = concδ

H }, where δ

corresponds to a moderate concession, e.g. δ = .1.
Analysis: After O made a bid, compare the first moves of both players to form a

first hypothesis Hyp.
Let t O = τ O

H (βO
1,2).

1For simplicity, we disregard the possibility of using information from a previous encounter with
the same opponent here.
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If σH (βO
1,2) ≤ σH (βH

1,2) ∧ t O ∈ {concH , sil H }, then Hyp := {HH, R}.
If σH (βO

1,2) ≥ σH (βH
1,2) then Hyp := {CC, R, T T }.

Round 3: The bid of H depends on the analysis of round 2.

Bidding in case Hyp = {HH, R} Randomly select BH
3 from {b ∈ B|τ H

H

((BH
2 , b)) = concδl

H } where δl is the boundary of a large concession, e.g. > 0.2
Bidding in case Hyp = {CC, T T, R} Randomly select BH

3 from {b ∈ B|τ H
H

((BH
2 , b)) = sel f δm

H } where δm is the boundary of a moderately selfish move.
Analysis in case Hyp = {HH, R}: Let t O = τ O

H (βO
2,3).

if t O ∈ {sel f H , concH } and σH (βO
2,3) ≤ σH (βH

2,3)},
then Conclude that O plays Hardheaded, and stop
else Conclude that O plays Random.

Analysis in case Hyp = {CC, T T, R}: Let t O = τ O
H (βO

2,3).
If t O = sel f H , then O does not play Conceder, so we update: Hyp:= {T T, R}.
If t O = {sil H , concH }, then O does not play Tit-for-Tat, so we update: Hyp:=
{CC, R}.

Round 4: Only needed if round 3 ended without conclusions

H ’s bid: Randomly select BH
4 from {b ∈ B|τ H

H ((BH
3 , b)) = sil H }.

Conclusions: Let t O = τ O
H (βO

2,3).

Analysis in case Hyp = {T T, R}: if t O = sil H , then this does not fit with R and
we conclude that O is playing Tit-for-Tat else we conclude that O is playing
R.

Analysis in case Hyp = {CC, R}: If t O ∈ {sil H , concH }, thenwe conclude that
O plays Conceder.
else we conclude that O plays Random.

5 Expectations and Aberrations

As our aim is to pro-actively discuss bidswith respect to a user’s expectation (‘guess’)
of the bidding strategy of the opponent, a mechanism is needed that can detect when
a bid deviates from that strategy. The mechanism should be sensitive to the user’s
estimation of the opponent bidding strategy, which we refer to as assumption in the
remainder of this paper. A deviation can only be detected if also an expectation can
be formulated on the types of move that a negotiator would play if he or she were to
play a certain strategy.

Let S be a set of bidding strategies. We define an expectation function ρ : S ×
N × N �→ �N (P(M)) to be a function that given a strategy s ∈ S, a finite number
of rounds r ∈ N, and a negotiator a ∈ N and produces a sequence of length r of
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expected move types from Ma corresponding to s. Strategy descriptions should be
specific enough to derive the δ parameters of the move types, and the behaviour
over the rounds and in relation to possible deadlines and/or discount factors. For
each of the four typical strategies [5], Hardheaded (‘Tough negotiator that does
not yield easily’, i.e. makes mostly silent moves or small concessions), Conceder
(‘Nice negotiator that tends to move towards you’, i.e. generally makes concessions),
Tit-for-Tat (‘Somewhat mirrors the moves you are making’, i.e. responds with the
same type of moves) and Random (‘Does not follow any of the other strategies’,
i.e. makes concessions or selfish or silent moves randomly), we give an example for
four rounds of negotiation in which the role of the δ parameters is ignored. In each
example, the human user is the first to bid in a round.

If the human user H estimates the opponent O to play a Hardheaded strategy
(denoted HH ∈ S) for four rounds, then ρ(HH, 4, H) = ({sil H }, {sil H }, {sil H }).
Similarly, if the strategy is estimated to be aConceder strategyCC , thenρ(CC, 4, H)

= ({concH }, {concH }, {concH }). A Random strategy R would yield a set of all pos-
sible move types per move: ρ(R, 4, H) = (MH , MH , MH ). Note that the definition
of ρ function for a Tit-for-Tat strategy (denoted T T ) can only be determined if the
bidding strategy of the human user is also given, or if a move type sequence for
the same rounds of the human user is provided. Therefore, in case of T T , the func-
tion is called by ρ(< T T, (concH , sel f H , concH ) >, 4, H) = ({concH }, {sel f H },
{concH }).

In order to detect aberrations, we need to compare the move types of the actually
made moves with the expected move types. For this, we define a set of functions τ a′

a
for all a, a′ ∈ N over bid sequences as follows:

∀μ ∈ B × B : τ a′
a (μ) =

⎧
⎪⎨

⎪⎩

sila if sila(a′, μ)

conca if conca(a′, μ)

sel f a if sel f a(a
′, μ)

∀a, a′ ∈ N ,∀i, j ∈ N,∀βa′
i, j :

τ a′
a (βa′

i, j ) = (τ a′
a ((Ba′

i , Ba′
i+1)), . . . , τ

a′
a ((Ba′

j−1, B
a′
j )))

Aberration detection is now as simple as checking for each element in τ a′
a (βa′

) if
it occurs in the corresponding element of ρ(s, r, a). By setting the δ parameters
appropriately, minor deviations can be ignored.

6 Generating Explanations

Now that we have a method to indicate a party’s bid as deviating from the user’s
assumption of that party’s strategy and a classification of the deviation in terms of a
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Table 1 The aberration explanation matrix for our tit-for-tat expectation function (according to
template 1)

Our μ−1 Expected μ Actual μ Explanation (of aberration)

Silent Silent Concession A tit-for-tat player would typically not respond with
a conceding move to your inaction

Selfish A tit-for-tat player would typically not respond with
a selfish move to your inaction

Concession Concession
(equal)

Silent A tit-for-tat player would typically not respond with
inaction to your conceding move

Concession
(smaller)

A tit-for-tat player would typically not respond with
a conceding move that is much smaller than your
concession

Concession
(larger)

A tit-for-tat player would typically not respond with
a conceding move that is much larger than your
concession

Selfish A tit-for-tat player would typically not respond with
a selfish move to your conceding move

Selfish Selfish
(equal)

Silent A tit-for-tat player would typically not respond with
inaction to your selfish move

Concession A tit-for-tat player would typically not respond with
a conceding move to your selfish move

Selfish
(smaller)

A tit-for-tat player would typically not respond with
a selfish move that is much smaller than your selfish
move

Selfish
(larger)

A tit-for-tat player would typically not respond with
a selfish move that is much larger than your selfish
move

direction and size according to (a simplification of) the DANS framework, we need
to convey this information to the user. To this end, we propose the use of aberration
explanation matrices, providing a visualization of the expectation function as well
as an explanation for all combinations (i.e. aberrations) of the expected move type(s)
and size(s) and the actual move type(s) and size(s) of the opponent.

As an example, we provide the aberration explanation matrix for the expectation
function ρ(< T T, μ−1 >, 2, H) in Table1, which provides explanations for aberra-
tions from an expectation of the tit-for-tat strategy. The matrix is set up according to
the following template (Template 1): ‘An expected strategy player would typically
not respond with an actual μ to your μ−1’, where expected strategy and actual are
parameters to be instantiated. For simplicity, we leave move size information out.

Note that we useμ−1 to signify the last two bids of our user, i.e. defining a decrease
of our own utility with x as a concession towards the opponent of size r = −x ; any
bids before those last two are not used. Moreover, we use ‘smaller’ and ‘larger’ here
as a difference between the expected r (which is equal to the user’s own r in μ−1)
and the actual r that is larger than 10% (δ = .1).
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For each supported negotiation strategy, an explanation matrix should be pro-
vided, establishing a design from which the implementation can be constructed. As
discussed in Sect. 7, the results from two pilot studies encouraged us to design an
additional explanation template. The idea of the second template is to suggest to the
user which strategies would be consistent with the observed behaviour, instead of
only pointing out the behaviour is not consistent with the user’s current guess, as is
done in Template 1. The alternative explanation template that we used is Template
2: ‘Responding with an actual μ to your μ−1 is more consistent with consistent
strategies’, where actual and consistent are parameters to be instantiated.

7 Evaluation

This section describes our evaluation of the aberration detection mechanism and
explanation matrix we introduced.

If we would try to introduce our mechanisms at once for all aspects of the bid-
ding phase, the experiments would have to cover too many variables at once for a
meaningful evaluation. In direct relation to that, the number of participants would
make the experiment infeasible. Finally, if we just let participants negotiate then we
cannot control how often aberrations would occur, or whether they would occur at
all.

Therefore, we designed the experiment in such a way that greatly reduced the
number of variables we would test for and in a manner that gives us control of the
aberrations that would occur in the experiment.

We decided to test the participants’ understanding of the typical bidding strategies
discussed in Sect. 3. In a between-subject setup, participants negotiated against auto-
mated opponents. The bidding strategy used by the automated opponents (agents)
varied over the well-known bidding strategies. The participants were asked to iden-
tify the bidding strategy of the opponent.We controlled the variation over the bidding
strategies, as well as whether or not the participant was supported by our explana-
tion mechanism. We evaluated the effectiveness of this mechanism in improving
a participants’ understanding of the opponent’s bidding negotiation strategy. We
hypothesized that our explanation mechanism improves a PN user’s understanding
of a negotiation, and specifically, of the strategy that the other party uses. By some
pilot experiments we found that this, more than expected, depends on the contents of
an explanation (of an aberration), suggesting consistent strategies is more effective
than explaining why observed behaviour is inconsistent for example.

Therefore, we finally evaluated our hypothesis that our explanation mechanism
based on aberrations increases a user’s understanding of the opponent’s strategy
through controlled between-subjects experiments, in which one group did not receive
such explanations, a second group received explanations of why a chosen strategy
seemed less likely to fit and the third group received explanations about which strate-
gies would be consistent with the behaviour of the opponent. All participants were
tasked with negotiating against a (computer-controlled) opponent that employed one
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of the four defined strategies, with the goal to find out which strategy this opponent
is playing.

7.1 Preparation

In the experiments, each participant first received short definitions of the four possible
negotiation strategies, and a brief training in the use of the PN itself. The goal of
determining the opponent’s strategy without regarding the result of the negotiation
itself wasmade clear. All negotiationswere performed in themulti-issue Jobs domain
(see Fig. 3), which was selected due to being easily understandable for novice users
while still providing enough complexity and thus flexibility and variation in the
negotiations. The issues and values in this domain could be explored by the user in the
PN; all issueweights and valuationswere fixed for both parties, i.e. all preferences are
fully known from the start and never change. Each participant was asked to perform at
least four negotiation sessions. In the first four negotiations, each participant played
against each possible opponent at least once, in a random order. Participants were
not informed about the fact that each opponent would only be encountered once. In
all sessions, the participant’s experiment condition did not change.

Based on the optimal bidding strategy presented in Sect. 4.1, which requires three
to four rounds of bidding, we allowed each participant sufficient room with at most
ten rounds per negotiation. Our evaluation results show that this is indeed sufficient.

7.2 Conditions

During a negotiation, the opponent would never accept a bid (i.e. the opponent never
ended the negotiation); only the participant could end the negotiation when he or
she was convinced of having identified the strategy of the opponent successfully
(which happened automatically after the ten bid limit as well). This was known
to the participants. The participant’s assumption about the opponent’s strategy was
requested after each move of the opponent, as illustrated in Fig. 3. As the participant
always had to start the negotiation with an opening bid, the first move of the opponent
was already a response to the participant’s first move. Thus, with the participant
always making the opening bid, the first assumption about the opponent’s strategy is
requested after four bids (i.e. a move from both parties). If the opponent would start
the negotiation, a participant would have only three bids in total to base his or her
first estimate on, which we considered too much of a guess.

Participantswere not informed of the correctness of their assumptions of the oppo-
nent’s strategy at any point during the experiment. Moreover, the order in which the
four strategies (i.e. assumption options) were displayed was randomized in each
negotiation session. In the explanation conditions, the request for selecting the strat-
egy the user thinks the opponent is employing was potentially accompanied by an
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Fig. 3 The display of an
offer of an opponent in the
modified PN

explanation as detailed in this paper. Note that such an explanation was always based
on the participant’s previous selection of the opponent’s strategy, as it would other-
wise be too easy to just ‘try all buttons’ and see how the system responds.

7.3 Metrics

Each bid, and each selection of an assumption, was logged. Moreover, after each
negotiation, participants were asked to rate on a five-point Likert scale (i) how sure
he or she was about the determination of the opponent’s strategy and (ii) how well he
or she was assisted by the system in making this determination. Before starting the
first negotiation, participants had to rate their prior knowledge on negotiations (on a
scale of 1–10) and indicate what kind of moves they would expect from each of the
fours strategies (with percentages). We did this in order to measure the participant’s
understanding of the four negotiation strategies, and posed the same questions in a
post-questionnaire. For hardheaded, we counted the answer as correct when silent
moves got the largest portion, along with a non-zero portion for concessions. For
tit-for-tat, each portion had to be at least 20%. For random, each portion had to be at
least 30%. Finally, for conceding, concession moves had to have the largest portion.
In the post-questionnaire, we also asked how difficult the user found the task.
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8 Results

This section describes and discusses the results of our experiments. Two pilots were
held with relatively small groups, after which a large-scale online experiment was
performed.

8.1 Pilot 1

To determine the suitability of the experimental setup and our software for the goals
of our evaluation, we performed an exploratory pilot study with 11 participants, all
male post-graduates in the department of the authors. Compared to the final setup
as described above, in this first setting only a post-questionnaire was held, in which
the questions about ‘What kinds of moves would you expect ...’ were not posed.
Furthermore, we included the question ‘You had atmost 10 bidding rounds to identify
the strategy of each opponent. Was this sufficient?’. Finally, the participant’s existing
knowledge on negotiation was requested on a Likert scale (instead of on a scale of 1
to 10 as in the final setup). The results of this pilot are summarized in Fig. 4.

On average, each participant negotiated five times. No technical problems were
encountered. In about 80% of the negotiations, the final answer on which strategy the
opponent was playing was correct; 6 out of the 11 participants even achieved a 100%
score on this in the pilot. These high scores are also apparent in the questionnaire
results (see Fig. 4), as the participants were very sure about their answers (μ =
4.4) and did not find the task very difficult (μ = 2.0). The condition (i.e. receiving
explanations or not) did not have any significant effect, which we believe was both
due to the small sample size (only five people received explanations) and the low
difficulty of the task for this highly educated group.

8.2 Pilot 2

Following the inconclusive results from the initial pilot, an additional pilot was held
with a mixed-gender group of 39 third-year bachelor’s students following a minor on
negotiation. For this pilot, the opponents were tweaked in order to slightly increase
the difficulty of the task, and as aforementioned, the single post-questionnaire was
split into pre- and post-questionnaires, to which questions were added in order to
measure the participant’s understanding of the negotiation strategy. In addition, as
it was clear the limit of ten bids was more than sufficient from the initial pilot, both
from the related questionnaire question (μ = 4.3) and the fact that on average only
five bidsweremade per negotiation (in about 2.5min), the question related to this fact
was removed. In the second pilot, on average, seven bids were made per negotiation
(in about 2.5 min as well).
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Fig. 4 Results from the first pilot (N=11)

Fig. 5 Results from the second pilot (N=30)

As illustrated in Fig. 5, the results from the second pilot were in some sense the
opposite of the results of the initial pilot. The 30 students that completed the task
correctly identified only 39% of the opponents. As there are just four options to
pick from, it can safely be concluded that the participants performed very poorly,
indicated by the participants themselves as well through being less sure (μ = 3.7)
and feeling the task was more difficult (μ = 3.2). Just like in the initial pilot, no
significant results based on the condition were found. Due to this fact and space
constraints, further results from the pilots will not be discussed here.
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8.3 Full Experiment

Based on the two pilots, we introduced the ‘new’ explanation strategy in which
strategies that would be consistent with an aberration are identified. Our main reason
for doing this is that the original explanations that detail the aberrations only gave
participantsmore knowledge about the strategy they had currently guessed,while this
new form would also communicate information about one or more other strategies.
In addition, in order to gain more participants from more varied backgrounds, we
decided to perform a large-scale online experiment. Therefore, instead of face-to-face
training as given in both pilots, this part was digitalized.2

To gain a sufficient number of participants, we made use of the Amazon Mechan-
ical Turk [1], ‘a marketplace for work that requires human intelligence’. In order to
ensure high-quality work from participants that we could not have direct interaction
with, a number of measures were taken (that are common practice [12]):

• Only participants who performed at least 1000 tasks with at least a 99% acceptance
rate were allowed in.

• Only participants from English-speaking countries were allowed to participate.
• In the pre-questionnaire, besides questions ensuring informed consent, questions
were added to verify that the participant understood the training. Participants that
did not answer these questions correctly were prevented from continuing in the
experiment.

• A unique code was generated upon completion; participants submitting incorrect
codes were rejected.

Out of 198 ‘turkers’ that started the task, 84 completed the experiment successfully.3

31% of participants was female.
The main results of the experiment are shown in Fig. 6. Participants correctly

identified the strategy of 44% of their opponents, using 6.7 bids on average (in about
2 minutes). Independent sample T-tests were used to identify differences between
participants that received any form of explanation, the ‘old’ inconsistent-behaviour
explanations, the ‘new’ suggesting consistent strategies explanations or no expla-
nations at all. Participants receiving any form of explanation on average had a
23.2% (±11.4%) better score against opponents playing a random strategy
(t (79) = 2.029, p = 0.046) than participants that received no explanations at all.
Moreover, suchparticipants had a13.5%(±6.4%)better score for correctly specify-
ing the hardheaded strategy in the post-questionnaire (t (79) = 2.098, p = 0.039)
as well. Participants receiving the ‘new’ form of explanation on average had a
15.3% (±5.7%) better score against any opponent (t (79) = 2.691, p = 0.009).
As no significant difference was found for the ‘old’ form of explanation, we conclude
that suggesting consistent strategies is more effective than explaining why observed
behaviour is inconsistent. Participants receiving the ‘new’ form of explanation on
average also had a 46.2% (±10.9%) better score against opponents playing a

2The training for our experiment can be found at anonymized.
3These numbers fall within the expected range for MTurk experiments of this type [9].
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Fig. 6 Results from the final experiment (N=81)

random strategy (t (79) = 4.253, p = 0). Such a difference was not found for the
other opponents, perhaps because there is more overlap in their behaviours. This
is especially true for the hardheaded and the conceding opponent (mainly varying
their concession rate), but also for the tit-for-tat opponent if the participant mainly
performs concessions him or herself, a sub-optimal strategy. In addition, partici-
pants receiving the ‘new’ form of explanation on average had a 24.8% (±11.8%)
better score in their second negotiation (t (77) = 2.103, p = 0.039) and a 26.4%
(±11.6%) better score in their third negotiation (t (78) = 2.269, p = 0.026) than
the other participants. Interestingly, such differences were not found for the first and
fourth negotiations, suggesting a relatively steep learning curve.

No further significant mean differences were found based on the explanation con-
ditions. However, further correlation analysis suggests that participants that on
average did more bids in a negotiation identified the opponent correctly more
often (r = 0.233, p = 0.037), but were also less sure of their answer each time
(r = −0.388, p = 0). Besides the ‘new’ form of explanations as aforementioned,
no other factor directly correlates with the amount of correct answers of a partici-
pant. Interestingly, just like in both pilots, participants that indicated they were more
knowledgeable about negotiations at the start did not perform significantly better.
However, such participants seemed to perform less bids (r = −0.327, p = 0.003), to
be more sure about their answers (r = 0.297, p = 0.007), and to feel more assisted
(r = 0.304, p = 0.006) regardless. Being more sure (μ = 3.9) and feeling more
assisted (μ = 3.7) positively correlates in general (r = 0.361, p = 0.001). Finally,
no significant impact of either the order of opponents in the four negotiations or
the ordering of the strategies in the interface in each negotiation, which were both
randomized, was found.
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9 Conclusion

If we can automatically detect when the user or the opponent seems to deviate from a
strategy, or that our opponent model might be wrong, or that the user or the opponent
might have changed his preferences, or might just simply have made a mistake, this
opens the possibility for pro-actively discussing these strategies with the user.

The technology we introduce in this paper has been developed with the aim of
supporting human negotiators in gaining insight into the bidding strategy of the
opponent and into their own bidding behaviour. The core technology we developed
consists of two aspects: aberration detection, and the notion of an explanationmatrix.
The aberration detection mechanism identifies when a bid falls outside the range of
expected behaviour for a specific strategy. The explanation matrix is used to decide
when to provide what explanations. We evaluated our work experimentally in a task
in which participants are asked to identify their opponent’s strategy in the Pocket
Negotiator. On a technical note, our explanation mechanism made it easy for us to
experiment with different types of explanations, as these could quickly be imple-
mented in our explanation matrices. As the number of correct guesses increases with
explanations, indirectly, these experiments show the effectiveness of our aberration
detection mechanism. Our experiments show that suggesting consistent strategies is
more effective than explaining why observed behaviour is inconsistent.

Future Work

Our evaluations used a single negotiation domain and four negotiation strategies.
Although we believe the domain and strategies are representative, the effects of
using more complex domains and/or strategies can be examined.

Finally, note that our work is applicable to evaluating the bids a user makes him or
herself as well, e.g. for confirming that a user’s bids comply with that user’s intended
strategy (as set in the system) and providing an explanation when this is not the case
(before a bid is actually made).
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