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Abstract
Early-age stress (EAS) is an important index for evaluating the early-age cracking
risk of concrete. This paper encompasses a thermo-chemo-mechanical (TCM)
model and active ensemble learning (AEL) for predicting the EAS evolution.
The TCM model provides the data for the AEL model. First, based on Fourier’s
law, Arrhenius’ equation, and rate-type creep law, a TCM model is built to sim-
ulate the heat transfer, cement hydration, and viscoelasticity, which together
determine the EAS evolution. Then, a material model composed of an eXtreme
Gradient Boosting model and adjusted Model Code 2010 is built to allow for
parametric study and database construction. Finally, an AEL framework is built,
which incorporates principal component analysis (PCA), Gaussian process, and
light gradient boosting machine (LGBM). This study resulted in the following
findings: (1) The dimensionality of the 672-by-1 EAS vector can be effectively
reduced by PCA, and the first principal component (PC) is a global index rep-
resenting the magnitude of the EAS; (2) the mechanical field of the TCMmodel
is validated by testing data. Correlation analysis on the first PC quantifies the
influence of various input parameters of the TCMmodel, which is in accordance
with common understandings of the EAS evolution process. (3) The AEL and
one-shot ensemble learning (OSEL) both achieve high prediction performance
in the testing set, whose R2 reaches 0.961 and 0.948, respectively. Thanks to the
uncertainty-based query procedure, comparing with OSEL, AEL shows advan-
tages in prediction performance over the whole training history. (4) AEL can
significantly reduce the number of samples required for training, which can be a
major improvement in efficiency considering the computational cost of the TCM
model.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
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1 INTRODUCTION

Early-age cracking (EAC) is one of the trickiest engineer-
ing problems in the construction of concrete structures. As
a combined result of cement hydration reaction, external
restraint, and environmental conditions, EAC happens if
the early-age stress (EAS) exceeds the tensile strength of
concrete. Moreover, even if EAC does not happen, neglect-
ing EAS may cause an underestimation of the internal
stress and thus the potential for cracking under service
loading. Therefore, to properly evaluate the durability and
load-bearing capacity of concrete structures, predicting the
evolution of EAS is a significant task in the structural
design.

1.1 Experimental methods

Experimental methods are often the first resort to quan-
tify the EAS or EAC risk under certain circumstances (i.e.,
mixes, environmental conditions, etc.). Various restraint
tests (e.g., rigid cracking frame test—Spingenschmid, 1998;
ring test—Briffaut et al., 2016; Gao et al., 2013; internal
restraint test—Semianiuk et al., 2017; and Temperature-
Stress-Testing-Machine [TSTM] test—Klausen et al., 2019;
Shen et al., 2016) were broadly implemented to investigate
the influence of different temperature profiles, cementi-
tious materials, creep/relaxation, and different types of
shrinkage on the EAS evolution. Among the testing meth-
ods mentioned above, the TSTM test stands out with
the advantages of temperature control, flexible loading
schemes, and tunable restraint degrees (Xin et al., 2020).
The TSTM tests are typically conducted on a dog-bone
specimen under fully restrained conditions and regulated
temperature history. However, despite being a straight-
forward and accurate testing method, it is not feasible
to perform the TSTM test on a wide range of testing
parameters due to the following : (1) standard TSTM test
requires a complex assembly of precision instruments,
including a cryostat, a mold with a water circulation net-
work, linear variable differential transformers (LVDTs)
configuration, a loading motor, and so forth. (2) TSTM
test is time-consuming because each test typically lasts
for 7–28 days. Clearly, conducting a TSTM test for a
number of combinations of parameters (e.g., different
mixes and environmental parameters) would be labori-
ous, inefficient, and resource intensive. As a result, to
quantify the EAS evolution over a wide range of param-
eters, computer-aided modeling techniques could be an
alternative approach to overcome these practical difficul-
ties, allowing, for example, a wide range of parametric
studies.

1.2 Multifield-coupled modeling
techniques

EAS evolution is a result of multiple physical and chem-
ical processes occurring during the early age of concrete
structures, including the hydration reaction of cement,
heat transfer, autogenous shrinkage, drying shrinkage,
and creep/relaxation (Azenha et al., 2021; Šmilauer et al.,
2019). Hence, to account for the interplay of differ-
ent mechanisms, multifield-coupled modeling techniques
are required. Cervera et al. (1999a, 1999b) proposed a
thermo-chemo-mechanical (TCM) model for modeling
the early-age concrete behavior. Within a thermodynamic
framework, the evolution of concrete properties (i.e.,
strength, elastic modulus) and behaviors (heat transfer,
shrinkage, creep) were simulated, and the EAS evolution
was quantified by a viscoelastic damage model. Lackner
and Mang (2004) adopted Rankine fracture criterion to
build a chemo-plastic material model for EAC analysis,
based on the data profiles of temperature and hydration
degree of a dam. Gawin et al. (2006a, 2006b) developed a
hygro-TCMmodel to simulate the early-age and long-term
concrete behaviors. Based on a solidification-type model,
they expressed concrete properties as a function of hydra-
tion degree. Then, based on the modified microprestress–
solidification theory and effective stress principle, the
evolution of creep and shrinkage can be derived, which
can finally be used to quantify the EAS evolution using
a viscoelastic model. Di Luzio and Cusatis (2009a, 2009b)
developed a theoretical hygro-thermo-chemical modeling
framework for hydrating concrete and gave a complete
guide on numerical implementation, calibration, and val-
idation. By using Fick’s law for the moisture transport
field, Fourier’s law for the heat transfer field, and assuming
that the cement hydration reaction follows an Arrhenius-
type equation, their model successfully simulated the
early-age behavior of concrete such as self-heating and
self-desiccation in various scenarios. To summarize, the
multifield models in the literature provide a rigorous the-
oretical framework for simulating the hydration-induced
developing properties and deformation of concrete, which
are important inputs for modeling the EAS evolution.
Thesemodels provide a solid basis for further development
of multifield models of early-age concrete.
The research in multifield modeling of early-age con-

crete is still ongoing. Zhao et al. (2020, 2021) coupled the
moisture transport field and the heat transfer field and
performed an in-depth experimental investigation on the
early-age development of temperature and the internal rel-
ative humidity. Theirmultifield-coupledmodelwas shown
to achieve high accuracy, comparedwith the testing results
of high-performance concrete. Chiniforush et al. (2022)
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built a coupled thermo-mechanical model to investigate
the EAS evolution due to thermal shrinkage and delayed
ettringite formation. Rather than using only a convective
boundary, they considered the effect of radiation in the
heat transfer model and adopted mix- and age-dependent
heat transfer parameters, which allowed them to obtain
good prediction performance in several case studies. How-
ever, they also acknowledged that the lack of consideration
of creep, which should be considered in all EAS/EAC
analyses (Azenha et al., 2021), compromises the appli-
cability of their model. In comparison, Di Luzio and
Cusatis (2013) proposed the solidification–microprestress–
microplane model to better account for the influence of
creep, shrinkage, and thermal deformation on the EAS
evolution and EAC risk. To summarize, these multifield
models have coupled multiple physical and chemical con-
stitutive equations to describe different material behaviors
and have achieved promising performance, comparedwith
experiments. However, although these sophisticated mod-
els are effective and accurate, their major disadvantage is
a huge demand for computational resources.

1.3 Significance of this study

An effective way to cope with the dilemma of mul-
tifield models mentioned above is through data-driven
approaches (or so-called surrogate models, machine learn-
ingmodels,metamodels, etc.), such as the response surface
method (Rajashekhar & Ellingwood, 1993), artificial neu-
ral network (Lai & Serra, 1997), Gaussian process (GP)
regression (F. Kang & Li, 2020), decision tree (Karbassi
et al., 2014), random forest (Zhang et al., 2019), and so
forth. Unlike coupled multifield models, these data-driven
approaches adopt advanced training/fitting algorithms to
set up a statistical model with fixed weights, which then
directly maps the input parameters of themultifieldmodel
or physical experiment to its output objective. In the field
of concrete materials and structures, many researchers
have successfully implemented such models to predict,
for example, autogenous shrinkage (Hilloulin & Tran,
2022), drying shrinkage (Bal & Buyle-Bodin, 2013), creep
(Liang, Chang, et al., 2022; Liang, Gan, et al., 2022), crack
propagation (Bayar & Bilir, 2019), compressive strength
(Marani et al., 2020), elastic modulus (Han et al., 2020),
breakout capacity (Olalusi & Spyridis, 2020), shear capac-
ity (Solhmirzaei et al., 2020), slump flow (Gomaa et al.,
2021), flexural strength (M. C. Kang et al., 2021), interfa-
cial bond strength (Su et al., 2021), and so forth. However,
although data-driven models require significantly less
computational resources than multifield models, their
major challenge is the generalization capability (i.e., how
to ensure that the data-driven models make good predic-

tions not only on training data but also on unseen data?).
Furthermore, due to the complexity of the multifield-
coupled model, only a limited dataset size can be available
for the training process, which cannot cover a wide range
of variables (e.g., temperature, age) related closely to the
EAS evolution, and this can compromise the training effec-
tiveness. To copewith the challengesmentioned above, the
following objectives are worth considering: (1) Underfit-
ting/overfitting should be prevented; and (2) an efficient
sampling strategy should be developed.
In view of the first objective, the types of surrogate mod-

els and corresponding hyperparameters should be selected
to achieve a variance-bias tradeoff. In this regard, ensem-
ble learning models outperform many other standalone
models by combing simple models into a strong one (Sagi
& Rokach, 2018). Based on classical ensemble strategies
like bagging (Breiman, 1996, 2001) or gradient boosting
(Chen &Guestrin, 2016; Ke et al., 2017), ensemble learning
models have not only won many championships in vari-
ous machine learning competitions but have also achieved
excellent performance in predicting concrete properties
and behaviors (Asteris et al., 2021; Cai et al., 2020; Liang,
Chang, et al., 2022).
In view of the second objective, an active learning pro-

cess should be developed, by which the surrogate model
is adaptively trained based on a selective set of data sam-
ples. The selection criterion of data sample in each active
learning step is based on the uncertainty of the surro-
gate model measured by the variance distribution over
the whole sample pool. To measure the uncertainty of
the surrogate model, the GP method stands out with its
probabilistic nature, in which not only a mean is given
as the prediction, but also a variance is given as the
uncertainty of the corresponding prediction (Rasmussen
&Williams, 2006). Taking advantage of this, very efficient
GP-based global optimization techniques (Jeong et al.,
2005; Jones et al., 1998) were developed for the opti-
mization of complex engineering problems, which have
high-dimensional parameters and depend on computa-
tionally expansive models. In the field of civil engineering,
relevant studies on GP-based active learning are still rare.
In recent years, studies (Tomar & Burton, 2021; Yuan
et al., 2022) of GP-based active learning in reliability anal-
ysis have started to emerge, in which learning functions
like expected improvement function (Jones et al., 1998),
expected feasibility function (EFF; Bichon et al., 2008) and
U function (Echard et al., 2011) have been implemented
to quantify the potential contribution of a certain sample
point to the improvement of the prediction performance of
the surrogate model. Such potential contribution is mainly
quantified by the distance of the sample point to the limit
state boundary and the uncertainty. In other words, the
sample points that are more likely to induce structural
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F IGURE 1 Work flow of this paper

failure and the sample points on which the surrogate
model has high uncertaintywill be selected so as to achieve
the exploitation–exploration tradeoff. Studies (Tomar &
Burton, 2021; Yuan et al., 2022) have exemplified that
GP-based active learning can achieve high accuracy in
structural reliability analysis with only dozens of data
samples in the training set.
This paper develops an active ensemble learning (AEL)

model, which is trained using the data generated by a TCM
model for efficiently predicting the EAS evolution. The
workflow of this paper is shown in Figure 1. The sampling
space is first generated by the Latin hypercube sampling
(LHS)method and processed by amaterialmodel, which is
built by an eXtremeGradient Boosting (XGBoost)machine
learning model and Model Code 2010 (MC 2010; fib, 2013).
Based on Fourier’s law, an Arrhenius’ equation, the matu-
rity concept, and the rate-type creep law (Bažant & Jirásek,
2018), the TCM model is built to simulate the hydration
effects, thermal deformation, creep/relaxation of concrete,
and run incremental viscoelastic analyses of EAS evolu-
tion. In the AEL process, principal component analysis
(PCA) will be conducted first to reduce the dimensional-
ity of the EAS vector and perform correlation analysis. The
AEL process uses a GP model to measure the uncertainty
for active sampling and train a light gradient boosting
machine (LGBM) on the selective sample. In each learn-
ing step, the most uncertain sample (measured by the
variance distribution) is selected by the GP model and
imported to the TCM model as input. The EAS output
by the TCM model is then used to update the GP model
and the LGBM model. By cross-validation, the generaliza-
tion capabilities of AEL are quantified and compared with
one-shot ensemble learning (OSEL).

F IGURE 2 Formulation of the thermo-chemo-mechanical
(TCM) model

2 TCMMODEL

The formulation of the multifield TCMmodel is shown in
Figure 2. In previous studies (di Luzio & Cusatis, 2009a,
2009b; Zhao et al., 2020, 2021) on multifield modeling
of early-age concrete, the applicability of Fourier’s law
for heat transfer and Arrhenius’s equation for hydration
reaction were validated. These two constitutive equations
are also adopted in this work to simulate the thermo-
and chemo-fields of the TCM model. The thermo- and
chemo-fields are fully coupled by the temperature and
hydration degree: The temperature distribution output by
the thermo-field is in the exponential term of the hydration
degree kinetics in the chemo-field, while the hydration
degree output by the chemo-field is in the heat source
term of the thermo-field. In the TCM model, the tem-
perature distribution/evolution influences the hydration
kinetics and results in different developing speeds of the
concrete properties and behaviors. This impact is quanti-
fied by the equivalent age of thematurity concept as shown
in the upper arrow connecting the TC-field and material
model in Figure 2. On the other hand, the temperature dis-
tribution/evolution induces thermal deformation,which is
restrained by the boundary and is one of the major defor-
mations that cause EAS. This impact is quantified linearly
by a coefficient of expansion as shown in the lower arrow
connecting the TC-field and material model in Figure 2.
Note that the hygro-field, which is important for the

behavior of shrinkage and creep, is not considered in this
paper due to the following reasons: (1) general formulas of
material parameters involved in hygro-field are scarce; (2)
the mechanisms of autogenous shrinkage, drying shrink-
age, and creep induced by moisture transport are still
under debate; (3) the heterogeneity of concrete plays an
important role in the hygro-field, and the mechanisms for
building a micro- or meso-scale model for a wide range of
practical cases are not clear. In view of these complexities,
this paper assumes the concrete as a homogeneous and
isotropic material and refers to the MC 2010 to retrieve the
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input of shrinkage and creep from empirical formulas. The
material model is constructed by an XGBoost model and
an adjusted MC 2010. The XGBoost is used to predict the
compressive strength based on given mixture parameters.
Subsequently, the compressive strength is used as one of
the input parameters for the MC 2010. Thereby, the mate-
rial model can output the evolution of shrinkage, creep
compliance, and elastic modulus, which provide input for
the TCMmodel.
The mechanical field is formulated by a 13-unit Kelvin

chain rheological model and solved incrementally by
the exponential algorithm (Bažant & Chern, 1985). The
mechanical field adopted in this work has been discussed
and validated based on the TSTM tests performed by the
authors (see Liang, Li, et al., 2022). Taking the output of the
material model and the TC field, the mechanical field can
output the EAS evolution (i.e., a 672-by-1 vector), which is
prepared for the further AEL process.

2.1 Chemo-field

When cement is in contact with water, the unhydrated
particles including calcium silicates (C3S, C2S), calcium
aluminates (C3A), and calcium aluminoferrites (C4AF),
reactwith free-water and produce calcium silicate hydrates
(C-S-H), calcium hydroxide (CH), ettringite (Aft), and
monosulfate (Afm; Taylor, 1997). Although themicrostruc-
ture development of cement in the process of hydration
reaction can be simulated numerically (Breugel, 1991;
Thomas et al., 2011; Ye et al., 2003), a general and reli-
able multiscale strategy for upscaling the micro-scale
microstructure evolution tomacro-scale concrete behavior
is still not available. The exact stoichiometry of the hydra-
tion reactions and the influence of the environment still
cannot be precisely quantified. In this paper, the hydration
reaction is simulated as an overall hydration process, sim-
ilar to many other multifield models (Cervera et al., 1999a,
1999b; di Luzio & Cusatis, 2009a, 2009b; Gawin et al.,
2006a, 2006b). Assuming that the hydration kinetics can
be described by postulating the existence of a Gibb’s free
energy dependent on temperature and hydration extent,
the hydration reaction can be described by the following
Arrhenius-type equation (Cervera et al., 1999a; di Luzio &
Cusatis, 2009a; Ulm & Coussy, 1995):

�̇� = 𝐴 (𝛼) 𝑒
−

𝐸𝑎𝑐

𝑅𝑇 (1a)

𝐴 (𝛼) = 𝐴1

(
𝐴2

𝛼𝑢𝑙𝑡
+ 𝛼

)
(𝛼𝑢𝑙𝑡 − 𝛼) 𝑒

−𝜂
𝛼

𝛼𝑢𝑙𝑡 (1b)

where α is the hydration degree; the (⋅) in Equation (1a)
represents the first-order derivative with respect to time;
Eac is the apparent activation energy; R is the universal
gas constant; T is the temperature; η, A1, and A2 are fit-
ting parameters corresponding to a certain type of cement,
which can be calibrated according to adiabatic test results
(di Luzio & Cusatis, 2009a); αult is the ultimate hydration
degree dependent on thewater–cement ratio, which can be
expressed as (Pantazopoulou & Mills, 1995):

𝛼𝑢𝑙𝑡 =
1.031𝑤∕𝑐

0.194 + 𝑤∕𝑐
(2)

In this study, three sets of fitting parameters η,A1, andA
are used to represent three cement types (i.e., SL, N, R), as
classified by theMC2010 (fib, 2013). The value for apparent
activation energy Eac is dependent on the cement type and
temperature. The activation energy decreases with tem-
perature when the temperature is lower than 20◦C but
remains constant when the temperature is equal to or
higher than 20◦C (Breugel, 1991). Based on tests, the fol-
lowing bilinear relationship for apparent activation energy
has been proposed (Hansen & Pedersen, 1977):

𝐸𝑎𝑐 =

{
𝐸𝑎𝑐,0, if 𝑇 ≥ 20◦C

𝐸𝑎𝑐,0 + 1470 (20 − 𝑇) , if 𝑇 < 20◦C
(3)

where Eac,0 is the apparent activation energy of a certain
cement type at 20◦C. The specific parameters can be found
in Section 3.3. At every time step, the output of the hydra-
tion degree α of the chemo-field is used to compute the
hydration heat of cement, which is the heat source term
of the thermo-field as will be shown in Section 2.2.

2.2 Thermo-field

When the temperature is below 100◦C, the heat conduction
in concrete can be described by Fourier’s law (Hansen &
Pedersen, 1977):

𝜌𝐶𝑝
𝜕𝑇

𝜕𝑡
+ ∇𝑞 = �̇� (4a)

∇𝑞 = −𝑘𝑇 (4b)

−𝑛 ⋅ 𝑞 = ℎ (𝑇𝑒𝑥𝑡 − 𝑇) (4c)

where ρ is the density of concrete; ∇ is the Nabla opera-
tor that calculates the spatial gradient, ∇ = (

𝜕

𝜕𝑥
,

𝜕

𝜕𝑦
,
𝜕

𝜕𝑧
);
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Cp is the heat capacity; q is the heat flux; k is the ther-
mal conductivity. Note that Equation (3c) is the convective
boundary attached to the surface of the concrete specimen,
where n is the normal vector of the specimen surface; h is
the heat transfer coefficient, and Text is the environmental
temperature. The internal heat source term Q˙ in Equation
(3a) represents the heat release rate of cement hydration,
which can be calculated by the hydration degree from the
chemo-field, expressed as follows (Cervera et al., 1999a):

�̇� = �̇� 𝑐𝑄𝑢𝑙𝑡 (5)

where c is the cementmass,Qult is the ultimate heat release
of the hydration reaction per unit weight of cement, which
is determined by the cement composition and can be mea-
sured by calorimetric tests. Typical values of Qult range
from 400 kJ/kg to 550 kJ/kg (Bazant & Kaplan, 1996). In
this paper, three sets of values of Qult will be adopted to
represent three types of cement (see Section 3.3). The tem-
perature distribution output by the thermo-field influences
the hydration process (see Equation 1a), which ensures
the full two-way coupling between the thermo- and the
chemo-fields.
In addition, the temperature distribution output by the

thermo-field induces thermal deformation, expressed as

𝜀𝑡ℎ (𝑡) = 𝛼𝑡ℎ Δ𝑇 (6)

where αth is the linear coefficient of thermal expansion (a
constant value of 1.0 × 10–5[1/K] is adopted herein; Bentz,
2008). On the other hand, the temperature distribution
output by the thermo-field also determines the equiva-
lent age of concrete, calculated by the maturity concept
(Hansen& Pedersen, 1977):

𝑡𝑒𝑞 =
∑

𝑒
−

𝐸𝑎𝑐

𝑅

(
1

𝑇
−

1

𝑇𝑟

)
(7)

where teq is the equivalent age; Tr is the reference tem-
perature, which is 20◦C in this paper. The equivalent age
teq calculated in Equation (7) will be used as the index of
time to query the concrete properties and behavior from
MC 2010. In the adopted material model MC 2010, the use
of maturity concept is only explicitly suggested in calculat-
ing the loading age of creep. This paper uses the maturity
concept also in the calculation of the time duration of both
creep (De Schutter, 2004) and shrinkage (Turcry et al.,
2002). However, it should be noted that the maturity con-
cept may not be able to fully account for the influence
of temperature on creep and shrinkage (Chu et al., 2012)
and more fundamental studies are needed to derive a
more reliable material model regarding the influence of
temperature.

2.3 Mechanical field

With the temperature output from the thermo- and chemo-
field, the thermal deformation of the concrete can be deter-
mined. Meanwhile, the evolving properties and behaviors
(i.e., shrinkage, creep) can be queried from MC 2010
based on the maturity concept and used as input for the
mechanical field to carry out the EAS computations.
The EAS is a direct index for evaluating the EAC

risk by analyzing the stress levels or cracking indexes
(i.e., the ratio between the stress level and the tensile
strength). In this study, themechanical field focuses on the
EAS evolution in the pre-cracking stage; therefore, local
cracks and damages in stress singular points are disre-
garded as recommended by the study (Azenha et al., 2021).
Besides, the majority of the creep models assume that no
damage occurs, and general formulas allowing for param-
eterization over a wide range of concrete properties and
damage status are scarce. Thereby, the mechanical field
of this study takes the viscoelasticity of concrete as the
main mechanical constitutive model to compute the EAS
evolution. Based on Boltzmann superposition, the EAS
evolution initiated from different time of loading (i.e., each
timing when restrained shrinkage happens) is quantified
and expressed as the following convolution:

𝜎 (𝑡) =

𝑡

∫
0

𝑅
(
𝑡, 𝑡′

)
d𝜀

(
𝑡′
)

(8)

where R is the relaxation function; t is the age of con-
crete; t’ is the time of loading; ε is the imposed strain that
is applied by the boundary condition. The convolution of
Equation (8) requires to store the strain history ε(t) of every
element in the finite element mesh and can easily cause
a shortage of memory. Therefore, this paper incorporates
the rate-type creep law to avoid this complex integration
by incrementally solving a quasi-elastic equation (Bažant
& Jirásek, 2018; di Luzio et al., 2020). First, due to the
fact that the experimentalmeasurement of relaxation func-
tion R is practically untenable (Bažant & Jirásek, 2018),
Equation (8) is written in the form of creep integration as

𝜀 (𝑡) =

𝑡

∫
0

𝐽
(
𝑡, 𝑡′

)
d𝜎

(
𝑡′
)

(9)

where J is the creep compliance function. Assuming a lin-
ear stress variation within each time step, the following
incremental form of Equation (9) can be obtained:

Δ𝜎 = 𝐸∗ Δ𝜀 − 𝜎∗ (10a)
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𝐸∗ =
Δ𝑡

∫ 𝑡𝑖+1

𝑡𝑖
𝐽 (𝑡𝑖+1, 𝑡′) 𝑑𝑡′

(10b)

𝜎∗ = 𝐸∗

𝑡𝑖

∫
0

[
𝐽
(
𝑡𝑖+1, 𝑡

′
)
− 𝐽

(
𝑡𝑖, 𝑡

′
)]

�̇�𝑑𝑡′ (10c)

where Δσ and Δε are the incremental stress and strain
between two consecutive time steps ti and ti+1, respectively.
The creep compliance function is expressed as a Dirichlet
series, which in themeantime is the governing equation of
the Kelvin chain rheological model with N sets of spring
and dashpot:

𝐽
(
𝑡, 𝑡′

)
=

1

𝐸0 (𝑡′)
+

𝑁∑
𝑗 = 1

1

𝐸𝑗 (𝑡′)

(
1 − 𝑒

−
𝑡−𝑡′

𝜇𝑗

)
(11)

where Ej and μj are the elastic moduli and retardation time
of jth Kelvin chain units. By substituting the creep compli-
ance J(t, t′) in Equation (11) for the J(t, t′) in Equation (10)
and calculating the integral by mid-point rule, the E* and
σ* in Equation (10) can be obtained as (Bažant & Jirásek,
2018; di Luzio et al., 2020):

𝐸∗ (𝑡∗) =
1

1

𝐸0(𝑡∗)
+
∑𝑁

𝑗=1

1

𝐸𝑗(𝑡∗)

(
1 −

(
1 − 𝑒

−
Δ𝑡

𝜇𝑗

)
𝜇𝑗

Δ𝑡

)
(12a)

𝜎∗(𝑡𝑖) = 𝐸∗ (𝑡∗)

𝑁∑
𝑗 = 1

(
1 − 𝑒

−
Δ𝑡

𝜇𝑗

)
𝜀∗
𝑗
(𝑡𝑖) (12b)

𝜀∗
𝑗
(𝑡𝑖) =

𝑡𝑖

∫
0

1

𝐸𝑗 (𝑡′)
𝑒
−

𝑡𝑖−𝑡
′

𝜇𝑗 �̇�𝑑𝑡′ (12c)

𝜀∗
𝑗 (𝑡𝑖+1) = 𝑒

−
Δ𝑡

𝜇𝑗 𝜀∗
𝑗
(𝑡𝑖) +

1

𝐸∗(𝑡𝑖)

(
1 − 𝑒

−
Δ𝑡

𝜇𝑗

)
𝜇𝑗

Δ𝑡
Δ𝜎 (12d)

where t* is the average of two consecutive time steps ti and
ti+1. Equations (10a) and (12) form the incremental quasi-
elastic constitutive equation of the mechanical field.

2.4 Multifield model configuration

2.4.1 Continuous Kelvin chain

The mechanical field is characterized by the rheological
model Kelvin chain with multiple sets of sequentially con-
nected springs and dashpots as specified by Equation (11).
In this paper, a 13-unit spring-dashpot Kelvin chain is used.

The Kelvin chain parameters (i.e., elastic modulus and vis-
cosity in each unit) calculated here have an error range
of 2% in the fitting process of the creep compliance and
covers a wide range of time steps (Liang, Li, et al., 2022).
Specific parameters of this Kelvin chain should be derived
from the creep compliance surface J(t, t’) obtained from
the material model, which can be written as the following
double-power law:

𝐽
(
𝑡, 𝑡′

)
=

1

𝐸 (𝑡′)
+ 𝐶0 𝐶1

(
𝑡′
)
𝐶2 (𝜉) (13)

where C0 is a constant coefficient; C1 is a power func-
tion to describe the aging of creep compliance; C2 is a
power function representing the non-aging term, which
mainly depends on the time of loading ξ (ξ = t-t′). Spe-
cific settings for these three parameters can be obtained
from MC 2010 (fib, 2013). To fit the result of Equation (13)
into Equation (11), Bažant’s fitting procedure is adopted,
which guarantees a unique and stable solution for a con-
tinuous Kelvin chain (Bazant et al., 1995; Carol & Bažant,
1993). First, the retardation time μj is specified to prevent
the system of equations from becoming ill-conditioned:

𝜇𝑗 = 10(−6+𝑗), 𝑗 = 1 ∶ 13 (14)

Then, the continuous form of the non-aging termC2 can
be written as

𝐶2 (𝜉) =

∞

∫
0

1

𝐸𝑗

(
1 − 𝑒

−
𝜉

𝜇𝑗

)
d
(
ln 𝜇𝑗

)
(15)

Performing Laplace transform and applying Widder’s
formula, the solutions of Ej can be written as

1

𝐸𝑗
= − ln 10∗ lim

𝑘→∞

(−𝑘𝜇)
𝑘

(𝑘 − 1)!
𝐶
(𝑘)
2 (𝑘𝜇) (16)

In this paper, the spectrum of third order (k= 3) is used,
which is sufficient for obtaining a Kelvin chain to mimic
the code with a small error within 2% (Liang, Li, et al.,
2022).

2.4.2 Finite Elelment Model (FEM)
configuration

The geometry of the dog-bone specimen in the TSTM
test (Liang, Li, et al., 2022; Lokhorst, 2001) is used in the
TCM model, which has a 100*150*850 mm3 prism in the
middle, and two clamping heads at the two ends. The
dog-bone specimen simplifies structural factors (geometry,
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F IGURE 3 Meshing scheme of the
Temperature-Stress-Testing-Machine (TSTM) specimen

F IGURE 4 Boundary conditions (highlighted area): (a)
convective boundary, (b) roller boundary

boundary conditions), which can significantly vary from
case to case and are difficult to parametrize in a single
model. Moreover, considering that the EAC is intrinsi-
cally caused by the material behavior (e.g., shrinkage and
creep), the TSTM test configuration (and therefore and
standard the TCM-based AEL model) is used as a general
scenario for EAC risk evaluation. Hexahedral elements are
used to mesh the whole specimen. Finer mesh is applied
at the two ends of the middle prismatic part as shown in
Figure 3. A study on the influence ofmesh size on themod-
eling results was performed in the author’s previous work
(see Liang, Li, et al., 2022), by changing the number of ele-
ments from 270 to 6318. It was found that the EAS results
remain constant after increasing the number of elements
from 1150 to 6318. Therefore, the number of elements in
the current meshing scheme is taken as 1150 and the mesh
size varies from 25 to 145 mm.
The boundary conditions for the thermo- and mechan-

ical field are shown in Figure 4. A convective boundary is
applied to all surfaces of the specimen to determine the
heat transfer between the specimen and the environment
(see Equation 4c). Roller boundary, which restricts the nor-
mal deformation of the surface to 0, is attached to the
lateral surface of the two ends of the dog-bone specimen.
To solve the system of ordinary and partial differential

equations formed by the thermo-field (Equations 4 and 5),
chemo-field (Equation 1) and mechanical field (Equilib-
rium equation ∇𝜎 + F𝑉 = 0, strain–strain equation 𝜀 =
1

2
(∇𝑢 + (∇𝑢)

𝑇
), and viscoelastic constitutive equation

(Equations 10 and 12), the backward differencemethod and
the damped Newtonmethod are adopted to obtain conver-
gent numerical solutions. Detailed procedures regarding

F IGURE 5 Formulation of the material model

the numerical solver can be found in (Hoffman et al., 2018;
Stute et al., 2013). A fixed time step (i.e.,∆t) when conduct-
ing the backward difference method is needed due to the
mid-point integration approximation in Equation (12). In
this paper, a time step of 1 h is used, and the time range of
interest is from 0 to 672 h.

3 MATERIALMODEL

The formulation of the material model is shown in
Figure 5. First, the mixture parameters are imported to an
XGBoost model (Chen & Guestrin, 2016) for compressive
strength prediction. Then, based on the predicted compres-
sive strength and other parameters such as the ambient
temperature and relative humidity, the MC 2010 model
provides elastic modulus, creep, and shrinkage, which can
be finally imported to the TCM model and used to calcu-
late the EAS development. To consider a practical case of
EAC, this study uses the following eight input parameters
for the TCM model and AEL model: (1) c: cement mass;
(2)w/c: water-to-cement ratio; (3) a/c: aggregate-to-cement
ratio; (4) c_type: cement type; (5) T: environmental tem-
perature; (6) RH: environmental relative humidity; (7) tc:
time of curing, indicating the start of drying shrinkage;
(8) a_type: aggregate type. Note that parameters c_type and
a_type are sparse categorical parameters that will be speci-
fied in Section 3.3. The parameter VS is the notational size
of the specimen. Based on the formula of MC 2010 (fib,
2013), the notational size of the dog-bone specimen used
in the TCM model is calculated as 85.7 mm, according to
the geometry of the TSTM test specimen (Liang, Li, et al.,
2022; Lokhorst, 2001).
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3.1 Adjusted MC 2010

This paper keeps most of the formulas of MC 2010 (fib,
2013), except for an adjustment in the drying shrinkage cal-
culation. In the MC 2010, drying shrinkage is calculated
as

𝜀𝑑𝑠 (𝑡, 𝑡𝑐) = 𝜀𝑑𝑠0 (𝑓𝑐28) 𝛽𝑅𝐻 (𝑅𝐻) 𝛽𝑑𝑠 (𝑡 − 𝑡𝑐) (17)

where εds0 is the asymptotic value of drying shrinkage,
depending on the 28-day compressive strength fc28; βRH is
the coefficient for the effects of relative humidity; βds is the
coefficient for the effects of drying time. However, Equa-
tion (17) neglects the evolving effects of drying shrinkage,
by assuming the same drying shrinkage evolution even
though the time of curing tc may be different. It is clear
that drying shrinkage starting from different ages is differ-
ent: with longer curing time, drying shrinkage starts at a
more mature age and can be much lower (Bal & Buyle-
Bodin, 2013; Yang et al., 2017). In the TCM model, this
would result in a jump in the EAS curve at the end of cur-
ing time. Thereby, in this study, an aging coefficient term
is added to Equation (17) to complement this effect:

𝜀𝑑𝑠 (𝑡, 𝑡𝑐) = 𝜀𝑑𝑠0 (𝑓𝑐28) 𝛽𝑡𝑐 (𝑡𝑐) 𝛽𝑅𝐻 (𝑅𝐻) 𝛽𝑑𝑠 (𝑡 − 𝑡𝑐) (18a)

𝛽𝑡𝑐 (𝑡𝑐) = exp

(
1 −

(
𝑡𝑐
3

)0.21
)

(18b)

where βtc is the aging term, depending on the curing
of time. The aging term of Equation (18b) results in an
exponential decay of drying shrinkage as the curing time
increases. Note that the coefficients of Equation (18b) are
fitted by the results of (Bal & Buyle-Bodin, 2013) and
are only used tentatively in this study to account for the
aging effects of drying shrinkage. For a solid conclusion
about the aging pattern of drying shrinkage, additional
experiments should be performed.

3.2 XGBoost model for compressive
strength

Another important module of this material model is the
XGBoost model for predicting the compressive strength,
which is a significant input for the MC 2010. A number
of studies on compressive strength prediction based on
mix parameters have validated the advantages of XGBoost
model overmany othermachine learningmodels and stan-
dard codes (Wan et al., 2021). Based on the database of
Northwestern University (Hubler et al., 2015), an XGBoost
model was created herein to predict the 28-day compres-

F IGURE 6 Cross-validation results of the eXtreme Gradient
Boosting (XGBoost) model of compressive strength: (a) training set,
1825 samples, R2 = 0.9837; (b) testing set, 781 samples, R2 = 0.9443

sive strength of concrete, based on mixture proportions,
including cement amount, water–cement ratio, aggregate-
cement ratio, and cement type (Chen & Guestrin, 2016).
The database contains 2606 data of compressive strength
and is open-source. Based on a total number of 490
decision trees, the XGBoost model is trained based on
1825 samples with a learning rate of 0.1712. As shown in
Figure 6, with 1825 samples in the training set, the coeffi-
cient of determination (R2) over 781 unseen samples is 0.94.
High accuracy in the testing set indicates the effectiveness
of the XGBoost and the hyperparameter settings. Before
XGBoost is incorporated into the material model, it is
trainedwith thewhole dataset to ensure the best prediction
accuracy. It should be noted that typically 8–12 features
are used in the prediction of compressive strength. How-
ever, only the four most influential parameters are used as
features of the XGBoost model. This is done to remain con-
sistent with the MC 2010 model and can to some extent
sacrifice the applicability of the XGBoost model.
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TABLE 1 Parameter settings of the TCMmodel

Thermo-field
(Equations 4 and 5)
Thermal conductivity
(W/(m*K))

2.3

Heat capacity (J/ (kg*K)) 1100
Heat transfer coefficient
(W/(m2*K))

2.5

Ultimate hydration
heat (J/g)

400, 439, 520

Chemo-field
(Equations 1 and 3)
Fitting parameter A1 1.41 × 107, 4 × 107, 8 × 107

Fitting parameter A2 1 × 10–2, 5 × 10–2, 8 × 10–2

Fitting parameter η 8, 8.5, 8
Ultimate hydration degree 1.031 × wc/(0.194 + wc)
Activation energy/R (K) 5000, 5292, 5490 + 1470 × (20-T)
Mechanical-field
(Equations 10 and 12)
Compressive strength
fc (MPa)

XGBoost (w/c, a/c, c, c_type, T)

Shrinkage 𝜀𝑠ℎ MC2010 (fc, tc, RH, T)
Elastic modulus E (GPa) MC2010 (fc, a_type, T)
Creep compliance J (Mpa–1) MC2010 (fc, E, RH, T)

3.3 Parameter settings

The parameters used in the TCM model are given in
Table 1. In the thermo-field, constant values are assumed
for thermal conductivity and heat capacity of concrete
(Batog & Giergiczny, 2017). The heat transfer coefficient
is also taken as constant, assuming a curing measure of
“curing blanket and plastic sheet” according to (Lee et al.,
2009). Parameters A1, A2, and η are material parameters
controlling the chemical affinity and hydration degree in
Equation (1). A1, A2, and η can be obtained by fitting
the temperature rise in an adiabatic test (Cervera et al.,
1999a). For the parameter ultimate hydration heat and
fitting parameters A1, A2, and η, three different values
are assumed for each parameter to characterize different
cement types c_type (di Luzio & Cusatis, 2009a, 2009b).
Furthermore, four aggregate types are contained in the
parameter a_type. The categorical parameter settings for
cement type and aggregate type are shown in Table 2.
The specific values for these parameters are determined by
referring to published multifield models and the thermal
properties of concrete (di Luzio & Cusatis, 2009a, 2009b;
Klemczak et al., 2018). Note that the parameters settings
are only used to set up the framework for parametric analy-
sis of the TCMmodel and serve as the database for building
the AEL model. For practical use, the parameter settings

TABLE 2 Categorical parameter settings

Cement type
c_type = 1 32.5N
c_type = 2 32.5R and 42.5 N
c_type = 3 42.5R, 52.5N, 52.5R
Aggregate type
a_type = 1 Basalt or limestone aggregates
a_type = 2 Quartzite aggregates
a_type = 3 Limestone aggregates
a_type = 4 Sandstone aggregates

F IGURE 7 Machine learning workflow of this paper

should be first validated through a rigorous experimental
procedure.

4 AELMODEL

The machine learning workflow of this paper is shown in
Figure 7, with the left branch being the AEL and the right
being the OSEL. Both learning frameworks follow a sim-
ilar technical route: (1) LHS is first conducted to obtain
the sample space; (2) the material model (see Section 3)
and the TCM model (see Section 2) are run based on the
selected samples; (3) PCA is conducted to process the EAS
vector; (4) a multi-output LGBM is trained.
A major difference between AEL and OSEL lies in the

sampling method during the training stage. For OSEL,
there is only one-shot sampling by the LHSmethod, which
will be iteratively solved by the TCM model and used to
train the LGBMmodel. For the AEL, a two-stage sampling
strategy is adopted: (1) the first 30 samples are initially used
to build a GPmodel and LGBMmodel; (2) the GPmodel is
updated iteratively using all observed samples, and then,
based on Bayesian inference, the variance distribution of
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the GP over the whole 30000-sample pool is calculated;
the sample point with the highest variance is considered
as the most uncertain sample in this study. This new sam-
ple is imported to the TCM model and the result is then
used to update the GP model and the LGBM model. Such
active learning method intentionally pays more attention
to exploring uncertain samples and uses these samples to
update the LGBM model. The AEL model runs 970 itera-
tions to gain another 970 samples, which ensures the same
number of total samples for training the LGBM with the
OSEL method. Therefore, the effectiveness of AEL and
OSEL can be compared.

4.1 Data sampling and preprocessing

4.1.1 LHS

To construct the database for machine learning, a sample
pool is needed first. Monte Carlo sampling is a frequently
used approach, which is often based on a pseudorandom
number generator and a known transformation to ran-
domly generate samples for each variable. However, an
unavoidable drawback is that many samples are required
for good accuracy and repeatability of a certain proba-
bilistic distribution. In comparison, LHS achieves a better
representation of the interested probabilistic distribution
using a smaller number of samples (Loh, 1996). The LHS is
conducted in the following two steps: (1) Samples for each
variable are strategically chosen to represent the variable’s
probability density function; (2) samples for the variables
are ordered to match a certain target (e.g., correlations)
between variables.
In this paper, each sample is represented by eight vari-

ables, given in Table 3. The range of each variable is
specified to (1) represent most general cases of concrete
structures and (2) conform to the applicability range of the
MC 2010. At first, all the variables are assumed as inde-
pendent and uniformly distributed to generate an initial
database. Afterward, two measures are taken to process
the database: (1) the values of aggregate type and cement
type are rounded down to obtain integers that represent
categorical parameters as shown in Table 2; (2) accord-
ing to practical engineering experience, the w/c of lower
strength cement (i.e., c_type = 1) should not be lower than
0.4. Therefore, the samples with a c_type equal to 1 andw/c
smaller than 0.4 are deleted from the initial database.
In the LHSprocess, based on the criterion ofmaximizing

the minimum distance between sample points, five iter-
ations are used to generate the sample pool. As a result,
the one-shot training set for the OSEL learning is shown
in Figure 8.

TABLE 3 Variables range of the samples

Variable name Variable range
Temperature
T (◦C)

0∼40

Relative humidity
RH (%)

40∼100

Time of curing
tc (hours)

12∼672

Aggregate-cement ratio
a/c (1)

2∼8

Water–cement ratio
w/c (1)

0.2∼0.6

Cement amount
c (kg/m3)

250∼650

Aggregate type
a_type (1)

Four kinds: 1, 2 , 3, 4

Cement type
c_type (1)

Three kinds: 1, 2, 3

4.1.2 PCA

After the sample pools are ready, the samples can be
imported to the TCM model and run the EAS simula-
tion. The EAS result of each sample is a 672-by-1 vector,
which represents the restraint stress from the first to 672th
hour. Such a long vector can be an issue for ML mod-
els. To address this problem, PCA is used to reduce the
dimensionality of the EAS vector, before it is used for
training. By singular value decomposition (Halko et al.,
2011), PCA conducts linear dimensionality reduction of
the data by projecting it to a lower dimensional space. In
this paper, the general process of PCA can be described as
follows:

𝜎𝑃𝐶𝐴 = 𝑈𝜎𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 (19)

where σoriginal is the 672-by-1 EAS vector output by the
TCM model; σPCA is the 5-by-1 principal component (PC)
vector produced by PCA to represent the 672-by-1 EAS vec-
tor; U is a 5-by-672 matrix, which represents the new basis
to project σoriginal to σPCA.U is composed of the first 5 eigen-
vectors of the covariance matrix of [σoriginal]N (i.e., (1/N)
[σoriginal]N [σoriginal]N T), N is the number of samples that
are used in PCA), ordered by their variance (i.e., eigenval-
ues). For OSEL, PCA can be conducted at once based on
1000 randomly selected samples. For AEL,which conducts
a progressive sampling procedure, PCA is first applied to
the 30 initial samples and then restarted in every learning
step to take new samples into account.
Note that the reason why 5 eigenvectors are chosen is

due to the variance ratio distribution of PCs as shown
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F IGURE 8 Latin hypercube sampling (LHS) sampling for one-shot ensemble learning (OSEL): (a) temperature (◦C); (b) relative
humidity (%); (c) time of curing (hours); (d) cement amount (kg/m3); (e) w/c ratio; (f) a/c ratio; (g) aggregate type; (h) cement type. The
Y-axes present the number of samples

TABLE 4 Variance ratios of the principal components (PCs)

PC rank Variance ratio
FirstPC 9.8637 × 10–1

Second PC 1.1917 × 10–2

Third PC 8.9869 × 10–4

Fourth PC 3.6584 × 10–4

Fifth PC 1.6026 × 10–4

in Table 4. It is found that the first 5 PCs already
occupy almost 100% variance, and the first PC has already
explained over 98% variance of the original EAS, which
indicates a strong linearity of the original EAS vector in
the projected space of PCA.
Nine cases are randomly selected to compare the orig-

inal EAS vector and the corresponding PCA processed
vector as shown in Figure 9. The comparison shows a near-
perfect match between these two kinds of vectors. The
mean squared error (MSE) between these two kinds of vec-
tors is computed over the whole sample pool, and a value
of 0.0005618 MPa is obtained. Such a low MSE validates
that the PCA can effectively reduce the dimensionality of
the EAS vector from 672-by-1 to 5-by-1 while maintaining
the majority of the information.

With the samples obtained by LHS and correspond-
ing EAS results processed by PCA, the training data for
machine learning approach are prepared. After a normal-
ization procedure by the mean and variance of the data,
the dataset can be imported to machine learning models
to start the training process.

4.2 Uncertainty-based query: GP

The number of labeled samples is essential for the gener-
alization capabilities of Machine Learning (ML) models.
However, obtaining a large amount of labeled data from
the TCM model is computationally expansive. In this
regard, this paper adopts the uncertainty-based query to
actively select samples and run the corresponding TCM
model to obtain labeled data, which has a higher potential
of improving the performance of the ML model. The GP,
which defines a stochastic process that any finite collection
of random variables follows amultivariate Gaussian distri-
bution, is adopted to quantify the uncertainty. Inheriting
the properties of Gaussian distribution, GP can explicitly
describe the marginalized distribution of any unobserved
samples, which directly provides a measurement of the
uncertainty.
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F IGURE 9 Random cases for comparing PCA and original EAS vector. X-axes represent the time (hours). The Y-axes represent stress
(MPa).

Assuming having observed samples (X,Y), a GP
(denoted by f(x)) is described by a mean and a covari-
ance matrix of observed samples, that is, f(x)∼GP(µ(X),
k(X,X)). By normalizing all the samples with their mean
and variance, the μ(X) can be set as 0. Therefore, the
only key component defining the GP turns out to be
the covariance matrix k(X,X), which is assembled by
the covariance of any two observed samples and is also
known as the kernel of GP. The selection criterion of
the GP kernel is based on the requirement of smooth-
ness and anticipated patterns of the data (Rasmussen
& Williams, 2006). Herein, the radial basis function is
chosen as the kernel function, which is infinitely dif-
ferentiable and therefore can result in good smoothness
expressed as

𝑘 (𝑥𝑠, 𝑥𝑡) = 𝜎2 exp

(‖𝑥𝑠 − 𝑥𝑡‖2
2𝑙2

)
(20)

where σ and l are hyperparameters to be tuned; xs and
xt are two observed samples. Equation (20) shows that
the GP considers the dependence of any two samples
according to their Euclidean distance.
Based on the observed samples, GP makes a prediction

on other unobserved samples using Bayesian Inference.
Assuming unobserved samples atX*, the joint distribution

can be expressed as[
𝑌

𝑓 (𝑋∗)

]
∼ 𝐺𝑃

([
𝜇 (𝑋)

𝜇 (𝑋∗)

]
,

[
𝑘 (𝑋, 𝑋) 𝑘 (𝑋, 𝑋∗)

𝑘 (𝑋∗, 𝑋) 𝑘 (𝑋∗, 𝑋∗)

])
(21a)

(𝑋, 𝑋) =
⎡⎢⎢⎣
𝑘 (𝑥1, 𝑥1) ⋯ 𝑘 (𝑥1, 𝑥𝑛)

⋮ ⋱ ⋮

𝑘 (𝑥𝑛, 𝑥1) ⋯ 𝑘 (𝑥𝑛, 𝑥𝑛)

⎤⎥⎥⎦ (21b)

𝑘 (𝑋∗, 𝑋) =
[
𝑘 (𝑥∗, 𝑥1) 𝑘 (𝑥

∗, 𝑥2) ⋯ 𝑘 (𝑥∗, 𝑥𝑛)
]

(21c)

By Bayesian Inference, the marginalized distribution
of the unknown sample at X* can be expressed as (Ras-
mussen &Williams, 2006):

𝑓 (𝑋∗) |𝑌 ∼ 𝐺𝑃 (𝜇∗, 𝑘∗) (22a)

𝜇∗ = 𝑘 (𝑋∗, 𝑋) 𝑘(𝑋, 𝑋)
−1

(𝑌 − 𝜇 (𝑋)) + 𝜇 (𝑋∗) (22b)

𝑘∗ = 𝑘 (𝑋∗, 𝑋∗) − 𝑘 (𝑋∗, 𝑋) 𝑘(𝑋, 𝑋)
−1
𝑘 (𝑋, 𝑋∗) (22c)

where k* denotes the variance of prediction of GP for
the unobserved sample X*. Based on the marginalized
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distribution described by Equation (22), a series of learning
functions can be defined for the sample query. For exam-
ple, in the studies of structural reliability, learning func-
tions like the EFF function (Bichon et al., 2008) and the
U function (Echard et al., 2011) are often defined to evalu-
ate which samples should be selected in the next learning
iteration. These learning functions are built to achieve the
exploitation–exploration tradeoff: (1) “exploitation”means
that samples located near the limit state will be preferred;
(2) “exploration” means that samples with high uncer-
tainty will be preferred. The exploitation–exploration
tradeoff guarantees that a surrogate model for reliability
analysis can be obtained to achieve high accuracy within
only dozens of learning iterations (Tomar & Burton, 2021;
Yuan et al., 2022). However, as this paper aims to predict
the EAS evolution over a certain time range (0∼672 h), the
main problem is a global prediction rather than a local pre-
diction that only focuses on a certain boundary (i.e., a limit
state). Therefore, in this paper, there is no tradeoff between
exploitation and exploration but only greedy exploration
for samples with the highest uncertainty. Specifically, in
every learning step, Equation (22) is performed over the
whole sample pool of the AEL (i.e., 30,000 samples) to
obtain the variance distribution. The samplewith the high-
est variance calculated by Equation (22c) will be selected
for the next learning process. The variance distribution at
some learning steps will be given in Section 5.3.

4.3 Light Gradient Boosting Machine
(LGBM)

The LGBM is used as a prediction model due to its robust-
ness, excellent generalizing capability, and efficiency. The
base model used for LGBM is the decision tree, the so-
called weak learner. For regression aims, the decision tree
consistently makes binary partitions of each variable of
the sample at each level of the tree, until the maximum
depth is reached (Myles et al., 2004). Therefore, the whole
dataset will be divided into multiple regions, with each
region corresponding to a certain prediction value. How-
ever, one significant drawback of the decision tree is the
high risk of overfitting. Due to the hierarchical training
process, the error induced at the top levels of a decision tree
can be easily propagated down. This makes the decision
tree a high-variance model, and a slight change in input
data can greatly change the output (Myles et al., 2004).
The ensemble learningmethod like “bagging” or “gradi-

ent boosting” aims to combine a number of decision trees
into a strong prediction model. In this paper, the gradi-
ent boosting framework is adopted as shown in Figure 10.
Starting from a weak learner, the LGBM sequentially
builds weak learners to compensate for the residual error

F IGURE 10 Gradient boosting workflow

of previous models and finally assembles all these models
to form a final model. Such residual error is the so-called
gradient, making this method analog to gradient descent.
During this process, the hyperparameter “learning rate” is
set as 0.1 to control the step size. To account for the risk
of overfitting, a regularization term will be used in the loss
function to put preference on amodel with lower complex-
itywhile preserving high accuracy. Furthermore, a random
selection of features and bagging will also be adopted.
Compared to another well-known gradient boosting

model—XGBoost, the LGBM shows higher efficiency,
which makes it a better choice for the AEL process in this
paper. The advantage of LGBM is due to the following three
aspects (Ke et al., 2017):

1. Rather than splitting the leaf node of the base model
level-wise, LGBM grows the tree leaf-wise using a
histogram-based algorithm, which yields high effi-
ciency and saves memory.

2. LGBM adopts gradient-based one-side sampling to
select samples with high gradient and discards the
ones with low gradient, to reduce sample numbers and
increase efficiency.

3. LGBM adopts exclusive feature bundling to identify
exclusive features and then merge them into feature
bundles to reduce the dimensionality of sample features
and thus promote training efficiency.

As an iterative learning process, the high efficiency
and accuracy of LGBM are essential for the AEL frame-
work proposed herein. To efficiently tune the hyperpa-
rameters of the LGBM model, Bayesian optimization is
conducted based on an acquisition function of expected
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TABLE 5 Hyperparameter settings for the light gradient
boosting machine (LGBM) model

Hyperparameter Value
Max_bin 76
Min_data_in_leaf 12
Max_depth 62
Num_leaves 38
Feature_fraction 0.883
Bagging fraction 0.773
Num_estimators 100

improvement, which guarantees fast convergence within
30 iterations. A detailed description of the tuning pro-
cess can be found in the authors’ previous work (Liang,
Chang et al., 2022). The results of hyperparameters tuning
are given in Table 5. The hyperparameter “Max_bin” con-
trols the number of bins when conducting the histogram-
based algorithm to find the optimal split in each decision
tree; the parameters “Min_data_in_leaf,” “Max_depth,”
“Num_leaves” specify the size of each decision tree to pre-
vent overfitting; the parameters “Feature_fraction,” “Bag-
ging fraction,” and “Num_estimators” control the bagging
and boosting process by specifying the fraction of features,
the number of samples, and the number of decision trees
to be used in the training process. For more details regard-
ing how these parameters influence the performance of
LGBM, the reader is referred to Ke et al. (2017).

5 RESULTS AND DISCUSSION

5.1 Applicability of the TCMmodel

5.1.1 Comparison with testing results

This section presents a comparison with testing results to
show the applicability of the TCMmodel. The experimen-
tal TSTM tests conducted by the authors are used here
(Liang et al., 2022). It should be noted that there are some
differences between the TSTM tests performed and the
TCMmodel:

1. The thermal boundary is different: The TSTM testswere
conducted under strictly regulated temperature control
at the center of the specimenbywater circulation so that
there was no thermal deformation induced by cement
hydration. In the TCMmodel, for the sake of generality,
the thermal deformation induced by cement hydration
and heat transfer are both considered.

2. The material model is different: In the TSTM tests,
high-volume slag-blended concrete was used, which

F IGURE 11 Comparison between TSTM tests and modeling
results

displayed a high autogenous expansion at first hours
and higher autogenous shrinkage than ordinary con-
crete described by the MC 2010.

As described in Section 2, the thermo- and chemo-fields
are mainly used to simulate the hydration process and
heat transfer, and then relevant material properties and
behavior can be derived from the MC 2010 to start the
mechanical-field analysis. However, in view of the differ-
ence in the thermal boundary and the material model,
it is not reasonable to directly run the TCM model built
in this paper to simulate the TSTM tests. In this regard,
the material behavior and properties of the high-volume
slag-blended concrete used in the TSTM tests were tested
and directly imported to the mechanical field of the TCM
model to run the viscoelastic analysis.
A comparison between the TSTM tests and the model-

ing results is shown in Figure 11. The results show that,
given the right input of material properties and behavior,
the viscoelastic mechanical field of the TCM model can
still simulate the stress development of TSTM tests with
good precision with a root MSE of 0.22 and 0.08 MPa, even
though the experimental data are not smooth. The thermo-
and chemo-fields of the TCM model, which are based on
well-known Fourier’s law and Arrhenius equations, have
been widely used and validated in studies concerning var-
ious early-age behavior of concrete. Therefore, they are
considered valid theoretical approaches. Interested read-
ers are referred to the benchmark studies (Cervera et al.,
1999a, 1999b; di Luzio & Cusatis, 2009a, 2009b; Gawin
et al., 2006a, 2006b).
However, a relevant concern of the TCM model lies in

the material model. The authors acknowledge that the
material model (MC 2010) adopted here is only valid for
common concretes and is probably not suitable for every
mix. Development of a material model that covers a wide
range of mixes and environmental conditions requires
muchmore advanced and thorough experimentation.Note
that the development of such a material model does not
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TABLE 6 Details of the input for case study

Input variable Value
Cement amount
c (kg/m3)

320

Relative humidity
RH (%)

100

Water–cement ratio
w/c (1)

0.42

Aggregate-cement ratio
a/c (1)

5.76

Temperature
T (◦C)

0∼40

Time of curing
tc (hours)

672

Aggregate type
a_type (1)

3

Cement type
c_type (1)

2

change the basic approach of the TCM-basedAELmethod,
and therefore is not in the scope of this study.

5.1.2 Case studies

Five representative cases are selected as input to run the
proposed TCM model. The input for the case study is
given in Table 6. In these five cases, the EAS evolution
under different temperatures, ranging from 0 to 40◦C, is
investigated. By setting the time of curing tc as 672 h, the
autogenous shrinkage-induced EAS is calculated.
The results of the EAS evolution of the five-case study

are shown in Figure 12a. Note that the stress value is
the surface average at the middle section of the dog-bone
specimen. The evolving concrete properties and behaviors,
which together determine the EAS development, are also
shown in Figure 12b–g, including incremental creep strain
(Equation 12d), autogenous shrinkage, effective elastic
modulus (Equation 12a), specimen temperature, equiva-
lent age (Equation 7), and tensile strength. Note that, here,
“incremental creep strain” is the internal state variable that
stores the incremental strain history of the mechanical-
field model, computed by Equation (12d). The equivalent
age is calculated based on the “maturity concept” (Equa-
tion 7),which takes the influence of temperature history on
hydration speed into account. These results show that the
TCMmodel can correctly simulate multiple effects related
to EAS evolution:

1. Figure 12f shows the influence of temperature on the
rate of hydration, which then influences the develop-
ment of elastic modulus, tensile strength, creep compli-

ance, and autogenous shrinkage (see Figure 12b–d,g).
High temperature accelerates the hydration and there-
fore accelerates the development of all these properties,
which finally causes much higher EAS (Lura et al.,
2001; Maruyama & Lura, 2019).

2. Figure 12b shows that the magnitude of incremental
creep strain decreases monotonically due to the effect
of hydration. Negative and positive creep strains cor-
respond to the appearance of compressive and tensile
EAS, respectively.

3. Figure 12e shows that higher environmental temper-
ature results in a higher temperature increase in the
specimen, and therefore causes higher compressive
EAS in the first hours. On the other hand, low temper-
ature can increase the activation energy (Equation 3),
slow down the hydration reaction, and also cause rapid
loss of heat (Equation 4c). As a result, the tempera-
ture in the specimen can hardly change, and there is no
compressive EAS in the first hours (Lura et al., 2001).

4. Figure 12d,g shows that the temperature increase sim-
ply accelerates the development of elastic modulus and
tensile strength in the first days but compromises them
at 28 days. This is because high temperature negatively
influences the hydration process (Kim et al., 1998). In
the TCM model, this effect is originally considered by
the MC 2010 formulas.

5.2 Data correlation

This section investigates the meaning of the first PC and
then presents the correlation between the first five PCs
and the input parameters. The PCA procedure described
in the Section 4.1.2 shows that the first five PCs can express
the original EAS vector produced by the TCM model with
high accuracy (with an MSE lower than 0.0005618). More-
over, the first PC occupies over 98% of the variance ratio
and can be considered a significant variable that represents
the EAS vector. However, although the PCA procedure has
a clear mathematical meaning, what the first PC exactly
represents is unknown a priori. To this end, this study con-
ducts a parametric study on the first PC. First, this study
assumes the first PC equals 0, 1, 2, 3, . . . , 100, and conducts
an inverse PCA (inverse of Equation 19) to transform this
first PC into a 672-by-1 EAS vector. Note that all 101 sets
of inverse PCA are in good order as shown in Figure 13,
but only six results are selected to show here to make the
pattern clearer and more intuitive.
The results show that the first PC represents the

global magnitude of the whole EAS vector, irrespective
of whether the specimen is in compression or in tension.
Compared with other indexes like “zero-stress tempera-
ture” (Dabarera et al., 2022), “peak of compressive stress”
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F IGURE 1 2 Case study of the TCMmodel: (a) early-age stress (EAS) evolution; (b) incremental creep strain –xx component; (c)
autogenous shrinkage; (d) effective elastic modulus; (e) temperature development in specimen; (f) equivalent age; (g) tensile strength
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F IGURE 13 Inverse PCA transform of first PC varying from 0
to 100

F IGURE 14 Correlation matrix between PCs and input
variables

(Bentz et al., 2008), and “peak of tensile stress” (Shen et al.,
2019), which are mostly based on a single observation at a
single time point, the first PC represents an overall charac-
teristic of the whole EAS vector and can be regarded as a
global index for evaluating the EAS evolution.
Figure 14 shows the correlation matrix between the first

five PCs and the input parameters calculated over the 1000
samples of the OSEL. As described before, the first PC
occupies the 98% variance ratio among all PCs and repre-
sents the global magnitude of the EAS vector. Therefore,
the correlation between the first PC and input parameters
can reveal the influence of various factors on the EAS evo-
lution. The first row of the correlation matrix stands for
the correlation between the first PC and the input parame-
ters. A positive correlation coefficient means that increase
of the corresponding parameter can increase the first PC,
which means that it increases the overall EAS magnitude.
In other words, the corresponding parameter has a posi-
tive contribution to the EAS evolution. By analyzing the
correlations at the first row of the correlation matrix, the
following is observed:

1. Environmental temperature has the highest positive
contribution to the EAS evolution, which is not surpris-
ing since temperature not only influences the hydration
speed but also accounts for a higher heat release in the

first hours. Fast hydration accelerates the development
of shrinkage and elastic modulus and finally acceler-
ates the EAS evolution as shown in Section 5.1.2. High
heat release increases the thermal deformation and can
greatly increase both the compressive and the tensile
stress.

2. Parameters “cement amount” and “cement type” also
have positive contributions to the EAS evolution. High
cement amount and cement type indicate more heat
release, which can increase EAS. Note that cement
types 1, 2, and 3 represent cement class ranging from
low strength/slow hydration to high strength/rapid
hydration.

3. Parameters w/c ratio, a/c ratio, and aggregate type all
have a negative contribution to the EAS evolution. This
is in accordance with the common understanding of
the physical process: Increasing w/c and aggregate type
can result in concrete with lower strength and lower
elastic modulus, and therefore slow down the EAS evo-
lution. Although the increase of w/cmay result in more
drying shrinkage after the curing, the contribution of
w/c to EAS magnitude remains negative because the
decrease of elastic modulus and autogenous shrinkage
plays a more significant role in this process. Increasing
the a/c can reduce the amount of cement paste, which is
the shrinking phase, and increase the extent of internal
restraint, which causes a further decrease in the overall
shrinkage.

4. Parameter “time of curing” has a negative contribution
since longer curing indicates less drying shrinkage and
therefore can cause less EAS.

5. The correlation of RH is low because the influence
of RH is complex. According to the material model,
increasing RH can result in a decrease in creep and
drying shrinkage. Lower creep means lower stress
relaxation and therefore higher EAS. However, lower
drying shrinkage can reduce EAS, which in fact should
also depend on the time of curing. The change of RH
can induce counteracting effects among various con-
crete behaviors so that its influence is not monotonic,
at least in the TCMmodel.

Based on the meaning of the first five PCs and the
correlation analysis over 1000 data samples, this section
illustrates again that the TCM model proposed in this
paper can generate reasonable EAS results given different
input parameters.

5.3 Training history

This section presents the model performance during the
learning steps. To evaluate the prediction performance of
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the model, this study employs a cross-validation proce-
dure: AEL model will use OSEL’s database as a testing set,
and OSEL will use AEL’s database as a testing set. In this
way, both AEL and OSEL have to be tested by 1000 unseen
samples. Note that, in machine learning practice, in gen-
eral, the size of the testing set is 10%–40% of the training
set, while this study uses the same size of the training set.
In this sense, a big testing set poses a more challenging
task for the ML model and can better reflect the model
performance.
Mean square error (MSE), mean absolute error (MAE)

and coefficient of determination (R2) are used as the
metrics as follows:

𝑅2 = 1 −

∑𝑛

𝑖 = 1 (𝑦𝑖 − �̂�𝑖)
2∑𝑛

𝑖 = 1 (𝑦𝑖 − �̄�)
2

(23)
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1

𝑛

𝑛∑
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(𝑦𝑖 − �̂�𝑖)
2 (24)

𝑀𝐴𝐸 =
1

𝑛

𝑛∑
𝑖 = 1

|𝑦𝑖 − �̂�𝑖| (25)

where yi is the EAS vector of ith sample point output by
the TCM model; �̂�𝑖 is the EAS vector predicted by AEL or
OSELmodel for ith sample; �̄� is the mean value of the EAS
vector. Note that both AEL and OSEL models give the out-
put of EAS in the form of 5-by-1 PCA component so that
an inverse PCA procedure is needed before measuring the
performance.
After the training of AEL andOSELmodels are finished,

a step-by-step analysis is carried out to check their learn-
ing history. At each analysis step, the number of samples
used for training both models is increased and a cross-
validation procedure is conducted as shown in Figure 15.
The results show that, as the learning step increases, the
number of samples used for training also increases, which
improves the performance of both models. AEL outper-
forms OSEL during the whole training history, irrespective
of themetrics used. To achieve a certain accuracy, the num-
ber of samples required for AEL is less than 50% of that
required for OSEL. For example, the AEL achieves anMSE
of 0.125MPabased on around 200 samples,while forOSEL,
achieving the same MSE takes more than 800 samples.
This validates the efficiency of the AEL method, which is
significant for surrogate modeling for an expansive model
like the TCMmodel.
Although the gap between the AEL and OSEL is sta-

ble over the whole training history, it is not very large.
The OSEL still obtains good accuracy, with an R2 close to
0.95 when 1000 samples are used in the training process.
Such a good training performance can be attributed to the

sample space created by LHS and the robustness of the
LGBMmodel.
The training history shows the advantages of AEL over

OSEL. To further consolidate this conclusion and gain a
deeper understanding of how AEL works, the final AEL
database, which is built by a progressive sampling pro-
cess guided by uncertainty-based query (see Section 4.2), is
shown in Figure 16. Comparing the AEL sampling results
with the database of OSEL created by one-shot LHS sam-
pling (see Figure 8), it is found that the AEL sampling
puts more attention on the boundaries of the variables,
while the OSEL assumes an even-distribution of all the
variables and values them equally. The difference can be
attributed to the uncertainty-based query in the AEL pro-
cess, which results in a preference for samples with higher
uncertainty (i.e., higher variance). Using the variance of
the GP as a measure of uncertainty, the uncertainty-based
query continuously looks for the samples with high uncer-
tainty (variance), imports them to run the TCMmodel, and
adds the results to the training set of the LGBMmodel.
The uncertainty-based query of the AEL results in a

consistent change in the distribution of uncertainty (vari-
ance) in the sample space at different learning iterations as
shown in Figure 17. At 10th learning step, thewhole sample
space is close to unknown, therefore over 28,000 samples
have a variance higher than 0.9, and the other 2000 sam-
ples have a variance between 0.8 and 0.9. As the AEL
progress, the sample with the highest variance is used to
run the TCMmodel and then train the LGBM andGP. This
sampling strategy directly causes a decrease in the maxi-
mum variance and a shift in overall variance distribution
fromhigh to low value: (1) After 500 learning iterations, the
maximum variance decreases to 0.9 from 1, and the vari-
ance range shifts to (0.44, 0.90) from (0.7, 1.0); (2) After 970
learning iterations, the maximum variance decreases to
0.76, and the variance range shifts to (0.32, 0.76). The evolu-
tion of variance distribution also shows that the decrease of
maximum variance and the shift of variance range become
slower as the learning iteration increases.

5.4 Testing

Following the cross-validation described in Section 5.3, in
which theAELmodel usesOSEL’s database as a testing set,
and OSEL uses AEL’s database as a testing set, the testing
results of the AEL and OSEL are shown in Figure 18. The
red line is a perfect-prediction line, and the data aligning
on the red line mean that the AEL or OSEL prediction (X-
axis) is equal to the TCM modeling results (Y-axis). The
testing results show that both AEL and OSEL can obtain
high R2 and low MSE and MAE, with the majority of test-
ing samples gathering around the perfect-prediction line.
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F IGURE 15 Training history of the active ensemble learning (AEL) and OSEL model: (a) coefficient of determination; (b) mean squared
error; (c) mean absolute error

F IGURE 16 AEL sampling results of uncertainty-based query: (a) temperature (◦C); (b) relative humidity (%); (c) TIME of curing
(hours); (d) cement amount (kg/m3); (e) w/c ratio; (f) a/c ratio; (g) aggregate type; (h) cement type. The Y-axes presents the number of
samples.
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F IGURE 17 Variance histogram at different learning iterations: (a) Step 10; (b) Step 100; (c) Step 300; (d) Step 500; (e) Step 700; and (f)
Step 970

F IGURE 18 Testing results of AEL and OSEL: (a) AEL; (b) OSEL

AEL results show a smaller deviation from the perfect-
prediction line,which indicates better performance. This is
in accordancewith the results of all threemetrics as shown
in the training history of Section 5.3. More specifically,
the OSEL prediction at high-stress conditions shows a sig-
nificant deviation from the perfect-prediction line, which

indicates AEL’s advantage at the sample space boundary.
This advantage is due to the uncertainty-based query that
puts preference in the boundary of sample variables as
shown in Figure 16. Although the advantage of AEL over
OSEL shown here is obvious, it should also be noted that
the cross-validation procedure that uses the AEL’s dataset
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as OSEL’s testing set exposes the weakness of OSEL to a
higher extent. Therefore, the advantages ofAELoverOSEL
shown here may be overestimated.

6 CONCLUSION

To accurately predict the EAS evolution of concrete, an
AEL method is proposed to efficiently construct a sur-
rogate model of a TCM model. Based on the rigorous
theoretical basis, the TCM model is built to simulate the
agingmaterial properties and behaviors of concrete, which
together result in the evolution of EAS under restrained
conditions. The AEL framework incorporates PCA, GP,
and LGBM. To evaluate the efficiency and precision of the
AEL framework, OSEL is also conducted as a comparison.
Overall, based on this study, the following conclusions can
be drawn:

1. The dimensionality of the EAS vector can be effectively
reduced by PCA, with the first PC occupying a variance
ratio of over 98%. The parametric study finds that the
first PC represents the magnitude of the EAS vector,
which means that the first PC can be used as a global
index for evaluating the EAS evolution.

2. The comparison between the mechanical modeling
results with TSTM tests, the case study, and the cor-
relation analysis for the first PC together prove the
applicability of the proposed TCM model. Based on
Fourier’s law, Arrhenius’s equation, rate-type creep law,
and the built material model, the TCM model is able
to simulate the EAS evolution induced evolving prop-
erties (i.e., viscoelasticity) and evolving behaviors (i.e.,
thermal, autogenous, and drying deformation). By ana-
lyzing the results of over 1000 samples, it is found
that ambient temperature is the most significant fac-
tor that can increase the EASmagnitude. The influence
of the other parameters (i.e., w/c, a/c, aggregate type,
cement type, cement amount, relative humidity, and
time of curing) is also quantified by their correlation
coefficients.

3. The AEL framework built in this study outperforms the
traditional machine learning routine OSELwith higher
R2 (i.e., 0.961 vs. 0.948), lowerMSE (0.068 vs. 0.112), and
lower MAE (0.175 vs. 0.213). Based on the uncertainty-
based query, the AEL keeps putting attention on the
uncertain samples, which are mostly located at the
boundary of the sampling space. The active learning
process guided by the uncertainty-based query results
in consistent improvement of the uncertainty (vari-
ance) distribution and greatly improves the prediction
accuracy of EAS under extreme conditions.

4. To achieve a certain accuracy, the AEL framework only
needs a small sample size, which is less than 50% of the
OSEL. This is a great advantage in efficiency because
running the TCM model is computationally expansive
and obtaining a large dataset through TCMmodeling is
difficult.

5. The proposedAELmethod can effectively build a surro-
gate of the multi-field model to allow for more efficient
optimization and reliability analysis of the structural
design to prevent EAC. It is suggested that further
improvement concentrates on the learning function of
the AEL process, which can achieve more efficient
global sampling and prediction.
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