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When designing the maintenance of multi-component aircraft systems, we consider parameters such as safety
margins (used when component replacements are scheduled), and reliability thresholds (used to define data-driven
Remaining-Useful-Life prognostics of components). We propose Gaussian process learning and novel adaptive
sampling techniques to efficiently optimize these design parameters. We illustrate our approach for aircraft landing
gear bakes. Data-driven, Remaining-Useful-Life prognostics for brakes are obtained using a Bayesian linear
regression. Pareto optimal safety margins for scheduling brake replacements are identified, together with Pareto
optimal reliability thresholds for prognostics.

Keywords: aircraft maintenance, predictive maintenance, data-driven maintenance, Remaining-Useful-Life prognos-
tics, Gaussian process, design space exploration.

1. Introduction

The increasing use of condition-monitoring sen-
sors of aircraft has generated a paradigm shift
to data-driven, predictive maintenance: on-board
sensors continuously monitor the degradation of
components, Remaining-Useful-Life (RUL) prog-
nostics are predicted using the sensor data, and
components are replaced based on these RULs.
When performing predictive maintenance, safety
margins are used to schedule maintenance tasks.
For example, a safety margin of μ days may be
used to schedule a component replacement μ days
earlier than the estimated RUL of the compo-
nent. Also, the RUL prognostics themselves are
defined based on reliability thresholds. For exam-
ple, the RUL of a component is defined such that
the probability of a severe degradation is smaller

than a reliability threshold ξ (0 < ξ < 1).
We are interested in specifying such maintenance
design parameters (e.g., safety margins and relia-
bility thresholds) that maximize the mean-cycle-
to-replacement of components while minimizing
the number of maintenance-related incidents due
to unexpectedly high degradation levels.
Several studies integrate data-driven RUL prog-

nostics into maintenance planning of different sys-
tems. In Arismendi et al. (2019), a framework for
degradation prognostics and maintenance plan-
ning for bridges is proposed using a Markov deci-
sion process. In de Pater et al. (2022), the authors
obtain RUL prognostics for aircraft turbofan en-
gines using a Convolutional Neural Network and
use the prognostics to trigger alarms and main-
tenance tasks. In de Pater and Mitici (2021), a
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generic reliability threshold for RUL prognostics
is used when planning maintenance for aircraft
components. In general, however, a framework
to identify optimal values for safety margins and
reliability thresholds used when planning mainte-
nance, is lacking. Often, these design parameters
are selected by testing all possible values (brute-
force) approach, which is inefficient.
In this paper, we propose a Gaussian process

learning algorithm with adaptive sampling to ef-
ficiently optimize maintenance design parameters
(safety margins used to schedule component re-
placements, reliability thresholds for RUL prog-
nostics) such that the mean-cycle-to-replacement
of components is maximized and the number of
degradation-related incidents is minimized. We
illustrate our algorithm for the maintenance of
aircraft landing gear brakes. For the aircraft main-
tenance problem, we consider a stochastic degra-
dation of the brakes based on actual data obtained
from a fleet of aircraft. We also develop RUL
prognostics for the brakes using a Bayesian linear
regression. Finally, we efficiently obtain multiple
combinations of values for the schedule-related
safety margin and prognostics-related reliability
thresholds, which leads to a Pareto front of the
maintenance process of the aircraft brakes.

2. Predictive Maintenance for Aircraft

Aircraft is operated based on a sequence of flight
cycles. Flight cycle i is defined by a departure
time (τ depi ) and an arrival time (τ arri ). The time
between the departure and arrival (t ∈ [τ depi , τ arri ])
is called the flight-time. The time between the
arrival and the next departure (t ∈ [τ arri , τ depi+1]) is
called the ground-time, when maintenance can be
performed.

2.1. Degradation of landing gear brakes

We consider the maintenance of aircraft landing
gear brakes. A main part of a brake is the carbon
disk. Over time, its thickness decreases due to
erosion. The reduced thickness of the carbon disk
is a direct indicator of the degradation of a brake.
Lee and Mitici (2020) Let the degradation of the
carbon disk of a brake follow a stochastic Gamma
process Z(t). The degradation of the brake during

flight cycle i is:

Z(τ arri )− Z(τ depi ) ∼ Gamma(α, β) (1)

where α is the shape parameter and β is the scale
parameter of the Gamma process.
During the ground-time, if no maintenance is

performed, the degradation level remains the same
since the brakes are not used, i.e.,

Z(τ depi+1)− Z(τ arri ) = 0. (2)

If a brake is replaced during the ground time
before flight cycle i, Z(τ depi ) = 0.
As soon as the degradation level exceeds a

threshold η, we say that the brake is inoperable.
The threshold η is specified by the manufacturer
of the brakes, and reflects the mechanical proper-
ties of the brakes. After a proper normalization,
we consider η = 1.

2.2. Redundancy of the Landing Gear
System and Degradation Incidents

We say that a multi-component system has NCM

redundancy if the system consists of N compo-
nents and needs to have at leastM operable com-
ponents, (0 < M ≤ N ). As soon as more than
(N −M) components become inoperable, we say
that a degradation incident occurs.
The aircraft landing gear system has 8 brakes

in total, with 4 brakes on each side of the aircraft.
At least 3 brakes on each side of the aircraft are
required to be operational Lee and Mitici (2022),
i.e., 4C3 redundancy for each group of 4 brakes.
As soon as more than one brake becomes inoper-
able on either side of the aircraft we say that we
have a degradation incident.

2.3. Condition monitoring

Sensors continuously monitor the degradation
level of the brakes. Let Z̃i be the degradation level
indicated by the sensors after flight cycle i,

Z̃i = Zi + εs, (3)

with εs ∼ N (0, σ2
s) is the sensor measurement

error.
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2.4. RUL prognostics for aircraft brakes

We analyze the degradation of landing gear brakes
recorded by sensors for a fleet of aircraft. Since the
observed degradation exhibit a linear trend (see
Fig.1), we use a Bayesian linear regression (BLR)
to predict the Remaining-Useful-Life (RUL) of
the brakes. Oikonomou et al. (2022)
The input of the BLR model is the degradation

of the brake observed up to current flight cycle i1,
Z = {(i, Z̃i)|i0 ≤ i ≤ i1}, with an initial degra-
dation level Z̃i0 . We estimate the degradation level
after flight cycle i as:

Z̃i ∼ N (w0 + w1i, σ
2
BLR) (4)

where ω0 is the intercept, ω1 is the coefficient
of the linear model, and σ2

BLR is the variance of
the Gaussian model. The prior of the coefficient
ω1 is assumed to be zero-mean Gaussian, i.e.,
P (ω1) = N (ω1|0, λI). Here, λ and σ2 are the
hyper-parameters of the model, and we consider
a Gamma distribution as their prior. Finally, the
parameters ω1, λ, and σ2 are jointly optimized
by maximizing the log marginal likelihood. The
intercept ω0 is the mean bias of the model in the
input dataZ , i.e., ω0 =

∑
(i,Z̃i)∈Z [Z̃i−w1i]/|Z|.

Given that a brake has already been used for
i flight cycles, its RUL ρ(i) is the number of
remaining flight cycles until the probability that
the degradation level exceeds η, is larger than a
reliability threshold ξ, i.e.,

ρ(i) = min
δ

{
δ : P

(
Z̃i+δ ≥ η|Z

)
≥ ξ

}
. (5)

The RUL prognostics ρ(i) of the brakes are up-
dated after every flight cycle, taking into account

Fig. 1. Examples of degradation of the carbon disk of
landing gear brakes.

the most recently available degradation data Z
collected from the on-board sensors.

2.5. Maintenance using data-driven
Remaining-Useful-Life prognostics

We propose a predictive maintenance strategy
that schedules brake replacements based on RUL
prognostics. Specifically, a brake replacement is
scheduled after

(
ρ(i) − μ

)
flight cycles, where

ρ(i) is the RUL prognostics of the brake obtained
after the brake has been used for i flight cycles,
and μ is a safety margin. So, we schedule a brake
replacement μ flight cycles earlier than the esti-
mated RUL ρ(i).
Our predictive maintenance strategy has two

design parameters to be optimized: i) the safety
margin μ based on which a replacement is sched-
uled, and ii) the reliability threshold ξ used when
determining the RUL ρ(i). These two design pa-
rameters are selected from the continuous ranges
μ ∈ [μmin, μmax] and ξ ∈ [ξmin, ξmax].
The goal is to efficiently search in the continu-

ous design space [μmin, μmax] × [ξmin, ξmax] for
those values ξ and μ that optimize the mainte-
nance with respect to multiple objectives.

2.6. Objectives of Predictive Maintenance

When designing the maintenance of aircraft, mul-
tiple (conflicting) objectives should be considered
such as reliability-related objectives, cost-related
objectives, efficiency-related objectives. We con-
sider the following two objectives f1 and f2. Lee
and Mitici (2021)

f1 : Mean flight cycles to replace (MCTR),
f2 : The expected number of degradation inci-
dents (NInc) (see Section 2.2).

A large MCTR indicates that the mean time be-
tween two consecutive replacements of a brake
is large, i.e., we utilize brakes efficiently. A low
NInc implies that a limited number of degradation
incidents are expected, i.e., the maintenance is
reliable. The goal is to find optimal values for μ
and ξ that maximize f1 : MCTR and minimize
f2 : NInc.
For each combination of values for μ and

ξ, Monte Carlo simulation is used to evaluate
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MCTR and NInc. However, evaluating a large
number of combinations of values for μ and ξ

is computationally inefficient. Moreover, since the
design space ([μmin, μmax]× [ξmin, ξmax]) is con-
tinuous, it is not possible to evaluate all possible
values anyways. Therefore, we are interested in
using a minimum number of simulations to effi-
ciently determine Pareto optimal values of μ and
ξ.

3. Efficiently Exploring the Design
Space of the Maintenance Problem

We pose the design of the maintenance of the
landing gear brakes as a design space exploration
problem, i.e., we are identifying the design vec-
tors x = [μ, ξ] that optimize multiple objectives
f(x) = [MCTR, NInc] by exploring the design
space X = [μmin, μmax]× [ξmin, ξmax].
We propose Gaussian process (GP) learning

with adaptive sampling to efficiently explore the
design space X .
Evaluate the objectives and update the
Pareto front

At each iteration k, we evaluate the objectives
f(x) of sampled parameter values x ∈ Xk ⊂ X .
At the initial iteration k = 0, we sample x ∈ X0

using an l-level factorial design method. Kleijnen
(2008) This evaluation is made by Monte Carlo
simulation of the aircraft maintenance process
given in Section 2.
Given the Monte Carlo simulation results, we

identify the set of Pareto optimal parameters X ∗
k :

X ∗
k = {x | �x′ : f(x′) � f(x), ∀x′ ∈

⋃
0,...,k

Xk}.

(6)
Here, f(x′) � f(x) implies that f(x′) dominates
f(x) according to the Pareto efficiency. As such,
X ∗

k is an approximation of the true Pareto front
X ∗ because

⋃
0,...,k Xk ⊂ X .

We propose to refine X ∗
k by exploring and eval-

uating new x that is expected to be Pareto optimal
using GP learning models.

Train Gaussian Process learning models

We construct GP learning models to rapidly pre-
estimate f(x) without using Monte Carlo simula-

tions. Let gm(x) be a GP model mapping x into an
objective fm. A GP model is defined by a mean
function and a covariance function. Rasmussen
and Williams (2006) Assuming a zero prior mean
function, gm is defined as:

gm(x) = GP
(
0, κm(x, x′)

)
, (7)

where κm is a covariance function, or equivalently
a kernel. For simplicity, we drop the the subscript
m in the following discussion about kernels. We
select the following compound kernel function:

κ(x, x′) = κRBF(x, x′) + κWN(x, x′), (8)

where κRBF is a squared exponential radial basis
function (RBF) kernel, and κWN is a white noise
(WN) kernel.
The RBF kernel κRBF is defined based on an

Euclidean distance as follows:

κRBF(x, x′) = exp

(
−1

2

N∑
n=1

(xn − x′
n

ln

)2
)
,

(9)
where xn is nth element of vector x, and ln is a
characteristic length-scale. Depending on li, the
intensities of the correlation along design param-
eter xn varies.
The WN kernel κWN models the homogeneous

noise in the objective values in the training data.
Rojas-Gonzalez and Van Nieuwenhuyse (2020)
The WN kernel κWN is defined as follows:

κWN(x,x
′) =

{
σ2
noise, if x = x′

0, otherwise,
(10)

where σ2
noise > 0 is a noise level.

Given this compound kernel, we train the GP
models gm(x) in Eq.(7). The training data Dk is
the Monte Carlo simulation results obtained until
the current iteration k, i.e., Dk = {(x, f(x)) |
x ∈ ⋃

0,...,k Xk}. The hyper-parameters li in
Eq.(9) and σ2

noise in Eq.(10) are optimized using
the maximum likelihood estimation. The trained
GP models are used to rapidly pre-estimate the
objective vectors during the following adaptive
sampling step.

Adaptive sampling

Now we select x for the next iteration (k + 1) us-
ing adaptive sampling to balance exploration and
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exploitation. Here, exploration implies acquiring
training data and improving the GP models, and
exploitation means improving the current solution
(X ∗

k ). Chen et al. (2009) The adaptive sampling
has two steps, we first sample x ∈ X based
on global sampling and local sampling. Global
sampling enables to explore the unknown domain
space, while local sampling allows to exploit the
current Pareto optimal solutions to generate addi-
tional x. Then, among the sampled x, we select the
promising ones based on their objective vectors
pre-estimated by the GP models. This adaptive
sampling approach reduces the number of x to
simulate, and balances the ratio of the exploration
to the exploitation.
For global sampling, x is sampled indepen-

dently of the training data obtained so far (ex-
ploration). Local sampling is based on the idea
that Pareto optimal x is likely to be located in
the vicinity of the other Pareto optimal parameter
values (exploitation). We sample x from a con-
vex combinations of two Pareto optimal solutions
x1,x2 ∈ X ∗

k , i.e.,

x = wx1 + (1− w)x2, (11)

with 0 < w < 1.
For all sampled x, we pre-estimate their objec-

tive vectors ˆf(x) = [f̂1(x), f̂2(x)]. Here f̂m(x) is
the prediction made by the GP model gm, whose
posterior distribution is normally distributed when
the training data Dk is given Rasmussen and
Williams (2006), i.e.,

fm(x)|x,Dk ∼ N (E[fm],V[fm]). (12)

Here, the mean E[fm] and variance V[fm] are:

E[fm] = K(x, Xk)
[
K(X,X)

]−1
Fm, (13)

V[fm] = K(x,x)

−K(x, Xk)
[
K(Xk, Xk)

]−1
K(Xk,x),

(14)

whereXk is the matrix of x in Dk, F s
m is the vec-

tor of fm in Dk, K(·, ·) is the covariance matrix
calculated by the kernel κ(·, ·) in Eq.(8).
This posterior distribution in Eq.(12) of the GP

model gives both the prediction E[fm], and its
uncertainty V[fm]. Assuming that fm is mini-
mized, we estimate f̂m(x) as the lower confidence

Fig. 2. Adaptive sampling in the objective space F .

Fig. 3. A visualization of hyper-volume indicator V at
iteration k and (k + 1).

interval of Eq.(12), i.e.,

f̂m(x) = E[fm]− ζ
√

V[fm], (15)

where ζ ≥ 0 is a constant determining the width
of the confidence interval.
Finally, we select x whose f̂(x) is non-

dominated. Let Xk+1 be a set of x selected for
the next iteration (k + 1). Then, we start the next
iteration (k + 1) by evaluating the objectives of
x ∈ Xk+1.
Fig. 2 shows an example of an adaptive sam-

pling step in the objective space F , f ∈ F .
Circles represent the Pareto optimal objective vec-
tors obtained up to iteration k. Triangles represent
the objective vectors f̂(x) pre-estimated by the
GP models. We only select x if f̂(x) is non-
dominated. Yellow triangles are associated with
x selected for the next iteration because f̂(x)

are non-dominated, while pink triangles are not
selected.

Stopping criteria and quality indicators

We stop the iterations if a predefined number of
Monte Carlo simulations is exceeded. Then, we
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assess whether the quality of the identified Pareto
front is satisfactory/saturated, by evaluating two
indicators. One is the number of Pareto optimal
parameter values x obtained during k iterations,
i.e., |X ∗

k |. The other is a hyper-volume indicator
Vk obtained based on the obtained Pareto front
after iteration k. Vk is the hyper-volume in the
objective space F , covered by a reference point
and the Pareto front. Zitzler et al. (2003)
Fig. 3 visualizes the hyper-volume indicators

Vk and Vk+1 for a 2 dimensional objective space
F , where f1 and f2 are minimized. The green and
yellow circles denote the Pareto optimal objective
vectors obtained during iteration k and (k + 1),
respectively. The star at the upper right corner is
the reference point that covers the hyper-volumes.

4. Case study: Predictive Maintenance
of Aircraft Landing Gear Systems

We consider 2 aircraft landing gear systems, one
on each side of the wing. Each landing gear
system has 4 brakes with 4C3 redundancy. The
degradation of the brakes are assumed to follow
a Gamma process with parameters α = 0.8 and
β = 0.001. Sensors monitor the degradation of
the brakes. The measurement error of the sensors
is assumed to be normally distributed with mean
zero and σs = 0.0204. Lee and Mitici (2020)
The design space X is defined by the range of

the two design parameters μ (safety margin used
when scheduling maintenance) and ξ (reliability
threshold used to determine RUL). We explore the
following ranges:

μ ∈[μmin, μmax] = [0, 30],

ξ ∈[ξmin, ξmax] = [0.01, 0.99].

Fig. 4 shows the exploration of the design space
during iterations k = 1, 2, 3. Here, the Pareto
optimal parameter values x ∈ X ∗

k are marked with
green squares in the design space, and their objec-
tive vectors f(x) are marked with green circles in
the objective space. At iteration k = 1, we con-
ducted Monte Carlo simulations of 12 parameter
values x ∈ X1, i.e., |X1| = 12. Among them,
seven parameter values were identified as Pareto
optimal solutions, i.e., |X ∗

1 | = 7.
Next, we trained the GP models using the train-

ing data obtained by the Monte Carlo simulation,
i.e., {(x, f(x)) | x ∈ X1}. Based on the adaptive
sampling approach, we selected five new design
parameters x to be simulated in the next iteration
k = 2, i.e, |X2| = 5. These x ∈ X2 are marked
with yellow diamonds in the design space (k =

1), and their objective vectors f̂(x) predicted by
the GP models are marked as yellow triangles in
the objective space (k = 1). For example, see
x1,x2 ∈ X2 in the design space (k = 1) in Fig. 4.
At iteration k = 2, we conducted Monte Carlo

simulations for the selected parameter values x ∈
X2. Given their objective vectors assessed by
Monte Carlo simulation, we updated the Pareto
optimal solutions X ∗

2 . For instance, x2 was iden-
tified as Pareto optimal solution and was included
to X ∗

2 . On the other hand, x1 was dominated by
solutions already obtained at iteration k = 1, and
thus it was excluded from X ∗

2 . We repeated these
steps until iteration k = 19.

4.1. Pareto optimal maintenance

The final design for the maintenance of the aircraft
brakes is shown in Fig.5. We have simulated 102
parameters during 19 iterations, and identified 55
Pareto optimal parameters. For example, x3 in
Fig. 5 corresponds to the parameter values μ = 28

and ξ = 0.58, and it leads to NInc = 0.0003

andMCTR = 1228. This is a dominated solution
because if we choose parameter values μ = 0 and
ξ = 0.26 (x4), thenNInc is reduced to 0.0002 and
MCTR is increased to 1233. In other words, we
can improve both objectives. Thus, x4 is a Pareto
optimal solution, while x3 is not.
The Pareto front in Fig. 5 shows a trade-off

between reliability (f2 : NInc) and cost-efficiency
(f1 : MCTR). To increase the reliability of main-
tenance by reducing NInc, there must be a reduc-
tion inMCTR or a decrease of cost-effectiveness.
The choice among the Pareto optimal solutions
depends on the preference of decision makers. For
instance, if the expected number of incidents is
preferred to be below 0.05, then an optimal choice
of parameters are μ = 23 and ξ = 0.84 (x5 in
Fig.5). This choice of design parameters lead to
NInc = 0.046 and MCTR = 1254. Since x5 is a
Pareto optimal solution, there is no other solution
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Fig. 4. Pareto optimal parameter values in objective space F and design space D during iterations k = 1, 2, 3.

Fig. 5. Final result for the design of brake mainte-
nance. (Up) The Pareto optimal parameters in the de-
sign space. (Down) The Pareto front in the objective
space.

that leads to a higher MCTR while maintaining
NInc ≤ 0.5.

4.2. Quality of the Pareto front

The quality of the Pareto front obtained by our
approach is evaluated based on two indicators: the
hyper-volume indicator Vk of the Pareto front, and
the number of Pareto optimal parameters |X ∗

k |. Vk

shows the level of exploration, while |X ∗
k | shows

the level of exploitation. Lee and Mitici (2022)
Fig. 6 shows these quality indicators at iteration

Fig. 6. Quality indicators at iteration k with respect to
the number of simulated parameters.

k, where its x-axes are the number of simulated
parameters |Xk| representing the computational
cost used until iteration k.
Based on Fig.6, we concluded that the identified

Pareto front is satisfactory since the improvement
of Vk (exploration) was slowed down. On the
other hand, the number of Pareto optimal param-
eters |X ∗

k | (exploitation) still increased signifi-
cantly until the last iteration. This improvement
of |X ∗

k | was achieved by finding the Pareto opti-
mal parameters that lead to very similar objective
vectors f(x). This is clear in the final Pareto front
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of Fig. 5, where many Pareto optimal objective
vectors are similar.
The different trends of Vk and |X ∗

k | in Fig. 6
show that our approach balances exploration and
exploitation automatically. Large improvements
of Vk during early iterations show that we first
focused on exploration. For example, 78% of total
improvements were made in k ≤ 5. In the later
iterations, however, we focused on the exploita-
tion of the design space to identify more Pareto
optimal parameters. Such a balancing is achieved
by the utilization of both the GP models and our
adaptive sampling approach.

5. Conclusion

In this study, we have proposed a methodology
to design a reliable, data-driven maintenance for
multi-component aircraft systems. We have con-
sidered a Gamma process for the degradation of
system components, and NCM redundancy of
such systems. The main contributions of this paper
are:

• We propose Remaining-Useful-Life (RUL)
prognostics using a Bayesian linear regres-
sion.

• We propose a data-driven maintenance strat-
egy having two design parameters: a safety
margin used in maintenance scheduling and a
reliability threshold used to obtain RUL prog-
nostics.

• We propose an algorithm to efficiently explore
the design space of the safety margin and the
reliability threshold, using Gaussian process
learning and novel adaptive sampling tech-
niques.

• We identify Pareto optimal, data-driven main-
tenance designs for aircraft landing gear sys-
tems, showing the trade-off between reliabil-
ity and cost-efficiency objectives.

Overall, this study supports a transition towards
the data-driven maintenance for aircraft systems
by providing an efficient and reliable design
framework.
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