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a b s t r a c t 

The degree-based entropy I d (G ) of a graph G on m > 0 edges is obtained from the well- 

known Shannon entropy − ∑ n 
i =1 p(x i ) log p(x i ) in information theory by replacing the prob- 

abilities p(x i ) by the fractions d G (v i ) 
2 m 

, where { v 1 , v 2 , . . . , v n } is the vertex set of G , and d G (v i ) 
is the degree of v i . We continue earlier work on I d (G ) . Our main results deal with the effect 

of a number of graph operations on the value of I d (G ) . We also illustrate the relevance of 

these results by applying some of these operations to prove a number of extremal results 

for the degree-based entropy of trees and unicyclic graphs. 
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1. Introduction 

We start this section with some background and motivation underpinning our research and informing the reader who is 

less experienced with graph theory. 

1.1. Background and motivation 

Many of the graph concepts related to our current work originate not only from applications of graph theory in chemistry,

but also share common ground with the concept of entropy in information theory, as we will see. 

A graph is a mathematical object consisting of a finite set of vertices which can be interpreted as the abstraction of the

atoms of a molecule, and a set of edges which can be interpreted as the abstraction of the bonds between pairs of atoms in

that molecule. In this graph model, each edge represents one bond between one pair of atoms, and multiple bonds between

the same pair of atoms are represented by multiple edges between the corresponding pair of vertices in the graph. If such
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multiple bonds exist, then an incidence function is used to associate each edge of the graph with its two end vertices. So,

the graph is specified by its vertex set, its edge set, and – if necessary – an incidence function. 

To study the structural properties of graphs, one of the first concepts that appeared rather naturally in the graph theory

literature is the concept of the degree of a vertex, i.e., the number of edges that have this vertex as one of their end vertices.

This vertex degree represents the valency of the corresponding atom in the molecule. Many other and more sophisticated 

graph concepts that are based on the vertex degrees, the powers of these degrees, the sums or reciprocal sums of these

powers, or the distribution of the degrees have appeared over the last decennia. Within the application area of chemistry 

these graph invariants are usually grouped under the general umbrella term of degree-based topological indices. We refer 

the interested reader to the survey paper due to Gutman [16] for more information and for a critical comparison of a large

number of these indices. 

In this paper, we focus on a degree-based graph invariant which is inspired by the seminal work of Shannon [20] in

information theory. He defined what is now known as the Shannon entropy of a discrete random variable X as 

−
n ∑ 

i =1 

p(x i ) log b p(x i ) , 

where the possible outcomes x i of X occur with probability p(x i ) for i = 1 , 2 , . . . , n , and where b denotes the base of the

logarithm. The most commonly used value for b is 2, but other used values for b are 10 and e , the base of the natural

logarithm. Although the base of the logarithms in the above expression could be any reasonable constant, throughout the 

paper we use the base 2. We take the liberty to omit the subscript b or 2, and we use the common convention that 0 log 0 =
0 . Instead of using probabilities in the above formula, one could be tempted to use any type of fractions that together add

up to one. In fact, this is the general idea behind a number of graph invariants that have been studied in the context of the

Shannon entropy. To be more particular, in the next section we will demonstrate how vertex degrees have been applied in

a rather natural way by Cao et al. in [4] to define a graph invariant which reveals a remarkable resemblance with the above

expression, as is shown in Definition 1 below. 

1.2. Degree-based graph entropy 

Recalling that the degree d G (v ) of a vertex v in a graph G is the number of edges having this vertex as an end vertex, it

is obvious that each edge contributes 2 to the sum of the degrees taken over all vertices of G . Hence, the sum of the vertex

degrees is equal to twice the number of edges of G , a folklore result that goes back to Euler [14] , who proved this result

in 1736. This result implies that in a graph G with m > 0 edges, the fraction 

d G (v ) 
2 m 

is between 0 and 1 for every vertex v of

G , and that the sum of these fractions taken over all vertices of G is equal to 1. In the light of the above discussion, from

the graph theoretic point of view it makes sense to replace the probabilities in the above formula of the Shannon entropy

by these fractions. This is the basic idea behind the following definition of the degree-based entropy which we adopted 

from Cao et al. [4] . 

Definition 1. Let G be a graph with vertex set V = { v 1 , v 2 , . . . , v n } and m > 0 edges. Let d G (v i ) denote the degree of vertex

v i in G . The degree-based (graph) entropy of G , denoted by I d (G ) , is defined as 

I d (G ) = −
n ∑ 

i =1 

d G (v i ) 
2 m 

log 
d G (v i ) 

2 m 

. (1) 

For later reference, we also define a function 

h d (G ) = 

n ∑ 

i =1 

d G (v i ) log d G (v i ) . (2) 

Straightforward calculations show that I d (G ) = log (2 m ) − 1 
2 m 

h d (G ) . This function h d (G ) comes in handy if we want to com-

pare I d (G ) and I d (G 

′ ) for two graphs G and G 

′ with the same number of edges, or if we want to obtain the minimum or

maximum of I d (G ) , where G ranges over all members of a class of graphs with m edges. 

In fact, there have appeared earlier studies on graph entropy notions which are based on replacing the probabilities in the

Shannon entropy by graph invariants. In the next section, we give a short overview for further background and information. 

1.3. More background 

As with the above degree-based entropy of (1) in Definition 1 , the origin of all graph entropy measures dates back to

the seminal work on information entropy due to Shannon. With the introduction of this concept in his 1948 paper [20] he

laid the foundation for the development of information theory. The first graph entropy measure which is based on the 

Shannon entropy is usually attributed to Rashevsky. To measure the information content of an organism, already back in 

1955 Rashevsky [19] defined a graph entropy based on certain probability distributions associated with the automorphisms 

of graphs. Since then graph entropies have been applied to structural graph measures in quantitative graph theory [10,13] .
2 
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Many different invariant-based entropies have meanwhile been proposed to measure the complexity of graphs. We refer 

the interested reader to the two survey papers [11,21] and the two books [2,9] for general information and a wealth of

pointers to related literature on graph entropies, and the four papers [4–6,8] for some of the more recent examples. In

an influential and much cited paper of 2008 [7] , it was Dehmer who introduced a general concept of graph entropies,

thereby unifying several different existing entropy-based measures. The degree-based graph entropy defined in [4] and (1) of 

Definition 1 above is a special case of this more general concept. 

One of the fundamental and first natural problems in studying any (new) graph invariant is determining its minimum and 

maximum values, and characterizing the extremal graphs attaining these values. For such problems, restrictions to special 

graph classes are also often considered. This holds in particular for graph entropies and more generally for topological 

indices of graphs. Especially in application areas like chemistry, the class of trees and more sophisticated special graph 

classes are motivated by the atomic structure of hydrocarbon molecules or their carbon atom skeleton. 

Recently, several groups of researchers have studied the extremal properties of degree-based entropies. Cao et al. [4] were 

the first to study the extremal values of entropies based on degree powers for certain families of graphs, and in more detail

the entropy defined in (1) of Definition 1 . More recently, Ghalavand et al. [15] established the first maximum and minimum

values of the entropy in (1) for families of trees and unicyclic graphs, by applying majorization techniques. We come back to

this in Section 3 , where we extend and apply one of their fundamental lemmas. In a very recent paper, Yan [22] investigated

the extremal properties of this entropy for general graphs. The maximum value of this entropy was determined for the class

of bipartite graphs in [12] , by characterizing the degree sequences of the extremal graphs. 

1.4. Our contributions 

Our main results in the next section deal with the effect of certain graph operations on the value of the degree-based

entropy from (1) . It has been demonstrated in many papers that graph operations can form an effective and valuable tool

in determining extremal values of several topological indices. Examples of their benefit in obtaining these values have been 

illustrated with respect to the eccentric connectivity coindex [1] , the first and second Zagreb indices [17] , and the hyper-

Wiener index [18] . For the degree-based graph entropy, results in this direction are generally lacking. Our contributions are 

motivated by the above observations. 

The rest of this paper is organized as follows. In Section 2 , we present our results involving the effect of graph operations

on the value of the degree-based entropy from (1) . We also determine several extremal values of this entropy for trees and

unicyclic graphs with some given parameters. In Section 3 , we present some preliminary results that will be used in our

later proofs. Most of the proofs of our results are postponed to Section 4 . 

2. Main results 

In the next two subsections, we present our main results. We start with the results expressing the effect of certain graph

operations on the value of the degree-based entropy. This is followed by a subsection in which we present our extremal

results. 

2.1. The effect of graph operations 

We use standard graph-theoretic terminology and notation, as can be found in the textbook of Bondy and Murty [3] .

Whenever we use the term graph, we mean a finite and undirected graph in which we allow multiple edges but no loops.

Let G = (V, E) be a graph. We call G an n -vertex graph if | V | = n . In the presence of multiple edges, we use an incidence

function ψ G : E → V × V that defines the ends ψ G (e ) = { u, v } of each edge e ∈ E incident with two distinct vertices u and

v of G . We use the shorthand u v or v u for { u, v } . If G is a simple graph, we can avoid the use of ψ G , and use u v or v u to

indicate the unique edge e with ends u and v . For a subset S ⊆ E, we use G − S to denote the graph (V, E \ S) (for which

we restrict ψ G to E \ S if necessary). Similarly, we use G + F to denote the graph obtained from G by adding a set F of new

edges incident with pairs of distinct vertices of G (possibly creating multiple edges and defining or extending ψ G in the

obvious way). If S = { e } or F = { e } , we use G − e and G + e as shorthand for G − { e } and G + { e } , respectively. Similarly, we

use G − e + f as shorthand for (G − e ) + f . 

The following four results deal with the effect of edge additions and edge deletions on the value of the degree-based

entropy I d (G ) of (1) in Definition 1 . 

Theorem 1. Let u , v , w and x be four vertices of a graph G . Set G 

′ = G + e and G 

′′ = G + f , in which ψ G ′ (e ) = u v and ψ G ′′ ( f ) =
wx . If d G (u ) ≥ d G (w ) and d G (v ) ≥ d G (x ) , then I d (G 

′ ) ≤ I d (G 

′′ ) , with equality holding in the latter inequality if and only if d G (u ) =
d G (w ) and d G (v ) = d G (x ) . 

The following known result is an easy consequence of Theorem 1 . 

Corollary 1 [4] . Let u , v and w be three vertices of a simple graph G . Suppose that u and v are adjacent, and w and v are not

adjacent, and set G 

′ = G − u v + w v . If d G (u ) − d G (w ) ≥ 2 , then I d (G ) < I d (G 

′ ) . 
3 
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In fact, since Theorem 1 holds for multigraphs, we can deduce the slightly stronger statement in which we assume e

(with ψ G (e ) = u v ) is one of possibly more than one edges joining u and v , and f (with ψ G ′ ( f ) = w v ) is a new edge of G 

′ 
joining the possibly already adjacent vertices w and v of G . We also immediately obtain the following result involving the

deletion and addition of pendant edges. 

Corollary 2. Let u , v and w be three vertices of a graph G . Suppose that d G (v ) = 1 , u and v are adjacent, and w and v are not

adjacent. Set G 

′ = G − e + f , in which ψ G (e ) = u v and ψ G ′ ( f ) = w v . Then I d (G ) ≤ I d (G 

′ ) if and only if d G (u ) > d G (w ) . 

In our next result, we compare the effect of adding one edge between two different pairs of vertices with the same

degree sum. 

Theorem 2. Let s be a positive integer, and let u , v , w and x be four vertices of a graph G . Suppose that d G (u ) ≥ d G (v ) ≥ 1 ,

d G (w ) ≥ d G (x ) ≥ 1 , and d G (u ) + d G (v ) = d G (w ) + d G (x ) = s . Set G 

′ = G + e and G 

′′ = G + f , in which ψ G ′ (e ) = u v and ψ G ′′ ( f ) =
wx . If d G (u ) − d G (v ) ≤ d G (w ) − d G (x ) , then I d (G 

′ ) ≤ I d (G 

′′ ) , with equality holding in the latter inequality if and only if d G (u ) =
d G (w ) . 

In our next results, we consider a number of more global operations on a graph, the first of which is the so-called k -blow

up of G , denoted by G 

(k ) . This is the graph obtained by replacing every vertex v of G with k > 0 distinct copies, and joining

every copy of u to every copy of v in G 

(k ) with � u v edges if and only if there are � u v edges joining u and v in G . We deduce

the following expression for the degree-based entropy of G 

(k ) . 

Theorem 3. Let G be a graph with at least one edge, and let k ≥ 1 be an integer. Then I d (G 

(k ) ) = I d (G ) + log k . 

In the next result, we consider the graph G/ { x, y } obtained from a graph G by identifying two distinct nonadjacent ver-

tices x and y , i.e., replacing x and y by a single new vertex z and making z incident to all edges that were incident to x

or y (possibly creating multiple edges). The following result shows that the degree-based entropy decreases if two distinct 

nonadjacent vertices are identified. 

Theorem 4. Let G be a graph with at least one edge. Suppose that x and y are two distinct nonadjacent vertices of G . Set

G 

′ = G/ { x, y } . Then I d (G ) > I d (G 

′ ) if and only if d G (x ) > 0 and d G (y ) > 0 . 

We next consider the identification of two vertices x ∈ V (G ) and z ∈ V (H) from disjoint graphs G and H, resulting in the

graph denoted as GxHz. We observe the following effect of the degree of x on the degree-based entropy of GxHz. 

Theorem 5. Let G and H be two disjoint graphs. Suppose that x and y are two vertices of G , and z is a non-isolated vertex of H.

If d G (x ) ≥ d G (y ) , then I d (GxHz) ≤ I d (GyHz) , with equality holding in the latter inequality if and only if d G (x ) = d G (y ) . 

Our final result of this subsection deals with the weak product (also known as tensor product or Kronecker product) 

G × G 

′ of two disjoint graphs G and G 

′ . This is the graph with vertex set V (G ) × V (G 

′ ) , in which every pair of edges f ∈ E(G )

with ψ G ( f ) = u v and f ′ ∈ E(G 

′ ) with ψ G ′ ( f ′ ) = u ′ v ′ produces an edge e ∈ E(G × G 

′ ) with ψ G ×G ′ (e ) = (u, u ′ )(v , v ′ ) (in other

words, (u, u ′ )(v , v ′ ) has multiplicity ab if u v has multiplicity a and u ′ v ′ has multiplicity b). 

We deduce the following nice relationship between the degree-based entropies of G × G 

′ , G and G 

′ . 

Theorem 6. Let G and G 

′ be two graphs with at least one edge. Then I d (G × G 

′ ) = I d (G ) + I d (G 

′ ) . 

In the next subsection, we present our extremal results. 

2.2. Extremal results 

Before we can present our first result in this subsection, we need some additional notation. 

As usual, P n denotes the path on n vertices. For an integer k ≥ 1 , let T n (n 0 , n 1 , . . . , n k ) be the n -vertex tree which is

obtained from the path P k +1 = v 0 v 1 · · · v k by attaching n i pendant vertices to the vertex v i for i = 1 , . . . , k − 1 , so with n − 2 =∑ k −1 
i =1 (n i + 1) . Now we let T ∗

n,k 
(see Fig. 1 ) denote the set of all n -vertex trees T n (n 0 , n 1 , . . . , n k ) with n 1 = · · · = n i −1 = n i +1 =

· · · = n k −1 = 0 and n i = n − 1 − k for i = 1 , 2 , . . . , k − 1 . 

All the trees of Fig. 1 have the same degree-based entropy, and they appear naturally in the following extremal result. 

Theorem 7. Let T be an n -vertex tree with diameter k ≥ 1 . If I d (T ) attains the minimum value among all n -vertex trees with

diameter k , then T ∈ T ∗
n,k 

. 

We can prove an analogous result for unicyclic graphs (possibly a tree with one double edge). Let C n denote the cycle on

n ≥ 2 vertices (where C 2 corresponds to a double edge). Let C n (n 1 , n 2 , . . . , n k ) be the n -vertex unicyclic graph obtained from

the cycle C k = u 1 u 2 · · · u k u 1 by attaching n i pendant neighbors to the vertex u i for i = 1 , 2 , . . . , k . Figure 2 shows the unicyclic

graph C n (n 1 , n 2 , . . . , n k ) for n 1 = n − k > 0 and n 2 = · · · = n k = 0 (i.e., C n (n − k, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −1 

) ). 
4 
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Fig. 1. The trees in T ∗
n,k 

. 

Fig. 2. The unicyclic graph C n (n 1 , n 2 , . . . , n k ) for n 1 = n − k > 0 and n 2 = · · · = n k = 0 . 

 

 

Theorem 8. Let C be an n -vertex unicyclic graph containing a cycle on k ≥ 2 vertices. If I d (C) attains the minimum value among

all n -vertex unicyclic graphs containing a cycle on k vertices, then C ∼= 

C n (n − k, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −1 

) . 

We continue with extremal results for specific subclasses of trees and unicyclic graphs, but first need some additional 

terminology and notation. 

We say that a graph G admits a (p, q ) -bipartition if V (G ) = V 1 ∪ V 2 for disjoint sets V 1 and V 2 with | V 1 | = p > 0 and

| V | = q > 0 , and each edge of G has ends in V and V . 
2 1 2 

5 
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Fig. 3. The tree S ∗(p, q ) . 

Fig. 4. The construction of a tree in T ∗(15 , 6) . 

Fig. 5. The construction of one member of C ∗(4 , 3) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Let T (p, q ) denote the set of all trees admitting a (p, q ) -bipartition. Let S ∗(p, q ) be the member of T (p, q ) obtained by

attaching p − 1 and q − 1 pendant vertices to the two vertices of a P 2 , respectively (as indicated in Fig. 3 ). 

We consider another specific subclass of T (p, q ) . Let T ∗(p, q ) denote the set of all trees that can be obtained from a q -

vertex tree T with �(T ) ≤
⌈

p+ q −1 
q 

⌉
in the following way. First subdivide every edge of T , i.e., replace each edge e = u v by a

path ux u v v for a newly added vertex x u v . The new tree clearly admits a (q − 1 , q ) -partition with V 2 = V (T ) and V 1 consisting

of the newly added vertices. Next attach p − q + 1 pendant vertices to the vertices of V 2 in such a way that the maximum

degree of the vertices in V 2 exceeds their minimum degree by at most 1. The construction of one member of T ∗(15 , 6) is

illustrated in Fig. 4 . Clearly, by construction every tree in T ∗(p, q ) has a (p, q ) -bipartition. 

The next result determines the minimum value of I d (T ) among all trees T ∈ T (p, q ) and characterizes the unique ex-

tremal tree. 

Theorem 9. Let p and q be integers with p ≥ q ≥ 1 . Then I d (T ) attains the minimum value among all trees in T (p, q ) if and

only if T ∼= 

S ∗(p, q ) . 

The following result determines the maximum value of I d (T ) among all trees T ∈ T (p, q ) and characterizes all the ex-

tremal trees. 

Theorem 10. Let p and q be integers with p ≥ q ≥ 1 . Then I d (T ) attains the maximum value among all trees in T (p, q ) if and

only if T ∈ T ∗(p, q ) . 

We finish this section with the counterparts of the above tree results for unicyclic graphs. For this, we let C(p, q ) denote

the set of all unicyclic graphs (possibly a tree with one double edge) admitting a (p, q ) -bipartition. Obviously, every member

of C(p, q ) has a unique cycle on an even number of vertices. We define a subclass C ∗(p, q ) of C(p, q ) in a similar way as

we did for trees. Let C ∗(p, q ) consist of all unicyclic graphs that can be obtained from a q -vertex unicyclic graph C with

�(C) ≤
⌈

p+ q 
q 

⌉
in the following way. First subdivide every edge of C to obtain a unicyclic graph which admits a (q, q ) -

bipartition with V 2 = V (C) and V 1 consisting of the newly added vertices. Next attach p − q pendant vertices to the vertices

of V 2 in such a way that the maximum degree of the vertices in V 2 exceeds their minimum degree by at most 1. The

construction of one member of C ∗(4 , 3) is illustrated in Fig. 5 . Clearly, by construction every unicyclic graph in C ∗(p, q ) has

a (p, q ) -bipartition. 

The next result determines the minimum value of I d (C) among all unicyclic graphs C ∈ C(p, q ) and identifies the unique

extremal graph. 
6 
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Theorem 11. Let p and q be integers with p ≥ q ≥ 1 . Then I d (C) attains the minimum value among all unicyclic graphs in C(p, q )

if and only if C ∼= 

C n (p − 1 , q − 1) . 

Note that C n (p − 1 , q − 1) in the above statement is a special case of the previously defined class C n (n 1 , n 2 , . . . , n k ) , and

that C n (p − 1 , q − 1) can be obtained from the tree in Fig. 3 by replacing the middle edge by a double edge. 

Our final result determines the maximum value of I d (C) among all unicyclic graphs C ∈ C(p, q ) and characterizes all the

extremal graphs. 

Theorem 12. Let p and q be integers with p ≥ q ≥ 1 . Then I d (C) attains the maximum value among all unicyclic graphs in C(p, q )

if and only if C ∈ C ∗(p, q ) . 

All proofs of our main results are postponed to Section 4 . In the next section, we introduce some additional terminology

and tools, together with several auxiliary results that we will use in our proofs. 

3. Preliminaries 

In this section, we give some additional terminology and notation, and we state and prove a number of lemmas which

will be used in the proofs of our results. 

Let G be a graph, and let S be a nonempty subset of V (G ) . If | S| = a 1 + a 2 + · · · + a t+1 and the number of vertices with

degree d i in S is a i for i = 1 , 2 , . . . , t + 1 and d 1 > d 2 > · · · > d t+1 = 0 , then by D (S) = [ d 
a 1 
1 

, d 
a 2 
2 

, . . . , d 
a t 
t ] we denote the degree

sequence of S. We use D (G ) instead of D (V (G )) . If there exists a graph G with degree sequence D = D (G ) , then D is called

graphic, and G is called a realization of D . We use �(G ) (resp., δ(G ) ) to denote the maximum (resp., minimum) degree of

the graph G . By S n we denote the star on n vertices. We say v is the center of the star S n if d S n (v ) = n − 1 . 

In the context of our research, majorization is a useful relationship between two non-increasing integer (degree) se- 

quences A = [ a 1 , a 2 , . . . , a n ] and B = [ b 1 , b 2 , . . . , b n ] . We say that A majorizes B , denoted by A � B , if for all k ∈ { 1 , 2 , . . . , n −
1 } : 

k ∑ 

i =1 

a i ≥
k ∑ 

i =1 

b i , and 

n ∑ 

i =1 

a i = 

n ∑ 

i =1 

b i . 

If at least one of the above inequalities is strict, then we say the majorization is strict. We use A � B to express that A

strictly majorizes B . 

Ghalavand et al. [15] proved the following result for simple graphs, but it is straightforward to extend their proof to

graphs. We omit the proof. 

Lemma 1. Let G and G 

′ be two graphs with the same number of vertices and edges. If D (G ) � D (G 

′ ) , then I d (G ) ≤ I d (G 

′ ) , with

equality holding in the inequality if and only if D (G ) = D (G 

′ ) . 

The following extremal result shows that I d (S n ) attains the minimum value among all n -vertex trees. 

Theorem 13 [4] . Let T be an n -vertex tree. Then I d (T ) ≥ I d (S n ) , with equality holding in the inequality if and only if T ∼= 

S n . 

Let G be a fixed graph with at least one edge, and let T be a randomly chosen n -vertex tree. Denote by GuT w the graph

obtained from G and T by identifying a fixed non-isolated vertex u ∈ V (G ) and a randomly chosen vertex w ∈ V (T ) . Let v be

the center of the star S n . For our proofs of Theorems 7 and 8 , the following two lemmas are key ingredients. 

The first result shows that among all n -vertex trees, I d (GuS n v ) attains the minimum value. 

Lemma 2. Let T be an n -vertex tree with w ∈ V (T ) , and let v be the center of the star S n . Suppose that G is a fixed graph

with a fixed non-isolated vertex u ∈ V (G ) . Then I d (GuT w ) ≥ I d (GuS n v ) , with equality holding in the inequality if and only if

GuT w 

∼= 

GuS n v . 

Proof. Suppose that I d (GuT w ) ≤ I d (GuS n v ) and GuT w is not isomorphic to GuS n v . So we have d T (w ) < n − 1 . This implies

that d GuT w 

(u ) = d G (u ) + d T (w ) < d G (u ) + n − 1 = d GuS n v (u ) . By Theorem 13 , and recalling (2) and the remarks we made

there, we have h d (T ) ≤ h d (S n ) . Since d G (u ) ≥ 1 , the function g(t) = (t + d G (u )) log (t + d G (u )) − t log t strictly increases as

t increases for t > 0 . This implies 

h d (GuS n v ) − h d (GuT w ) = h d (S n ) − (n − 1) log (n − 1) + d GuS n v (u ) log d GuS n v (u ) 

− h d (T ) + d T (w ) log d T (w ) − d GuT w 

(u ) log d GuT w 

(u ) 

= h d (S n ) − h d (T ) 

+ (d G (u ) + n − 1) log (d G (u ) + n − 1) − (n − 1) log (n − 1) 

− (d G (u ) + d T (w )) log (d G (u ) + d T (w )) + d T (w ) log d T (w ) 

= h d (S n ) − h d (T ) + g(n − 1) − g(d T (w )) 

> 0 , 
7 
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a contradiction. �

For our next lemma, let T n,k (resp. C n,k ) denote the set of all trees T n (n 0 , n 1 , . . . , n k ) (resp. all unicyclic graphs

 n (n 1 , n 2 , . . . , n k ) ). We consider the extremal results for T n,k and C n,k . 

Lemma 3. Let T n,k and C n,k be defined as above. Then 

(a) I d (T ) attains the minimum value among all trees in T n,k if and only if T ∈ T ∗
n,k 

for n > k ≥ 1 ; 

(b) I d (C) attains the minimum value among all unicyclic graphs in C n,k if and only if C ∼= 

C n (n − k, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −1 

) for n ≥ k ≥ 2 . 

Proof. We only prove (a) because (b) can be proved similarly. 

Suppose that T / ∈ T ∗
n,k 

and I d (T ) attains the minimum value among all trees in T n,k . Let P k +1 = v 0 v 1 · · · v k be the diamet-

rical path of T . This implies that there exist two distinct vertices v i and v j with d T (v i ) ≥ 3 and d T (v j ) ≥ 3 . Without loss of

generality, we may assume that d T (v i ) ≤ d T (v j ) . Let v / ∈ V (P k +1 ) be a neighbor of v i . Set T ′ = T − v i v + v j v . By Corollary 2 ,

we have I d (T ′ ) < I d (T ) , a contradiction. �

We need the next two lemmas for our proof of Theorem 11 . Let n , p, q and k be four integers with p + q = n , p ≥ q ≥ 1

and k ≥ 2 . The following lemma shows that, among all possible values for n 1 , n 2 , . . . , n k with C n (n 1 , n 2 , . . . , n k ) ∈ C(p, q ) , the

minimum value is attained by I d (C n (p − k 
2 , q − k 

2 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) . 

Lemma 4. Let n , p, q and k be four integers with p + q = n , p ≥ q ≥ 1 and k ≥ 2 . If C n (n 1 , n 2 , . . . , n k ) ∈ C(p, q ) , then

I d (C n (n 1 , n 2 , . . . , n k )) ≥ I d (C n (p − k 
2 , q − k 

2 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) . 

Proof. Let C k = u 1 u 2 · · · u k u 1 be the cycle of C n (n 1 , n 2 , . . . , n k ) and let (V 1 , V 2 ) correspond to a (p, q ) -bipartition of

 n (n 1 , n 2 , . . . , n k ) . Suppose that u 2 j ∈ V 1 and u 2 j−1 ∈ V 2 for j = 1 , 2 , . . . , k 
2 . This implies that 

k 
2 ∑ 

j=1 

(
d C n (n 1 ,n 2 , ... ,n k ) 

(u 2 j−1 ) − 2 

)
= p − k 

2 

and 

k 
2 ∑ 

j=1 

(
d C n (n 1 ,n 2 , ... ,n k ) 

(u 2 j ) − 2 

)
= q − k 

2 

. 

It follows that 

2 ≤ d C n (n 1 ,n 2 , ... ,n k ) 
(u 2 j ) ≤ p − k 

2 

+ 2 

and 

2 ≤ d C n (n 1 ,n 2 , ... ,n k ) 
(u 2 j−1 ) ≤ q − k 

2 

+ 2 

for j = 1 , 2 , . . . , k 
2 , and 

d C n (n 1 ,n 2 , ... ,n k ) 
(u ) = 1 

for u ∈ V (C n (n 1 , n 2 , . . . , n k )) \ V (C k ) . We have D (C n (p − k 
2 , q − k 

2 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) = [ p − k 
2 + 2 , q − k 

2 + 2 , 2 k −2 , 1 n −k ] . This implies

D (C n (p − k 
2 , q − k 

2 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) � D (C n (n 1 , n 2 , . . . , n k )) . By Lemma 1 , we have 

I d (C n (p − k 

2 

, q − k 

2 

, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) ≤ I d (C n (n 1 , n 2 , . . . , n k )) . 

�

We state and prove one more lemma to complete this section. This lemma shows the effect of shortening the cycle of

 n (s, t, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

) on the value of the degree-based entropy. 

Lemma 5. Let n , s , t and k be four integers with s + t + k = n , n ≥ k ≥ 4 and s, t ≥ 0 . Then 

I d (C n (s + 1 , t + 1 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −4 

)) < I d (C n (s, t, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) . 
8
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Proof. Without loss of generality, we assume that s ≥ t . It follows from 

D (C n (s, t, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) = [ s + 2 , t + 2 , 2 

k −2 , 1 

n −k ] 

and 

D (C n (s + 1 , t + 1 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −4 

)) = [ s + 3 , t + 3 , 2 

k −4 , 1 

n −k +2 ] 

that D (C n (s + 1 , t + 1 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −4 

)) � D (C n (s, t, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) . By Lemma 1 , we have I d (C n (s + 1 , t + 1 , 0 , . . . , 0 ︸ ︷︷ ︸ 
k −4 

)) <

I d (C n (s, t, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −2 

)) . �

4. Proofs 

In this final section, we gathered all the missing proofs of the statements in earlier sections. 

Proof of Theorem 1. Without loss of generality, we assume that d G (u ) ≥ d G (v ) . If d G (u ) = d G (w ) or d G (v ) = d G (x ) , then we

have D (G 

′ ) � D (G 

′′ ) . Using Lemma 1 , we get I d (G 

′ ) ≤ I d (G 

′′ ) , with equality holding in this inequality if and only if d G (u ) =
d G (w ) and d G (v ) = d G (x ) . We consider d G (u ) > d G (w ) and d G (v ) > d G (x ) in the following. It follows that D (G 

′ ) � D (G 

′′ ) if

d G (u ) = d G (v ) . Then, using Lemma 1 again, we have I d (G 

′ ) < I d (G 

′′ ) . We only prove the case d G (u ) > d G (w ) > d G (v ) > d G (x ) ,

since the other cases d G (u ) > d G (v ) = d G (w ) > d G (x ) , d G (u ) > d G (v ) > d G (w ) > d G (x ) , d G (u ) > d G (v ) > d G (w ) = d G (x ) , and

d G (u ) > d G (v ) > d G (x ) > d G (w ) can be proved similarly. Let us relabel the vertices of the graph G as v 1 , v 2 , . . . , v n such that

d G (v 1 ) ≥ d G (v 2 ) ≥ · · · ≥ d G (v n ) . Suppose that v i = u , v j = w , v s = v and v r = x . We may assume i = min { l| d G (v l ) = d G (u ) } ,
j = min { l| d G (v l ) = d G (w ) } , s = min { l| d G (v l ) = d G (v ) } , r = min { l| d G (v l ) = d G (x ) } and i < j < s < r. 

For each k ∈ { 1 , 2 , . . . , i − 1 } , we have 

k ∑ 

t=1 

d G ′ (v t ) = 

k ∑ 

t=1 

d G ′′ (v t ) ;

for each k ∈ { i, i + 1 , . . . , j − 1 } , we have 

k ∑ 

t=1 

d G ′ (v t ) > 

k ∑ 

t=1 

d G ′′ (v t ) ;

for each k ∈ { j, j + 1 , . . . , s − 1 } , we have 

k ∑ 

t=1 

d G ′ (v t ) = 

k ∑ 

t=1 

d G ′′ (v t ) ;

for each k ∈ { s, s + 1 , . . . , r − 1 } , we have 

k ∑ 

t=1 

d G ′ (v t ) > 

k ∑ 

t=1 

d G ′′ (v t ) ;

for each k ∈ { r, r + 1 , . . . , n } , we have 

k ∑ 

t=1 

d G ′ (v t ) = 

k ∑ 

t=1 

d G ′′ (v t ) . 

Therefore, D (G 

′ ) � D (G 

′′ ) . Using Lemma 1 , we conclude that I d (G 

′ ) < I d (G 

′′ ) . �

Proof of Corollary 1. Set H = G − u v . We have G = H + u v and G 

′ = H + w v . Since d G (u ) − d G (w ) ≥ 2 , d H (u ) = d G (u ) − 1 >

d G (w ) = d H (w ) . By Theorem 1 , we have I d (G ) < I d (G 

′ ) . �

Proof of Corollary 2. Set H = G − e . We have G = H + e and G 

′ = H + f . 

Suppose that d G (u ) ≤ d G (w ) . We have d H (u ) = d G (u ) − 1 < d G (w ) = d H (w ) . By Theorem 1 , we have I d (G ) > I d (G 

′ ) , a con-

tradiction. 

Hence, d G (u ) > d G (w ) and d H (u ) = d G (u ) − 1 ≥ d G (w ) = d H (w ) . By Theorem 1 , we have I d (G ) ≤ I d (G 

′ ) . �

Proof of Theorem 2. Since d G (u ) + d G (v ) = d G (w ) + d G (x ) = s and d G (u ) − d G (v ) ≤ d G (w ) − d G (x ) , we have d G (u ) ≥ s 
2 ,

d G (w ) ≥ s 
2 and d G (w ) ≥ d G (u ) . If d G (u ) = d G (w ) , then I d (G 

′ ) = I d (G 

′′ ) . We consider the case d G (w ) > d G (u ) in the follow-

ing. 
9 
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Let g(t) = t log t+1 
t + log (t + 1) + (s − t) log s −t+1 

s −t + log (s − t + 1) for s 
2 ≤ t ≤ s − 1 . By calculating the first-order deriva-

tive, we obtain 

g ′ ( s 
2 

) = 0 

and 

g ′ (t) = log 
t + 1 

t 
− log 

s − t + 1 

s − t 
< 0 

for s 
2 < t ≤ s − 1 . This implies g(t) strictly decreases as t increases for s 

2 ≤ t ≤ s − 1 . Let m be the number of edges of G .

Because d G (u ) + d G (v ) = d G (w ) + d G (x ) = s , we have 

I d (G 

′ ) = log (2 m + 2) − 1 

2 m + 2 

h d (G ) + 

1 

2 m + 2 

(d G (u ) log d G (u ) 

+ d G (v ) log d G (v ) − (d G (u ) + 1) log (d G (u ) + 1) − (d G (v ) + 1) log (d G (v ) + 1) ) 

= log (2 m + 2) − 1 

2 m + 2 

h d (G ) − 1 

2 m + 2 

(
d G (u ) log 

d G (u ) + 1 

d G (u ) 

+ log (d G (u ) + 1) + d G (v ) log 
d G (v ) + 1 

d G (v ) 
+ log (d G (v ) + 1) 

)

= log (2 m + 2) − 1 

2 m + 2 

h d (G ) − 1 

2 m + 2 

(
d G (u ) log 

d G (u ) + 1 

d G (u ) 

+ log (d G (u ) + 1) + (s − d G (u )) log 
s − d G (u ) + 1 

s − d G (u ) 
+ log (s − d G (u ) + 1) 

)

= log (2 m + 2) − 1 

2 m + 2 

h d (G ) − 1 

2 m + 2 

g(d G (u )) . 

By similar calculations, I d (G 

′′ ) = log (2 m + 2) − 1 
2 m +2 h d (G ) − 1 

2 m +2 g(d G (w )) . 

Since d G (x ) ≥ 1 , s − 1 ≥ d G (w ) . This implies s 
2 ≤ d G (u ) < d G (w ) ≤ s − 1 . So we have g(d G (u )) > g(d G (w )) . Thus I d (G 

′ ) <
I d (G 

′′ ) . �

Proof of Theorem 3. Let { v 1 , v 2 , . . . , v n } denote the vertex set of G . We use v i 1 , v i 2 , . . . , v ik to denote k copies of v i in the

blow-up graph G 

(k ) . Let m be the number of edges of G . By definition, we have d G (k ) (v i j ) = kd G (v i ) for i = 1 , 2 , . . . , n and

j = 1 , 2 , . . . , k . Thus 
∑ k 

j=1 

∑ n 
i =1 d G (k ) (v i j ) = 

∑ k 
j=1 

∑ n 
i =1 kd G (v i ) = 

∑ k 
j=1 2 km = 2 k 2 m. So we have 

I d (G 

(k ) ) = log (2 k 2 m ) − 1 

2 k 2 m 

n ∑ 

i =1 

k ∑ 

j=1 

d G (k ) (v i, j ) log d G (k ) (v i, j ) 

= log (2 k 2 m ) − 1 

2 k 2 m 

n ∑ 

i =1 

(k 2 d G (v i )) log (kd G (v i )) 

= log (2 k 2 m ) − k 2 

2 k 2 m 

( log k 

n ∑ 

i =1 

d G (v i ) + 

n ∑ 

i =1 

d G (v i ) log d G (v i )) 

= log (2 m ) − 1 

2 m 

h d (G ) + log k 

= I d (G ) + log k. 

�

Proof of Theorem 4. Let m be the number of edges of G . Identifying x and y of G , we use a vertex z to replace these

vertices. This implies d G ′ (z) = d G (x ) + d G (y ) . 

Suppose that d G (x ) = 0 or d G (y ) = 0 . It follows from d G (x ) = 0 (resp. d G (y ) = 0 ) that d G ′ (z) = d G (y ) (resp. d G ′ (z) = d G (x ) ).

Because the case with d G (y ) = 0 can be proved similarly, we only consider the case that d G (x ) = 0 . We have 

I d (G 

′ ) − I d (G ) = 

1 

2 m 

(d G (x ) log d G (x ) + d G (y ) log d G (y ) − d G ′ (z) log d G ′ (z)) 

= 

1 

2 m 

(0 log 0 + d G (y ) log d G (y ) − d G (y ) log d G (y )) 

= 0 , 

a contradiction. 

This contradiction implies d G (x ) > 0 and d G (y ) > 0 , and 

d G (x ) d G (x ) + d G (y ) d G (y ) 

(d G (x )+ d G (y )) (d G (x )+ d G (y )) < 1 . So we have 

I d (G 

′ ) − I d (G ) = 

1 

(d G (x ) log d G (x ) + d G (y ) log d G (y ) − d G ′ (z) log d G ′ (z)) 

2 m 

10 
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= 

1 

2 m 

(d G (x ) log d G (x ) + d G (y ) log d G (y ) 

− (d G (x ) + d G (y )) log (d G (x ) + d G (y ))) 

= 

1 

2 m 

log 
d G (x ) d G (x ) + d G (y ) d G (y ) 

(d G (x ) + d G (y )) (d G (x )+ d G (y )) 

< 0 . 

�

Proof of Theorem 5. Let G and H be two graphs satisfying the hypothesis of the theorem. Since z is a non-isolated vertex

of H, we have d H (z) ≥ 1 . If d G (x ) > d G (y ) , then 

d G (y ) d G (y ) (d G (x ) + d H (z)) d G (x ) 

d G (x ) d G (x ) (d G (y ) + d H (z)) d G (y ) 
> 1 

and 

d G (x ) + d H (z) 

d G (y ) + d H (z) 
> 1 . 

This implies 

h d (GxHz) − h d (GyHz) = (d G (x ) + d H (z)) log (d G (x ) + d H (z)) + d G (y ) log d G (y ) 

− (d G (y ) + d H (z)) log (d G (y ) + d H (z)) − d G (x ) log d G (x ) 

= d G (x ) log 
d G (x ) + d H (z) 

d G (x ) 
+ d G (y ) log 

d G (y ) 

d G (y ) + d H (z) 

+ d G (z) log 
d G (x ) + d H (z) 

d G (y ) + d H (z) 

= log 
d G (y ) d G (y ) (d G (x ) + d H (z)) d G (x ) 

d G (x ) d G (x ) (d G (y ) + d H (z)) d G (y ) 

+ d G (z) log 
d G (x ) + d H (z) 

d G (y ) + d H (z) 

> 0 . 

So we have I d (GxHz) < I d (GyHz) . 

If d G (x ) = d G (y ) , then D (GxHz) = D (GyHz) . Thus I d (GxHz) = I d (GyHz) . �

Proof of Theorem 6. Let m (resp. m 

′ ) be the number of edges of G (resp. G 

′ ). By definition, d G ×G ′ ((u, u ′ )) = d G (u ) d G ′ (u ′ ) for

u ∈ V (G ) and u ′ ∈ V (G 

′ ) . So we have ∑ 

u ∈ V (G ) 
u ′ ∈ V (G ′ ) 

d G ×G ′ ((u, u 

′ )) 

= 

∑ 

u ∈ V (G ) 

∑ 

u ′ ∈ V (G ′ ) 
d G (u ) d G ′ (u 

′ ) 

= 2 m 

′ ∑ 

u ∈ V (G ) 

d G (u ) 

= 4 mm 

′ . 
This implies 

I d (G × G 

′ ) = log (4 mm 

′ ) − 1 

4 mm 

′ 
∑ 

u ∈ V (G ) 
u ′ ∈ V (G ′ ) 

d G ×G ′ ((u, u 

′ )) log d G ×G ′ ((u, u 

′ )) 

= log (4 mm 

′ ) − 1 

4 mm 

′ 
∑ 

u ∈ V (G ) 
u ′ ∈ V (G ′ ) 

d G (u ) d G ′ (u 

′ ) log (d G (u ) d G ′ (u 

′ )) 

= log (4 mm 

′ ) − 1 

4 mm 

′ 
∑ 

u ∈ V (G ) 
u ′ ∈ V (G ′ ) 

(d G (u ) d G ′ (u 

′ ) log d G (u ) + d G (u ) d G ′ (u 

′ ) log d G ′ (u 

′ ) ) 

= log (4 mm 

′ ) −
2 m 

′ ∑ 

u ∈ V (G ) 

d G (u ) log d G (u ) + 2 m 

∑ 

u ′ ∈ V (G ′ ) 
d G ′ (u 

′ ) log d G ′ (u 

′ ) 

′ 
4 mm 

11 
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= log (2 m ) − 1 

2 m 

h d (G ) + log (2 m 

′ ) − 1 

2 m 

′ h d (G 

′ ) 

= I d (G ) + I d (G 

′ ) . 

�

Proof of Theorem 7. Let P k +1 = v 0 v 1 · · · v k be a diametrical path of T , and let T i be the component of T − E(P k +1 ) containing

v i for i = 0 , 1 , . . . , k . Let H be the component of T − E(T i ) containing v i . By Lemma 2 , we have I d (Hv i T i v i ) ≥ I d (Hv i S | V (T i ) | v )
in which v is the center of S | V (T i ) | . This implies that T ∈ T n,k . And by Lemma 3 (a), we have T ∈ T ∗

n,k 
. �

Proof of Theorem 8. Let C k = u 1 u 2 · · · u k u 1 be the cycle of C, and let T i be the component of C − E(C k ) containing u i for

i = 1 , 2 , . . . , k . Let H be the component of C − E(T i ) containing u i . By Lemma 2 , we have I d (Hu i T 
i u i ) ≥ I d (Hu i S | V (T i ) | v ) in

which v is the center of S | V (T i ) | . This implies that C ∈ C n,k . And by Lemma 3 (b), we have C ∼= 

C n (n − k, 0 , . . . , 0 ︸ ︷︷ ︸ 
k −1 

) . �

Proof of Theorem 9. Let P t+1 = v 0 v 1 · · · v t be a diametrical path of T . Suppose that the diameter of T is at least 4 (i.e, t ≥ 4 ).

Let A be the set of neighbors of v 3 excluding v 2 of T . Let H 1 (resp. H 2 ) be the component of T − A (resp. T − v 2 v 3 ) containing

v 3 . Then T can be obtained from H 1 and H 2 by identifying v 3 ∈ V (H 1 ) and v 3 ∈ V (H 2 ) . Let T ′ be the tree obtained from H 1 

and H 2 by identifying v 1 ∈ V (H 1 ) and v 3 ∈ V (H 2 ) . We may partition the vertex set of T ′ and T in the same way. Thus T ′ has a

(p, q ) -bipartition. Clearly, d H 1 (v 1 ) > d H 1 (v 3 ) . By Theorem 5 , we have I d (T ′ ) < I d (T ) , a contradiction. Therefore, the diameter

of T is at most 3, that is, T ∼= 

S ∗(p, q ) . �

Proof of Theorem 9. Let V 1 and V 2 be two subsets of V (T ) satisfying | V 1 | = p and | V 2 | = q , and such that each edge of T 

joins a vertex in V 1 and a vertex in V 2 . Let r = (p + q − 1) − q  p+ q −1 
q � . We state a claim. 

Claim 1. D (V 1 ) = [2 q −1 , 1 p−q +1 ] and D (V 2 ) = [(� p+ q −1 
q � ) r , ( p+ q −1 

q � ) q −r ] . 

Proof. We only prove D (V 1 ) = [2 q −1 , 1 p−q +1 ] , since D (V 2 ) = [(� p+ q −1 
q � ) r , ( p+ q −1 

q � ) q −r ] can be proved similarly. Suppose that

D (V 1 ) = [2 q −1 , 1 p−q +1 ] does not hold. This implies there exist two vertices u ∈ V 1 and v ∈ V 1 satisfying d T (u ) − d T (v ) ≥ 2 . Let

P be the path from u to v , and let w / ∈ V (P ) be a neighbor of u . Let A be the set of neighbors of u excluding w . Let H 1 

(resp. H 2 ) be the component of T − A (resp. T − uw ) containing u . Then T can be obtained from H 1 and H 2 by identifying

u ∈ V (H 1 ) and u ∈ V (H 2 ) . Let T ′ be the tree obtained from H 1 and H 2 by identifying u ∈ V (H 1 ) and v ∈ V (H 2 ) . We may

partition the vertex set of T and T ′ in the same way. This implies that T ′ has a (p, q ) -bipartition. Clearly, d H 2 (u ) > d H 2 (v ) .
By Theorem 5 , we have I d (T ) < I d (T ′ ) , a contradiction. Since all graphs in T ∗(p, q ) are realizations of D (V 1 ) = [2 q −1 , 1 p−q +1 ]

and D (V 2 ) = [(� p+ q −1 
q � ) r , ( p+ q −1 

q � ) q −r ] , this pair of degree sequences is graphic. �

Using Claim 1 , to prove T ∈ T ∗(p, q ) , it suffices to show that realizations of D (V 1 ) = [2 q −1 , 1 p−q +1 ] and D (V 2 ) =
[(� p+ q −1 

q � ) r , ( p+ q −1 
q � ) q −r ] are in T ∗(p, q ) . Let T ′′ be a tree obtained from T by deleting pendant vertices in V 1 , and iden-

tifying vertices with degree 2 in V 1 with one of their neighbors (avoiding loops). It follows that T ′′ is a q -vertex tree with

maximum degree at most � p+ q −1 
q � , and T can be obtained by subdividing every edge of T ′′ and attaching the pendant

vertices to the original vertices. Thus T ∈ T ∗(p, q ) . �

Proof of Theorem 11. Let V 1 and V 2 be two subsets of V (C) satisfying | V 1 | = p and | V 2 | = q , and such that each edge

of C joins a vertex in V 1 and a vertex in V 2 . Let C k = u 1 u 2 · · · u k u 1 be the cycle of C. If k = n = 2 , then C ∼= 

C 2 . Suppose

that C ∼= 

C n (i.e., k = n ) for n ≥ 4 . If C n ∈ C(p, q ) and n ≥ 4 , then C n (1 , 1 , 0 , . . . , 0 ︸ ︷︷ ︸ 
n −4 

) ∈ C(p, q ) . Then, by Lemma 5 , I d (C n ) >

I d (C n (1 , 1 , 0 , . . . , 0 ︸ ︷︷ ︸ 
n −4 

)) for n ≥ 4 , which leads to a contradiction. So we have k < n for n ≥ 4 . This implies there is a vertex

u i of degree at least 3. 

Let A be the set of neighbors of u i of C excluding u i −1 and u i +1 , where the addition is taken modulo k . Let H 1 (resp. T 1 )

be the component of C − A (resp. C − { e 1 , e 2 } ) containing u i in which ψ C (e 1 ) = u i −1 u i and ψ C (e 2 ) = u i u i +1 . Then C can be

obtained from H 1 and T 1 by identifying u i ∈ V (H 1 ) and u i ∈ V (T 1 ) . We next prove that T 1 is a star. 

Suppose that T 1 is not a star. This implies that T 1 has a (p ′ , q ′ ) -bipartition with p ′ , q ′ ≥ 2 . Let T ′ be the tree obtained

by attaching p ′ − 1 and q ′ − 1 pendant vertices to the two vertices u and w of a P 2 , respectively. By Theorem 9 , we have

I d (T ′ ) ≤ I d (T 1 ) (i.e., h d (T ′ ) ≥ h d (T 1 ) ). Let C ′ be the unicyclic graph obtained from H 1 and T ′ by identifying either u i ∈ V (H 1 )

and u ∈ V (T ′ ) , or u i ∈ V (H 1 ) and w ∈ V (T ′ ) , such that C ′ has a (p, q ) -bipartition. Without loss of generality, we assume

that C ′ is obtained from H 1 and T ′ by identifying u i ∈ V (H 1 ) and u ∈ V (T ′ ) . It is easy to check that d T 1 (u i ) ≤ d T ′ (u ) . Thus

(d T 1 (u i ) + 2) log (d T 1 (u i ) + 2) − d T 1 (u i ) log d T 1 (u i ) − (d T ′ (u ) + 2) log (d T ′ (u ) + 2) + d T ′ (u ) log d T ′ (u ) ≤ 0 . So we have 

h d (C 
′ ) − h d (C) = h d (H 1 ) + h d (T ′ ) − 2 log 2 − d T ′ (u ) log d T ′ (u ) + (d T ′ (u ) + 2) log (d T ′ (u ) + 2) 

− h d (H 1 ) − h d (T 1 ) + 2 log 2 + d T 1 (u i ) log d T 1 (u i ) − (d T 1 (u i ) + 2) log (d T 1 (u i ) + 2) 

= h d (T ′ ) − h d (T 1 ) + (d T 1 (u i ) log d T 1 (u i ) − (d T 1 (u i ) + 2) log (d T 1 (u i ) + 2)) 
12 
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− (d T ′ (u ) log d T ′ (u ) − (d T ′ (u ) + 2) log (d T ′ (u ) + 2)) 

≥ 0 . 

This implies I d (C 
′ ) ≤ I d (C) . Let B be the set of neighbors of w in T ′ excluding u of T ′ . Since p ′ , q ′ ≥ 2 , we have B � = ∅ . Let

H 2 (resp. T 2 ) be the component of C ′ − B (resp. C ′ − f ) containing w in which ψ C ′ ( f ) = uw . Then C ′ can be obtained from

H 2 and T 2 by identifying w ∈ V (H 2 ) and w ∈ V (T 2 ) . Let C ′′ be the unicyclic graph obtained from H 2 and T 2 by identifying

u i +1 ∈ V (H 2 ) and w ∈ V (T 2 ) . Clearly, we may partition the vertices of C ′ and C ′′ in the same way, that is, C ′′ also has a

(p, q ) -bipartition. It is easy to check that d H 2 (u i +1 ) > d H 2 (w ) , where the addition is taken modulo k . By Theorem 5 , we have

I d (C 
′′ ) < I d (C 

′ ) ≤ I d (C) , a contradiction. There exist some integers n 1 , n 2 , . . . , n k and k such that C ∼= 

C n (n 1 , n 2 , . . . , n k ) . By

Lemmas 4 and 5 , we have C ∼= 

C n (p − 1 , q − 1) . �

Proof of Theorem 12. Let V 1 and V 2 be two subsets of V (C) satisfying | V 1 | = p and | V 2 | = q , and such that each edge of C

joins a vertex in V 1 and a vertex in V 2 . The statement is trivial for q = 1 . So we only consider q ≥ 2 in the following. Let

r = (p + q ) − q  p+ q 
q � . We state a claim. 

Claim 2. D (V 1 ) = [2 q , 1 p−q ] and D (V 2 ) = [(� p+ q 
q � ) r , ( p+ q 

q � ) q −r ] . �

Proof. We only prove D (V 1 ) = [2 q , 1 p−q ] , since D (V 2 ) = [(� p+ q 
q � ) r , ( p+ q 

q � ) q −r ] can be proved similarly. Suppose that D (V 1 ) =
[2 q , 1 p−q ] does not hold. This implies there exist two vertices u ∈ V 1 and v ∈ V 1 satisfying d C (u ) − d C (v ) ≥ 2 . Let C k =
u 1 u 2 · · · u k u 1 be the cycle of C. Let T i be the component of C − E(C k ) containing u i for i = 1 , 2 , . . . , k . We distinguish three

cases. 

Case 1. u ∈ V (C k ) and v ∈ V (C k ) . 

We have d C (u ) ≥ 4 . Let w / ∈ V (C k ) be a neighbor of u . Let A be the set of neighbors of u excluding w . Let H 1 (resp. H 2 )

be the component of C − A (resp. C − e ) containing u in which ψ C (e ) = uw . Then C can be obtained from H 1 and H 2 by

identifying u ∈ V (H 1 ) and u ∈ V (H 2 ) . Let C ′ be the unicyclic graph obtained from H 1 and H 2 by identifying u ∈ V (H 1 ) and

v ∈ V (H 2 ) . We may partition the vertex set of C ′ and C in the same way. This implies that C ′ has a (p, q ) -bipartition. Clearly,

d H 2 (u ) > d H 2 (v ) . By Theorem 5 , we have I d (C) < I d (C 
′ ) , a contradiction. 

Case 2. u ∈ V (C k ) and v / ∈ V (C k ) . 

Let w ∈ V (C k ) be the neighbor of u different from v . Let C ′ = C − e + f in which ψ C (e ) = uw and ψ C ( f ) = w v . We may

partition the vertex set of C ′ and C in the same way. Thus C ′ has a (p, q ) -bipartition. Since d C (u ) − d C (v ) ≥ 2 , 

h d (C) − h d (C 
′ ) = d C (u ) log d C (u ) + d C (v ) log d C (v ) 

− (d C (u ) − 1) log (d C (u ) − 1) − (d C (v ) + 1) log (d C (v ) + 1) 

= (d C (u ) log d(u ) − (d C (u ) − 1) log (d C (u ) − 1)) 

− ((d C (v ) + 1) log (d C (v ) + 1) − d C (v ) log d C (v )) 

= ( log ξ1 + 

1 

ln 2 

) −
(

log ξ2 + 

1 

ln 2 

)

> 0 , 

where ξ1 ∈ (d C (u ) − 1 , d C (u )) and ξ2 ∈ (d C (v ) , d C (v ) + 1) . Thus I d (C) < I d (C 
′ ) , a contradiction. 

Case 3. u / ∈ V (C k ) . 

Suppose that u ∈ V (T i ) . If v ∈ V (T i ) , we denote the path from u to v by P ; otherwise, we denote the path from u to u i by

P . Let w / ∈ V (P ) be a neighbor of u . Let A be the set of neighbors of u excluding w . Let H 1 (resp. H 2 ) be the component of

 − A (resp. C − e ) containing u in which ψ C (e ) = uw . Then C can be obtained from H 1 and H 2 by identifying u ∈ V (H 1 ) and

u ∈ V (H 2 ) . Let C ′ be the unicyclic graph obtained from H 1 and H 2 by identifying u ∈ V (H 1 ) and v ∈ V (H 2 ) . We may partition

the vertex set of C and C ′ in the same way. Thus C ′ has a (p, q ) -bipartition. Clearly, d H 2 (u ) > d H 2 (v ) . By Theorem 5 , we have

I d (C) < I d (C 
′ ) , a contradiction. 

Since all graphs in C ∗(p, q ) are realizations of D (V 1 ) = [2 q , 1 p−q ] and D (V 2 ) = [(� p+ q 
q � ) r , ( p+ q 

q � ) q −r ] , this pair of degree

sequences is graphic. 

Using Claim 2 , to prove C ∈ C ∗(p, q ) , it suffices to show that realizations of D (V 1 ) = [2 q , 1 p−q ] and D (V 2 ) =
[(� p+ q 

q � ) r , ( p+ q 
q � ) q −r ] are in C ∗(p, q ) . Let C ′′ be a unicyclic graph obtained by deleting all pendant vertices in V 1 , and iden-

tifying the vertices of degree 2 in V 1 with one of their neighbors (avoiding loops). It is easy to check that C ′′ is a q -vertex

unicyclic graph with maximum degree at most � p+ q 
q � , and C can be obtained by subdividing every edge of C ′′ and attaching

the pendant vertices to the original vertices. Thus C ∈ C ∗(p, q ) . �
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