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SUMMARY

The use of support agents that help people in their daily lives is steadily growing. While
there have been continuous developments in integrating and modelling internal aspects
of the user in these support agents, research shows that people’s behavior is also shaped
by their environment. Currently there have been attempts at integrating elements of
the physical environment such as location, however, support agents generally lack the
ability to take into account the effect of the user’s social situation on their behavior. This
is important since the majority of our daily life situations have a social nature.

This thesis proposes a social situation awareness framework for allowing support
agents to take into account the user’s social situation in order to offer more compre-
hensive support. This is based on our definition of social situation awareness in support
agents: ‘a support agent’s ability to perceive the social elements of a situation, to compre-
hend their meaning, and to infer their effect on the behavior of the user’. The framework
is inspired by existing work on situation awareness from research in human factors and
computer science, instantiated with concepts from social sciences.

First, we propose a conceptual architecture for social situation awareness in support
agents. The architecture is based on a proposed set of requirements that need to be
addressed in order for support agents to exhibit social situation awareness. The core
component of the architecture is the social situation awareness module consisting of
three levels: 1) social situation perception, in which the social background features and
social situation cues are perceived and modelled; 2) social situation comprehension, in
which meaning is ascribed to the situation in the form of a social situation profile; 3)
social situation projection, in which the expected user behavior and the affected personal
values are assessed. Furthermore, the architecture contains several interactive modules
responsible for eliciting information from users, support, explanations and feedback.

The rest of the thesis focuses on implementing the three levels of situation awareness
and allowing support agents to transition between them. To do so, we combine concepts
from social science related to social relationships, psychological characteristics of situa-
tions and personal values with machine learning techniques. Throughout the thesis we
illustrate our proposed approach through a hypothetical case study evolving around a
socially aware agenda management agent that helps users deal with overlapping meet-
ings. This case study is suitable as a proof of concept for our approach since meetings
have an inherently social nature, allowing us to explore how we can incorporate the in-
fluence of the social aspects of situations in support agents.

To realize social situation perception, we propose a two-level ontology for modelling
social situations. The ontology focuses on modelling the social relationships between
the user and other people, as well as other features of the social situation. The modelled
concepts are based on existing work on social relationships and situations. We propose a
set of social situation features that can be used to model meetings between the user and
another person, and the features are validated through a user study. To further evaluate

ix



x SUMMARY

the usefulness of these features, we conduct a larger crowd-sourcing user study where
participants provided information about people from their social circle using our pro-
posed features, and then answer questions about the priority level that they would as-
sign to hypothetical situations involving those people. The data is used to build machine
learning models that take as input the social situation features and predict the priority
level of social situations. Results show that such a model achieves a significantly better
prediction accuracy than baseline predictors.

Next, we focus on how to achieve social situation comprehension in support agents.
We propose that psychological characteristics of situations, a concept researched in so-
cial psychology, can serve as a basis for ascribing meaning to situations in support agents.
Particularly, we focus on the existing DIAMONDS taxonomy, which consists of the psy-
chological characteristics Duty, Intellect, Adversity, Mating, Positivity, Negativity, De-
ception and Sociality. Using a data set containing information about a large number
of meeting situations annotated in terms of their social situation features, psycholog-
ical characteristics, and priority level, we explore how social situation comprehension
can be implemented in support agents. First of all, we demonstrate that psychological
characteristics of situations are a better predictor of the priority of social situations than
social situation features. Then, we explore how we can use machine learning models to
predict the psychological characteristics of situations using as input social situation fea-
tures. These predictive models show that it is possible to transition between the levels
of the architecture: Level 2 information can be predicted from Level 1 information, and
Level 3 information can be predicted from Level 2 information.

Personal values are considered key drivers of human behavior, therefore they are cru-
cial for support agents that need to assess the user’s behavior. Values are situational,
therefore apart from information regarding which values are important to the user, the
agent also needs to know how social situations affect values. Specifically, we explore
whether a social situation promotes, demotes, or does not affect the ability of the user to
fulfill a personal value. This information would allow support agents to provide value-
aligned support. Assessing how situations affect personal values is part of Level 3 - social
situation projection. To represent personal values, we use a validated list from existing
research in social sciences. We conduct a user study in which participants describe social
situations from their daily life, and answer questions about the psychological character-
istics of these situations as well as about whether these situations promote, demote or
do not affect a set of personal values. We group similar situations based on their psy-
chological characteristics, and show that specific situation groups significantly promote
or demote certain personal values. For instance, situations with a high level of duty and
intellect promote values such as helpfulness and capability, while situations with a high
level of adversity demote the value safety.

This thesis demonstrates how to integrate social situation awareness components in
support agents. The studies presented in the thesis provide insight into the concepts and
techniques that are needed for social situation awareness, and how they can be used in
practice through a hypothetical case study involving a socially aware agenda manage-
ment agent. This contribution serves as a blueprint for designers of support agents, and
provides a basis towards more comprehensive support for users.



SAMENVATTING

Het gebruik van ondersteuningsagenten die mensen helpen in hun dagelijks leven neemt
gestaag toe. Hoewel er voortdurend ontwikkelingen zijn geweest in het integreren en
modelleren van interne aspecten van de gebruiker in deze ondersteuningsagenten, blijkt
uit onderzoek dat het gedrag van mensen ook wordt gevormd door hun omgeving. Hoe-
wel er pogingen zijn gedaan om elementen van de fysieke omgeving, zoals de locatie,
te integreren, zijn ondersteuningsagenten over het algemeen niet in staat om rekening
te houden met het effect van de sociale situatie van de gebruiker op zijn gedrag. Dit is
belangrijk omdat de meeste situaties in ons dagelijks leven een sociaal karakter hebben.

In dit proefschrift wordt een raamwerk voor sociale situatiebewustzijn voorgesteld
om ondersteuningsagenten in staat te stellen rekening te houden met de sociale situatie
van de gebruiker om meer uitgebreide ondersteuning te bieden. Dit is gebaseerd op
onze definitie van sociale situatiebewustzijn in ondersteuningsagenten: ‘het vermogen
van een ondersteuningsagent om de sociale elementen van een situatie waar te nemen,
om hun betekenis te begrijpen en om hun effect op het gedrag van de gebruiker af te
leiden’. Het raamwerk is geïnspireerd door bestaand werk over situatiebewustzijn uit
onderzoek naar menselijke factoren en uit de informatica, aangevuld met concepten uit
de sociale wetenschappen.

Ten eerste introduceren we een conceptuele architectuur voor sociale situatiebe-
wustzijn in ondersteuningsagenten. De architectuur is gebaseerd op een voorgestelde
verzameling van vereisten waaraan moet worden voldaan zodat ondersteuningsagen-
ten sociale situatiebewustzijn vertonen. De kerncomponent van de architectuur is de
sociale situatiebewustzijnsmodule die bestaat uit drie niveaus: 1) sociale situatiepercep-
tie, waarin de sociale achtergrondkenmerken en sociale situatiecues worden waargeno-
men en gemodelleerd; 2) sociale situatiebegrip, waarin betekenis wordt toegekend aan
de situatie in de vorm van een sociale situatieprofiel; 3) sociale situatieprojectie, waarin
het verwachte gebruikersgedrag en de beïnvloede persoonlijke waarden worden beoor-
deeld. Verder bevat de architectuur verschillende interactieve modules die verantwoor-
delijk zijn voor het uitvragen van informatie bij gebruikers, voor ondersteuning, en voor
uitleg en feedback.

De rest van het proefschrift richt zich op het implementeren van de drie niveaus
van situatiebewustzijn en het mogelijk maken voor ondersteuneningsagenten om tus-
sen deze niveaus te schakelen. Daartoe combineren wij concepten uit de sociale weten-
schappen met betrekking tot sociale relaties, psychologische kenmerken van situaties en
persoonlijke waarden met technieken voor machinaal leren. In dit proefschrift illustre-
ren we onze voorgestelde aanpak aan de hand van een hypothetische casus rond een
sociaal bewuste agendabeheeragent die gebruikers helpt om te gaan met overlappende
vergaderingen. Deze casus is geschikt als proof of concept voor onze aanpak, aangezien
vergaderingen een inherent sociaal karakter hebben, waardoor we kunnen onderzoeken
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xii SAMENVATTING

hoe we de invloed van de sociale aspecten van situaties kunnen opnemen in ondersteu-
neningsagenten.

Om sociale situatieperceptie te realiseren, stellen wij een ontologie op twee niveaus
voor om sociale situaties te modelleren. De ontologie richt zich op het modelleren van
de sociale relatie tussen de gebruiker en andere mensen, alsmede op andere kenmer-
ken van de sociale situatie. De gemodelleerde concepten zijn gebaseerd op bestaand
werk op het gebied van sociale relaties en situaties. Wij stellen een verzameling van so-
ciale situatiekenmerken voor die kunnen worden gebruikt om ontmoetingen tussen de
gebruiker en een andere persoon te modelleren, en de kenmerken zijn gevalideerd aan
de hand van een gebruikersstudie. Om de bruikbaarheid van deze kenmerken verder te
evalueren, voeren we een groter crowdsourcing gebruikersonderzoek uit waarbij deelne-
mers eerst informatie verstrekken over mensen uit hun sociale kring aan de hand van de
door ons voorgestelde kenmerken, en vervolgens beantwoorden ze vragen over het pri-
oriteitsniveau dat zij zouden toekennen aan hypothetische situaties waarbij die mensen
betrokken zijn. De gegevens worden gebruikt om machinale leermodellen te bouwen die
de sociale situatiekenmerken als input nemen en het prioriteitsniveau van sociale situ-
aties voorspellen. Uit de resultaten blijkt dat een dergelijk model een aanzienlijk betere
voorspellingsnauwkeurigheid bereikt dan modellen die geen gebruik maken van deze
gegevens.

Vervolgens richten we ons op de vraag hoe sociale situatiebegrip in ondersteunings-
agenten kan worden bereikt. Wij stellen voor dat psychologische situatiekenmerken,
een concept dat in de sociale psychologie is onderzocht, kunnen dienen als basis voor
het toekennen van betekenis aan situaties in ondersteuningsagenten. In het bijzonder
richten wij ons op de bestaande DIAMONDS taxonomie, die bestaat uit de psychologi-
sche kenmerken Plicht, Intellect, Tegenspoed, Paring, Positiviteit, Negativiteit, Bedrog
en Socialiteit. Aan de hand van een dataset met informatie over een groot aantal ont-
moetingssituaties, geannoteerd in termen van hun sociale situatiekenmerken, psycho-
logische kenmerken en prioriteitsniveau, onderzoeken wij hoe het begrip van sociale
situaties kan worden geïmplementeerd in ondersteuningsagenten. Allereerst tonen we
aan dat psychologische situatiekenmerken een betere voorspeller zijn van de prioriteit
van sociale situaties dan sociale situatiekenmerken. Vervolgens onderzoeken we hoe we
machinale leermodellen kunnen gebruiken om de psychologische situatiekenmerken te
voorspellen met als input sociale situatiekenmerken. Deze voorspellende modellen la-
ten zien dat het mogelijk is om tussen de niveaus van de architectuur te schakelen: Ni-
veau 2 informatie kan worden voorspeld uit Niveau 1 informatie, en Niveau 3 informatie
kan worden voorspeld uit Niveau 2 informatie.

Persoonlijke waarden worden beschouwd als belangrijke drijfveren van menselijk
gedrag, en zijn daarom cruciaal voor ondersteuningsagenten die het gedrag van de ge-
bruiker moeten inschatten. Waarden zijn situationeel, dus behalve informatie over welke
waarden belangrijk zijn voor de gebruiker, moet de agent ook weten hoe sociale situa-
ties waarden beïnvloeden. Specifiek onderzoeken we of een sociale situatie het vermo-
gen van de gebruiker om een persoonlijke waarde te vervullen bevordert, belemmert of
niet beïnvloedt. Met deze informatie zouden ondersteuningsagenten op waarden afge-
stemde ondersteuning kunnen bieden. Inschatten hoe situaties persoonlijke waarden
beïnvloeden maakt deel uit van Niveau 3 - projectie van sociale situaties. Om persoon-
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lijke waarden te representeren, gebruiken we een gevalideerde lijst uit bestaand onder-
zoek in de sociale wetenschappen. Wij voeren een gebruikersonderzoek uit waarin deel-
nemers sociale situaties uit hun dagelijks leven beschrijven, en vragen beantwoorden
over de psychologische kenmerken van deze situaties en over de vraag of deze situa-
ties een set van persoonlijke waarden bevorderen, belemmeren of niet beïnvloeden. Wij
groeperen vergelijkbare situaties op basis van hun psychologische kenmerken, en tonen
aan dat specifieke situatiegroepen bepaalde persoonlijke waarden significant bevorde-
ren of belemmeren. Zo bevorderen situaties met een hoge mate van plichtsbesef en
intellect waarden als hulpvaardigheid en bekwaamheid, terwijl situaties met een hoge
mate van tegenspoed de waarde veiligheid belemmeren.

Dit proefschrift laat zien hoe sociale situatiebewustzijn kan worden geïntegreerd in
ondersteuningsagenten. De in dit proefschrift gepresenteerde studies geven inzicht in
de concepten en technieken die nodig zijn voor sociale situatiebewustzijn, en hoe deze
in de praktijk kunnen worden gebruikt aan de hand van een hypothetische casestudie
met een sociaal bewuste agendabeheeragent. Deze bijdrage dient als blauwdruk voor
ontwerpers van ondersteuningsagenten, en biedt een basis voor meer uitgebreide on-
dersteuning voor gebruikers.
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Përdorimi i agjentëve të suportit1 që ndihmojnë njerëzit në përditshmërinë e tyre po
rritet në mënyrë të vazhdueshme. Punimet mbi to janë përqendruar kryesisht tek mod-
elimi i mënyrës se si tipare të brendshme të përdoruesve mund të merren parasysh nga
agjenti. Megjithatë, ka studime që tregojnë se një nga faktorët e rëndësishëm që for-
mëzojnë sjelljen e njerëzve është mjedisi që i rrethon. Edhe pse ka punime që marrin
parasysh elementë të mjedisit fizik si për shembull vendndodhja, agjentët e propozuar
deri tani përgjithësisht nuk marrin parasysh efektet që mjedisi social ka mbi përdoruesin.
Kjo do të ishte e rëndësishme sepse shumica e situatave të përditshmërisë sonë kanë
natyrë sociale.

Kjo tezë propozon një strukturë për social situation awareness2 që lejon agjentët e su-
portit të marrin parasysh situatën sociale të përdoruesit për të ofruar mbështetje gjithë-
përfshirëse. Kjo bazohet në përkufizimin tonë të social situation awareness në agjentët
e suportit: ‘aftësia e një agjenti suporti për të perceptuar elementët social të një situ-
ate, kuptuar domethënien e tyre, dhe parashikuar efektin e tyre në sjelljen e përdoruesit’.
Struktura e propozuar frymëzohet nga studime ekzistuese rreth situation awareness në
informatikë, si dhe nga koncepte të shkencave sociale.

Fillimisht, propozojmë një arkitekturë konceptuale për social situation awareness në
agjentët e suportit. Arkitektura bazohet në një set kërkesash që duhet të adresohen në
mënyrë që agjentët e suportit të mund të shfaqin social situation awareness. Kompo-
nenti kryesor i arkitekturës është një modul i përbërë nga 3 nivele: 1) perceptimi i situ-
atave sociale, ku perceptohen dhe modelohen veçoritë e mjedisit social, 2) të kuptuarit
e situatave sociale, ku përcaktohet kuptimi i situatës sociale dhe formohet profili i saj,
3) projektimi i situatave sociale, ku vlerësohen pritshmëritë se si situata sociale influ-
encon sjelljen e përdoruesit si dhe vlerat personale. Gjithashtu, arkitektura përmban
module bashkëvepruese përgjegjëse për të marrë informacion nga përdoruesit, si dhe
për të ofruar suport, shpjegime dhe për t’i lejuar përdoruesve të japin sugjerime për për-
mirësim.

Pjesa e mbetur e tezës përqëndrohet në implementimin e tre niveleve të situation
awareness, dhe në mënyrat se si agjentët mund të kalojnë nga njëri nivel tek tjetri. Për
të arritur këtë qëllim, kombinojmë koncepte nga shkencat sociale lidhur me marrëd-
hëniet sociale, karakteristikat psikologjike të situatave dhe sistemeve të vlerave me kon-
cepte teknike nga fusha e machine learning3. Përgjatë tezës, qasja e propozuar ilustrohet
përmes një shembulli hipotetik: një menaxhues kalendarik inteligjent që ndihmon për-
doruesit kur ka mbivendosje takimesh. Ky shembull është i përshtatshëm për të ilustruar

1Agjentët e suportit janë programe kompiuterike apo aplikacione telefonike inteligjente që ofrojnë mbështetje
për përdoruesit, si për shembull Siri në produktet Apple.

2Përkthimi më i përafërt në shqip do të ishte ‘dijeni rreth situatës sociale’.
3Algoritme inteligjentë që përpunojnë të dhënat për të kryer parashikime.
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qasjen tonë pasi takimet kanë natyrë sociale, gjë që na lejon të eksplorojmë se si mund
të përfshijmë ndikimin e aspekteve sociale të situatave në agjentët e suportit.

Për të realizuar perceptimin e situatave sociale propozojmë që situatat sociale të
modelohen nëpërmjet një ontologjie me dy nivele. Ontologjia përqëndrohet në mod-
elimin e marrëdhënieve sociale mes përdoruesit dhe njerëzve të tjerë, si dhe në veçoritë
e tjera të situatave sociale. Konceptet e modeluara bazohen në studime në fushën e
marrëdhënieve sociale dhe situatave. Në tezë propozojmë një set veçorish të situatave
sociale që mund të përdoren për të modeluar takime midis përdoruesit dhe një personi
tjetër. Vlefshmëria e këtyre veçorive është provuar nëpërmjet një eksperimenti me për-
dorues. Për të vlerësuar dobinë e këtyre veçorive kryejmë një eksperiment më të gjerë,
në të cilin pjesëmarrësit japin informacion për njerëz nga rrethi i tyre shoqëror nëpërm-
jet veçorive të propozuara nga ne, dhe më pas u përgjigjen pyetjeve në lidhje me nivelin
e prioritetit që do t’i jepnin situatave hipotetike që përfshijnë njerëzit e përshkruar më
parë. Me të dhënat e mbledhura ndërtojmë modele machine learning që marrin si in-
put veçoritë e situatave sociale, dhe parashikojnë nivelin e prioritetit të situatave so-
ciale. Rezultatet tregojnë se këto modele arrijnë një saktësi parashikimi që është kon-
siderueshëm më e lartë sesa modelet bazë.

Më tej fokusohemi se si mund të arrijmë të kuptuarit e situatave sociale në agjentët
e suportit. Për këtë propozojmë që karakteristikat psikologjike të situatave, një koncept i
studiuar në psikologjinë sociale, mund të shërbejnë si bazë që agjentët e suportit të për-
caktojnë kuptimin e situatave. Në veçanti fokusohemi në taksonominë DIAMONDS, që
konsiston në karakteristikat psikologjike Ndjenjë detyre (Duty), Intelekt (Intellect), Për-
ballje (Adversity), Partnerizim (Mating), Pozitivitet (Positivity), Negativitet (Negativity),
Mashtrim (Deception), Socializim (Sociality). Duke përdorur të dhëna nga një numër i
madh takimesh të përshkruar nëpërmjet veçorive të situatave sociale, karakteristikave
psikologjike të situatave dhe nivelit të prioritetit, eksplorojmë se si të kuptuarit e situ-
atave sociale mund të implementohet në agjentët e suportit. Fillimisht, demonstrojmë
që karakteristikat psikologjike të situatave janë një parashikues më i mirë i prioritetit
të situatave sociale sesa veçoritë e situatave sociale. Më tej, eksplorojmë se si mund
të përdorim modele machine learning për të parashikuar karakteristikat psikologjike të
situatave duke marrë si input veçoritë e situatave sociale. Këto modele parashikuese tre-
gojnë që është e mundur të kalojmë nga njëri nivel i arkitekturës tek tjetri: informacioni
i Nivelit 2 mund të parashikohet nga informacioni i Nivelit 1, dhe informacioni i Nivelit
3 mund të parashikohet nga informacioni i Nivelit 2.

Vlerat personale konsiderohen si nxitësit kryesorë të sjelljes njerëzore, dhe për këtë
arsye janë thelbësore për agjentët e suportit që duhet të parashikojnë sjelljen e për-
doruesit. Vlerat ndikohen nga situatat, prandaj krahas informacionit se cilat vlera janë
të rëndësishme për përdoruesin, agjentët duhet të kenë informacion në lidhje me si sit-
uatat sociale influencojnë vlerat personale. Konkretisht, në tezë eksplorojmë nëse një
situatë sociale promovon, dëmton apo nuk ndikon në aftësinë e një përdoruesi për të
përmbushur një vlerë përsonale. Ky informacion do t’u mundësonte agjentëve të supor-
tit të ofronin ndihmë në linjë me vlerat personale të përdoruesit. Vlerësimi se si situatat
ndikojnë në vlerat personale është pjesë e Nivelit 3 të arkitekturës - projektimi i situ-
atave sociale. Vlerat personale i modelojmë nëpërmjet një liste të marrë nga studime
ekzistuese në shkencat sociale. Më pas, zhvillojmë një eksperiment në të cilin pjesë-
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marrësit përshkruajnë situata sociale nga përditshmëria e tyre, dhe më pas u përgjigjen
pyetjeve në lidhje me karakteristikat psikologjike të këtyre situatave si dhe nëse këto sit-
uata promovojnë, dëmtojnë apo nuk ndikojnë në një set vlerash personale. Në të dhënat
e mbledhura, grupojmë situatat e ngjashme bazuar në karakteristikat e tyre psikologjike,
dhe tregojmë që grupe të caktuara situatash promovojnë ose dëmtojnë në mënyrë të
konsiderueshme vlera të caktuara. Për shembull, situatat me një nivel të lartë ndjenje
detyre dhe intelekti promovojnë vlera si të qenit i gatshëm për të ndihmuar apo i aftë,
ndërsa situatat me nivel të lartë përballje dëmtojnë vlerën e të ndjerit i sigurtë.

Kjo tezë tregon se si komponentët e social situation awareness mund të integrohen në
agjentët e suportit. Studimet e përmbajtura në të ofrojnë njohuri në lidhje me cilat janë
konceptet dhe teknikat që nevojiten për social situation awareness, dhe se si ato mund
të përdoren në praktikë nëpërmjet shembullit hipotetik të një menaxhuesi kalendarik
inteligjent që merr parasysh aspektet sociale të situatave. Ky kontribut është një projekt-
skicë për projektuesit e agjentëve të suportit, si dhe shërben si bazë drejt një suporti më
gjithëpërfshirës për përdoruesit.





1
INTRODUCTION

With artificial intelligent agents being continuously more prevalent in everyday life [84],
there is a need for making them better understand and adapt to the users. This involves
being able to understand the social environment of the user and its influences on user
behavior, a concept which we refer to as social situation awareness. The work revolves
around the use case of a socially aware agenda management agent, so the focus will be
on modelling future situations framed as planned meetings. The aim of this thesis is to
improve social situation awareness in support agents. The work stands at the intersec-
tion between support agents, situation awareness and sociality (Figure 1.1). In the next
sections, we introduce the relevant background knowledge, our research questions, and
how they are tackled in the rest of this thesis.

1.1. MOTIVATION AND RELATED WORK

SUPPORT AGENTS

Artificial support agents that help people in their daily lives, such as personal assistants
(e.g., [84]), health coaches (e.g., [160]) or habit formation support agents (e.g., [132]) are
increasingly being researched and becoming part of everyday lives, promoted by the in-
creased use of smartphones as well as developments in technologies such as conversa-
tional agents. Apart from determining support actions and communicating with users,
research on support agents focuses predominantly on modelling personal characteris-
tics of the user, such as their goals, mood, emotions, and personal values [31], [51], [58],
[97]. For instance, an online search performed in March 2022 shows that the most down-
loaded apps that help people quit smoking take into account factors such as cigarette
consumption, daily goals, financial and health motivations, but do not consider environ-
mental elements that can lead to smoking. However, research shows that group identity
as a non-smoker or adequate support from the social environment are also important
contributing factors [112], [113].

The reason for this can be traced back to the work of Lewin [101], who posited that
human behavior is a function of the person (including their history, personality, moti-

1
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Figure 1.1: Positioning our work in the intersection of support agents, situation awareness and
sociality in agents. The thesis focuses on the concepts within the bold square. The list of concepts
presented in the image is non-comprehensive.

vation), as well as the environment (consisting of physical and social elements). This
suggests that in order for artificial agents to be able to support people in their daily lives,
information about their internal aspects is not enough: it is also important to represent
the user’s current or future situation.

A situation is an interplay of physical and social elements. We focus on the social as-
pects of situations and how they affect behavior. Humans are social creatures, and many
of our daily activities involve other people. Our behavior in these situations is heav-
ily affected by our relationship with the other people in these situations. For instance,
dinner with a close friend is in many ways different from dinner with a prospective em-
ployer. How to capture and account for the effect of the social elements of a situation on
user behavior is an open question in the community. For instance, Van Riemsdijk et al.
[166] suggest that support agents should be able to take into account the different social
norms from the user’s social context. Furthermore, Li et al. [102] identify representing
the effect of the social situation on a user as a key challenge for intelligent support tech-
nologies. This thesis aims to fill this gap: we propose a framework to enable support
agents to take into account how the social situation affects the behavior of the user.
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SITUATION AWARENESS

If we turn to social sciences, the concept of definition of the situation is considered to be
what people use in order to know what is expected of them in a given situation. It is a
subjective understanding of the role and status of those involved in a situation. We learn
how to define situations by combining our experiences with our knowledge of norms,
customs, beliefs, and social expectations. The term first appeared in [125], who write:
“...In fact, every single act, and eventually all moral life, is dependent upon the definition
of the situation. A definition of the situation precedes and limits any possible action, and
a redefinition of the situation changes the character of the action.”

Research uses terms such as situation awareness (e.g. [56]) and context awareness
(e.g. [4]) to describe agents’ ability to better understand their surrounding environment.
According to Barwise [11], these concepts refer to the same thing, and situations repre-
sent a way of modelling contexts. Other researchers (e.g. [7]) see context as a lower level
of abstraction, and situations can be seen as “logically aggregated pieces of context". In
this thesis we focus on modelling a user’s situation, since the term is often seen as more
comprehensive.

Situation awareness is an over-arching concept used to refer to ‘the perception of en-
vironmental elements and events with respect to time or space, the comprehension of their
meaning, and the projection of their future status’ [46]. This concept helps individuals
and teams1 to process a broad range of situations and facilitates decision making. The
most prominent model was proposed by Endsley [47] and consists of three levels: Per-
ception (Level 1), Comprehension (Level 2) and Projection (Level 3). The model has been
predominantly applied to understand and describe human decision making in digital
technologies that support human situation awareness in domains such as emergency
services, military operations, aviation and air-traffic management [156].

Different approaches exist on how to implement the levels of situation awareness in
intelligent systems. Situation perception (Level 1) has predominantly revolved around
obtaining information from sensors and interpreting that information. The information
is usually modelled through domain ontologies (e.g., [15], [104]), and the information
from the sensors can be processed using approaches such as fuzzy cognitive maps or
Dempster-Shafer theory [15]. Level 2 (comprehension) is predominately represented as
situation recognition. For instance, a situation about a user location coming from Level
1 can be used to infer that the user is in a meeting [26]. Different techniques are used
to perform this inference step, e.g., rule based approaches such as fuzzy rules [30], and
learning approaches such as neuro-fuzzy learning [26]. Level 3 (projection) is inferred
from the recognized situation, by determining what is supposed to happen next in the
recognized situation. This can be done using techniques such as Gaussian Probability
Density Functions [111].

To the best of our knowledge, there are no approaches focusing explicitly on integrat-
ing social elements into the three levels of situation awareness. Social situations bring
about requirements when it comes to the type of concepts that have to be used and how
they can be inferred. For instance, not all information can be easily captured via sensors,
since knowledge about social relationships is formed in the user’s mind and is not nec-
essarily externalized. Furthermore, situation recognition is not always enough for situ-

1This refers to human-human, agent-agent, or human-agent teams.
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ation comprehension. For instance, a situation such as ‘being in a meeting’ can mean
different things based on who the user is meeting with. This thesis aims to fill these gaps
by providing a framework for situation awareness focused on social situations.

SOCIALITY IN ARTIFICIAL AGENTS

Researchers have argued that AI agents need to incorporate sociality building blocks
[81]. The concept of sociality is broad, and so are its applications to artificial agents.
In this section, we provide a high level overview of the different ways in which social
components have been incorporated in artificial agents. As illustrated in Figure 1.1, the
main directions involve agents exhibiting social behavior with other artificial agents, and
agents understanding human sociality.

The agent technology research community has explored sociality from the point of
view of artificial agents interacting with each other in multi-agent systems governed by
structures such as norms, institutions and organizations [37], [52], [107]. In such agent
societies, sociality is related to how agents can be organized and how they communi-
cate. Organization structures studied are, e.g., flat structures, where all agents are seen
as equal; hierarchies, where agents have tree-like relations; coalitions, where agents are
temporarily grouped based on their goals; teams, where agents create a group goal differ-
ent from their own personal goals [39]. Norms have been suggested as a way to govern
agents’ behavior through normative systems in supporting coordination, cooperation
and decision making [10]. An instance of this is the concept of social commitments,
which are norm-based structures that describe agreements between two agents [155].
To enable agent communication, different Agent Communicate Languages have been
developed (e.g., [14]). Such languages provide a unique message format and ontology
that the agents use to communicate.

The other research direction explores the sociality of agents in relation to humans.
This is researched from the perspective of agents modelling human sociality, and the
agents interacting socially with people. Modelling human sociality has been explored
through the concept of social practices [38]. This involves representing the physical con-
text (resources, places, actors), social context (social interpretations, roles, norms), ac-
tivities, plan patterns, meaning and competences. The modelled social practices can
be used as input to planning techniques in order to determine how an agent should
behave in a given social practice. Another approach to modelling human sociality in
artificial agents can be found in the social signal processing community and relates to
the modelling of social interaction cues such as body language. For instance, Vargas
et al. [167] show how social signals measured through sensors can be used as input to
machine learning models in order to predict attraction between people. Approaches
in which artificial agents socially interact with people incorporates the previously men-
tioned techniques of understanding human sociality and displaying social signals. A way
to explore this has been through embodied social robots, such as social robots that in-
teract with children in the context of education and incorporate psychological concepts
such as Regulatory Focus Theory [45] or are capable of social acts such as giving praise
[32]. Another way has been through speech or text based conversational agents, such
as customer service conversational agents that incorporate natural language process-
ing techniques and social response theory principles [60] or information retrieval agents
that use multimodal information to adapt to the user’s state and intentions [165].
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Less explored is the topic of modelling and understanding the social relationships of
humans, such as hierarchy level or quality of relationships, and how to use this under-
standing for providing support. In this thesis we focus on how to enable support agents
to model and understand social relationships of users, and how these concepts affect
user behavior and consequently the support agent’s decision making about user’s social
situations.

THE CORESAEP PROJECT

This thesis is part of the CoreSAEP project (Computational Reasoning for Socially Adap-
tive Electronic Partners), namely support agents that can adapt to diverse and evolv-
ing rules of behavior (norms) of people in unforeseen circumstances. Pervasive sup-
port technologies while aiming to make our lives more connected and safe, risk violating
other values such as freedom or privacy. The project seeks to develop techniques that ac-
count for how people’s values play out in different situations, and in turn support people
in a way that respect their values. The overall vision for the project is introduced in Van
Riemsdijk et al. [166]. Part of the project focuses on representing and capturing people’s
daily activities [127], as well as on a temporal logic to represent daily activities [85]. This
provides a basis for representing people’s actions in a way that is meaningful to people
[16]. This work can be used as a basis for deriving norms that can be integrated in sup-
port agents and used to help users, as done in [161] and [86]. This thesis complements
these approaches, and focuses on the socially adaptive component of the project. It does
so by allowing support agents to also include the influence of the social environment on
user behavior, which can then be taken into account in deriving the support actions.

1.2. RESEARCH QUESTIONS
Our proposed contribution lies in the intersection of support agents, situation aware-
ness and sociality (bolded square of Figure 1.1). This contribution is inspired by Ends-
ley’s model [47], which we instantiate with concepts needed to account for social situ-
ations. To this end, in this thesis we put forward the concept of social situation aware-
ness in support agents, which we define as “a support agent’s ability to perceive the social
elements of a situation, to comprehend their meaning, and to infer their effect on the be-
havior of the user". The proposed architecture consists of three levels: social situation
perception (Level 1), social situation comprehension (Level 2) and social situation com-
prehension (Level 3). Specifically, we focus on the elements that a support agent needs
to represent in each level, and on the reasoning and information processing techniques
that would enable the agent to transition between the different levels, i.e., predict the
information of a level by using as input information from previous levels. Our contri-
bution identifies relevant concepts from social science research, models them in knowl-
edge structures, and integrates them in predictive models. This thesis aims to answer
the following overarching research question:

Which concepts and information processing techniques would enable sup-
port agents to exhibit social situation awareness?

Throughout the chapters we explore the case study of a socially aware agenda man-
agement agent which helps its users deal with overlapping meetings. Such an agent
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would benefit from knowledge on how social aspects affect meetings [158]. This case
study was selected because its characteristics allow us to explore the research questions.
First of all, meetings that people include in their agenda usually involve other people,
making it suitable to studying social situations. Furthermore, the types of possible meet-
ings can be arbitrary rather than about a specific domain, thus allowing us to explore a
wide variety of social situations. Secondly, through this case we can study future situa-
tions for which the information is available beforehand. This way, we can focus on how
the information can be processed to interpret the social situation and its effect on user
behavior rather than having to deal with run-time situation perception, since that is be-
yond the purpose of our current work. Lastly, focusing on an agenda management agent
facilitated conducting user studies, since framing social situations as meetings is an easy
concept to explain to participants of online studies.

We divided our main research question into five sub-questions. The first sub-question
focused on the required high-level components required to tackle the main research
question and how they can be combined in a conceptual architecture, and the other
sub-questions focused on exploring how each component of the architecture can be im-
plemented. By using research from computer science and social sciences as a basis, we
explore which components should be included in a support agent in order to tackle the
proposed requirements. We address the following research question:

Research Question 1 (RQ1): What components should a support agent archi-
tecture include in order to manifest social situation awareness and how can
these components be organized in a conceptual architecture?

Our proposal is a conceptual architecture for social situation awareness consisting
of a three level model inspired by the Endsley model of situation awareness: social sit-
uation perception, social situation comprehension and social situation projection. The
following research questions address how to realize these components.

As a first step towards social situation awareness, the support agent should know
which are the relevant elements of the social environment that need to be represented
(Level 1 of social situation awareness). Related work by Zavala and colleagues [177] fo-
cuses on modelling the concept of places seen as settings where social interactions oc-
cur. Other work focuses on modelling social practices [38]. However, these approaches
do not capture the full extent of social situations, for instance they do not focus on mod-
elling social relationships. In this thesis, we address the following research question:

Research Question 2 (RQ2): Which elements of the user’s environment should
be modelled in order to represent a present or future social situation of a user?

In order to fully evaluate the usefulness of the identified elements of the social envi-
ronment (which we refer to as social situation features), we assess their ability to serve
as predictors of user behavior. Specifically, we focus on the priority that the user would
assign to different social situations. Priority represents a quantified score of importance
and relevance that a user can assign to social situations such as meetings, and it can be
used as a tie-breaker when multiple meetings overlap. To perform these predictions, a
wide variety of machine learning techniques can be employed with different degrees of
success. This is captured by the following research question:
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Research Question 3 (RQ3): To what extent can machine learning techniques
predict the priority of the situation for the user on the basis of social situation
features as input?

In order to better support the user, the agent should not only know which elements
of the situation need to be modeled, but ideally it should also ascribe meaning to each
situation (Level 2 of social situation awareness). As mentioned, other work on situation
awareness for agents uses Level 2 to perform situation recognition (e.g., [15]). However,
we argue that for social situations that is not enough. We propose to ascribe meaning
to situations using psychological characteristics of situations, a concept introduced in
social psychology [135] according to which people view situations to have characteristics
such as duty, intellect etc. We tackle the following research question:

Research Question 4 (RQ4) To what extent can machine learning techniques
predict the psychological characteristics of a social situation on the basis of
social situation features as input?

As part of providing human-centered support, it is important for support agents to
align its support to the personal values of the user. Aside from determining the priority
of social situations, social situation projection (Level 3 of social situation awareness) fo-
cuses also on assessing which values are promoted or demoted in a situation. Values are
considered a key driver of human behavior [53], and different theories on human val-
ues have been proposed (e.g., [143], [150]). Value-aligned support is a desired property
of support systems [31], [83]. Our last research question aims to assess how a support
agent can determine the promoted or demoted values of a social situation:

Research Question 5 (RQ5) How can the promoted or demoted values of a
social situation be determined on the basis of the psychological characteristics
of that situation?

The combination of the insights of the different research questions will be used to
draw conclusions about the overarching research question. In the following section we
present the thesis outline and explain the approach that was followed to tackle the re-
search questions.

1.3. THESIS OUTLINE
In the rest of this thesis we explore the proposed research questions, and each chap-
ter focuses on one of the above research questions. Figure 1.2 explains the connection
between the conceptual architecture, research questions, and thesis chapters.

Chapter 2 explores how the components that are needed for social situation aware-
ness in support agents can be organized in an architecture. An abstraction of the pro-
posed architecture can be seen in Figure 1.2. The conceptual architecture is inspired by
the situation awareness model of Endsley [47], instantiated with concepts from social
sciences. The architecture consists of three levels, and the remaining chapters focus on
how these levels can be implemented.
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Figure 1.2: Outline of the conceptual architecture and how it relates to the research questions and
thesis chapters.

Chapter 3 concerns Level 1 of the social situation awareness architecture, and aims
to identify the elements of the user’s social environment that need to be represented. To
find a solution we explore research from social sciences related to social relationships.
Based on the findings, we propose a two-level ontology for modelling social situations.
Specifically, the ontology focuses on modelling information about the social relation-
ship the user has with people in the situation (social background features) as well as
modelling other social situation cues. The proposed set of features is evaluated through
an online user study.

Chapter 4 explores how the proposed set of features can be used to predict the prior-
ity of social situations, i.e., predicting Level 3 information from Level 1 information. In
the chapter, we conduct an online user study to collect data regarding social situations
and their level of priority, and then implement different machine learning models that
take as input the features of social situations and predict the priority level.

Chapter 5 explores introducing social situation comprehension (Level 2) as a step in-
between social situation perception and social situation projection. We propose using
psychological characteristics of situations [135] to ascribe meaning to situations, and ex-
plore how the psychological characteristics of a situation can be automatically assessed
from Level 1 information. Furthermore, we test whether they can be used as a predictor
for the priority of social situations. To explore this, we use data from user studies which
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collected the features of social situations (Level 1), their psychological characteristics
(Level 2), as well as the priority level (Level 3). Lastly, we conduct a qualitative user study
to explore how Level 1 and Level 2 information can be used as a basis for explanations
given by an agenda management agent.

Chapter 6 explores social situation projection (Level 3). In the chapter we focus on
assessing the promoted and demoted personal values of a situation based on the psy-
chological characteristics of the situation (Level 3). To explore this, we collected data
from an online study in which people described social situations from their daily lives.
Situations were grouped based on their psychological characteristics, and we studied
whether groups of situations promote or demote specific personal values.

Conclusions that can be drawn from this thesis are presented in Chapter 7. We dis-
cuss the contributions, limitations, as well as societal and ethical impacts of our work.
Furthermore, we suggest directions for future work.





2
A CONCEPTUAL ARCHITECTURE

FOR SOCIAL SITUATION

AWARENESS

Artificial agents that support people in their daily activities (e.g., virtual coaches and per-
sonal assistants) are increasingly prevalent. Since many daily activities are social in na-
ture, support agents should understand a user’s social situation to offer comprehensive
support. However, there are no systematic approaches for developing support agents that
are social situation aware. We identify key requirements for a support agent to be social
situation aware and propose steps to realize those requirements. These steps are presented
through a conceptual architecture centered on two key ideas: (1) conceptualizing social
situation awareness as an instantiation of ‘general’ situation awareness, and (2) using sit-
uation taxonomies for such instantiation. This enables support agents to represent a user’s
social situation, comprehend its meaning, and assess its impact on the user’s behavior. We
discuss empirical results supporting the effectiveness of the proposed approach and illus-
trate how the architecture can be used in support agents through two use cases.

This chapter was published at IEEE Intelligent Systems [95] (© 2022 IEEE).
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2.1. INTRODUCTION
Human behavior is a function of a person’s characteristics as well as the situation [101].
Thus, to support people in their daily lives, artificial agents must represent and reason
about not only the personal characteristics but also the situation of a user. To take a
user’s situation into account, support agents should reason about the user’s surrounding
entities and how they relate to each other and the user.

Most of our daily situations are social in nature. We collaborate with co-workers,
spend weekends with family and friends, and share most of our moments with people.
Thus, support agents should account for this social dimension of our lives. The impor-
tance of social awareness for intelligent agents is also emphasized by recent work in ar-
tificial intelligence (AI). For instance, AI researchers argue that agents should incorpo-
rate general social intelligence building blocks [81] and account for interpersonal norms
[166].

We define social situation awareness and propose the building blocks necessary for
support agents to be social situation aware. These building blocks are presented through
a conceptual architecture inspired by work on ‘general’ situation awareness [47], which
we instantiate with concepts from social sciences [135] to account for the requirements
of modelling social situations. This chapter serves as a proof of concept showing that the
building blocks of social situation awareness can be implemented in support agents and
discusses the remaining steps for successful deployment of a full-fledged agent.

2.2. WHAT IS SOCIAL SITUATION AWARENESS?
Yang et al. [173] define a situation as “a combination of the individually interpreted, im-
plicit, and unique understandings, and the culturally shared, explicit, and common un-
derstandings of the surroundings that produce and constrain human behavior." We de-
fine a social situation as a type of situation that involves more than one person. Thus, a
social situation involves not only the typical situational elements such as time and place
but also social elements such as the quality of the relationships and contact frequency
between the user and other people in the situation.

The social elements of a situation influence user behavior. For instance, consider
two situations: one in which a user has dinner with a friend and another in which the
user has dinner with a prospective employer. In these two situations, despite similar
environmental elements, the user’s behavior can be different because of the different
relationships among the people in these situations.

Endsley [47] describes a prominent model of situation awareness consisting of three
levels: (1) perception, representing the status, attributes and dynamics of relevant ele-
ments in the environment; (2) comprehension, representing a higher level synthetized
meaning of the elements of the environment; and (3) projection, representing the abil-
ity to project the future status of the elements of the environment. Adapting Endsley’s
model, we define social situation awareness as:

A support agent’s ability to perceive the social elements of a situation, to
comprehend their meaning, and to infer their effect on the behavior of the
user.
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2.3. SITUATION TAXONOMIES
Situations are abstract entities, which makes assigning meaning to them challenging.
Studies in social psychology [135] suggest that people interpret situations by creating
impressions of them as if they were real entities which have specific psychological char-
acteristics. Understanding situations in terms of these characteristics allows people to
better navigate the world by using these characteristics to predict what will happen and
coordinate behavior accordingly. We propose that support agents should similarly treat
situations as real entities with psychological characteristics.

Psychological characteristics provide a high-level subjective interpretation of situ-
ations and are widely studied. There are five main taxonomies which provide a set of
comprehensive psychological characteristics to describe arbitrary situations [22], [57],
[126], [135], [179]. Here we present the elements of the DIAMONDS taxonomy [135]. We
choose this taxonomy because it is designed to cover daily situations and it offers a vali-
dated scale for measuring the psychological characteristics of situations. The taxonomy
comprises the following characteristics in terms of which situations can be described:

• Duty - situations where a job has to be done, minor details are important, and
rational thinking is called for;

• Intellect - situations that afford an opportunity to demonstrate intellectual capac-
ity;

• Adversity - situations where you or someone else are (potentially) being criticized,
blamed, or under threat;

• Mating - situations where potential romantic partners are present, and physical
attractiveness is relevant;

• pOsitivity - playful and enjoyable situations, which are simple and clear-cut;

• Negativity - stressful, frustrating, and anxiety-inducing situations;

• Deception - situations where someone might be deceitful. These situations may
cause feelings of hostility;

• Sociality - situations where social interaction is possible, and close personal rela-
tionships are present or have the potential to develop.

Rauthmann et al. [135] suggest that people use these psychological characteristics to
ascribe meaning to situations. Furthermore, they show that psychological characteris-
tics of situations correlate with various situation cues, as well as behaviors that people
exhibit in those situations. For instance, a high level of Duty is characteristic of work sit-
uations, and typical behaviors for situations with a high level of duty are concentrating
and displaying ambition. This corresponds to our definition of social situation aware-
ness: psychological characteristics of situations can be used for social situation compre-
hension, and are related to both social situation perception and social situation compre-
hension.
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2.4. REQUIREMENTS FOR SOCIAL SITUATION AWARE AGENTS
Different context awareness architectures have been proposed for different purposes.
Alegre et al. [6] provide a review of existing approaches, and suggest that one of the rea-
sons for the variety of existing approaches is the need for specific architectures in each
domain. However, none of the reviewed approaches tackles social situations specifically.
Our research fills this gap. Focusing on social situations motivates us to take into ac-
count the human aspects of a situation as opposed to the technical aspects investigated
in related work, such as geo-spatial locations and other physical elements of context.
Furthermore, the focus of existing approaches is on information that can be acquired
through sensors, which is processed to determine actions that are occurring in the en-
vironment. Our work complements these approaches by focusing on the psychological
meaning of situations. Based on these differences, we formulate the following require-
ments for support agents to be social situation aware.

1 - Combining sensory data with a user’s mental constructs: Perceiving social situ-
ations relies not only on information that can be detected through sensors, but also on
a user’s mental constructs. For instance, in a situation where a user is meeting another
person for dinner it is difficult to detect the features of their relationship from sensors
alone. This information can be important, e.g., a dinner with a friend is very different
from a dinner with a potential employer. Therefore, the agent needs to be able to elicit
information about the user’s mental constructs such as social relations, which may not
be available via sensors.

2 - Variety of social situations: A flexible support agent should be able to represent a
wide variety of social situations a user may encounter. To do so, an agent must identify a
variety of social dimensions characterizing a situation. Further, the agent should be able
to interpret this situation variety by translating social features into abstractions to de-
termine appropriate support, e.g., using pre-specified rules to categorize situations into
a limited number of higher-level situations [105] , or using machine learning to derive
information that can be used for reasoning about support.

3 - Interpreting the meaning of situations: Existing work on situation awareness
addresses the comprehension step by determining how the perceived objects in a situ-
ation are interrelated [13] and recognizing the situation type. For instance, if two users
are perceived in the same office, the comprehension step would say that the user is in a
meeting. However, in social situations, knowing the type of situation is not sufficient to
determine the support needed since it is possible to infer different meanings from this
information. For example, being in a meeting with a supervisor is different from a meet-
ing with a potential client. Support agents need to be able to distinguish the different
meanings of such social situations.

4 - Value-aware support: Agents should provide support that is consistent with the
user’s goals and preferences. In social science, it has been argued that the essence of
a situation is its affordance of human goals and motives [135]. A way to represent hu-
man motives are personal values. Values such as independence or success which ex-
press what people find important in life have been found to be key drivers of human
decisions, and value preferences exhibit cross-situational consistency [150]. Since pro-
viding support in social situations is ultimately about aligning with the user’s underlying
motivations, we suggest the use of values for personalization.
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5- Explainability and directability: Support agents need to be able to explain their
suggestions to users. For instance, consider an agent that supports healthy lifestyle. If
the agent merely suggests the user to avoid going to a party, this advice might be un-
expected. However, if the agent informs the user that going to parties usually leads to
smoking, which demotes the value of ‘health’, then the user can make an informed deci-
sion. Further, the user should be able to direct the agent on how to act [78]. Continuing
our example, the user should be able to inform the agent that since the party is in a non-
smoking venue, health would not be demoted. The agent can then use this information
in future situations.

Although variants of these requirements are mentioned in existing work, to the best
of our knowledge our formulation and approach towards tackling them in an integrated
way is new. The key novel elements in our requirements are the consideration of how
to ascribe meaning to social situations, the emphasis on user interaction, and a hybrid
human-machine approach for social situation awareness and support.

2.5. A CONCEPTUAL ARCHITECTURE FOR SOCIAL SITUATION

AWARENESS

We identify the core elements, and their interrelations, for creating social situation aware
agents by presenting a conceptual architecture (Figure 2.1. The architecture consists of
two main components: a social situation awareness component, and a user interaction
component. The first is an instantiation of the three-level situation awareness model
proposed by Endsley [47] with social concepts. The second comprises interaction mod-
ules needed for integrating situation awareness reasoning with the supportive function
of the agent. We provide directions for implementing these components.

Figure 2.1: Architecture of a social situation aware support agent. The numbers in red circles rep-
resent the requirements (Table 2.1) that the elements of the architecture address.
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2.5.1. LEVEL 1: SOCIAL SITUATION PERCEPTION
The goal of the perception level is to obtain a representation of the salient aspects of a
social situation. This information can come from sensory data and interaction with the
user. To account for a wide variety of situations, the information included in this level
should allow representing arbitrary social situations. In Chapter 3 we propose an ap-
proach to model arbitrary social situations through a two-level ontology distinguishing
situation cues and social relationship features (social background model). Rosatelli et al.
[144] propose an approach where data from wearable sensors is processed with deep
learning techniques to assess information such as roles in social interactions.

2.5.2. LEVEL 2: SOCIAL SITUATION COMPREHENSION
In this level, the perceived elements are used to infer a social situation profile, character-
izing the situation along meaningful dimensions.

KNOWLEDGE ELEMENTS

To describe the meaning of a social situation, we propose to use the psychological char-
acteristics of situations (see Section 2.3). The idea is to describe each social situation by
a set of features (the situation profile) that represent the psychological characteristics of
that situation. These characteristics describe a user’s subjective understanding of a sit-
uation. A key advantage of this approach is that it offers a fixed number of dimensions
based on which it is possible to represent and compare different situations.

REASONING

To determine the psychological characteristics of a situation, one may follow a rule-
based or a machine learning approach. A rule-based approach provides explicit rea-
soning, but requires extensive design time specifications. A machine learning approach
supports situation variety, e.g., by offering predictions for unseen examples, but offers
limited explainability.

2.5.3. LEVEL 3: SOCIAL SITUATION PROJECTION
In this level, the agent uses the situation profile to predict how the user is likely to behave
in a social situation, and what values are affected.

KNOWLEDGE ELEMENTS

In the classic situation awareness model, the projection level captures how the situation
develops as a whole. To fulfill the personalization requirement, we propose that in the
projection level the agent needs to predict what behavior the user is likely to exhibit, and
the personal values promoted or demoted in a given situation. The former allows the
agent to provide proactive support, and the latter enables the agent to help the users in
a value-aligned manner.

REASONING

This component takes the situation profiles as input, and predicts the expected behavior
and the promoted and demoted values. A possible way to do this is by grouping similar
situations based on their profile, and studying the patterns of behaviors and values in
each group of situations, as done in Chapter 6.
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2.5.4. INTERACTION MODULES

An agent needs to interact with the user to give and acquire information necessary for
support. We foresee the need for four interaction modules. In this chapter, we focus on
describing the role of these modules as part of the envisaged support agent. In order
to realize the interaction modules and create a full-fledged social situation aware agent,
open research challenges regarding human-machine hybrid intelligence [3] need to be
addressed.

ELICITATION MODULE

The elicitation module interacts with the user to elicit necessary information that can-
not be acquired from a sensor. User interaction is needed during both initialization and
run time. During initialization, the goal is to gather information that remains relatively
stable, e.g., information about a user’s social relationships with their most frequent con-
tacts, needed to form the social background model. This ensures that for most social
situations which the user encounters, the social background model already contains the
needed information, thus avoiding to overload the user with information requests after
initialisation. During run time, the module detects when certain information is missing
regarding a specific social situation, e.g., the role of the other person, and asks the user.
The Platys framework [118] can be used to reduce the possible burden of information
elicitation for the user. Platys employs an active learning approach, which asks a user
to provide context information only if the predictions with existing sensor readings are
uncertain, which reduces the overall effort for the user.

SUPPORT MODULE

After going through the social situation awareness levels, an agent can reason about the
support it can provide. One of the proposed requirements is for the agent to personal-
ize support according to the needs and the values of the user. This information can be
contained in a user model within the support module. The support module can then
compare the user preferences with the information coming from Level 3 of the archi-
tecture regarding expected user behavior and values. Support is needed when there is a
mismatch between the preferred and the expected behavior of the user in a situation, or
when the situation affects a value important to the user.

EXPLANATION MODULE

To make an agent’s support actions explainable, we propose to use meaningful social no-
tions in each level of the architecture, derived through explainable reasoning and learn-
ing techniques. An advantage of a multi-level architecture is that explanations can be
given on different levels: the agent can (1) give insight on the suggestion relating it to a
certain personal value or preferred behavior (Level 3), (2) explain why a certain behavior
or personal value is expected in a specific social situation by referring to the psychologi-
cal characteristics of that situation (Level 2), and (3) give further insight on the situation
cues and social relationship aspects that cause the situation to have those specific psy-
chological characteristics (Level 1).
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FEEDBACK MODULE

It should be possible for the user to notify the agent when a support action or its ex-
planation is not satisfactory. The feedback module achieves this by interacting with the
user to determine whether there has been a mistake in one of the reasoning steps or
whether some information in the knowledge base needs to be updated. The agent can
then integrate this feedback into its reasoning mechanisms and knowledge bases at the
appropriate level. How exactly such updates are to be performed and represented is an
open research question.

2.6. EMPIRICAL EVIDENCE
In this section, we present empirical evidence that supports our proposed three-level
social situation awareness component. The social situation awareness component is
an instantiation of the well-known model of situation awareness by Endsley [47]. The
model’s diverse applications in domains such as emergency management [77] and ex-
ploratory operations [49] suggest that the three level approach as a whole is beneficial.

Table 2.1: Key requirements and how they are addressed in our proposed approach.

Requirement How it is addressed Empirical
evi-
dence

1) Combining sensory data with
mental constructs of the user

Perception level based on sensory
data and user-elicited information

[92]

2) Variety of situations
Use concepts from social sciences
to allow representing arbitrary sit-
uations
Use machine learning to learn
connections between Level 1 and
Level 2

[92],
[135]

3) Interpreting the meaning of sit-
uations

Derive the psychological charac-
teristics of situations

[93],
[135]

4) Value-aware support
Base support on the personal val-
ues of the user
Have feedback module which al-
lows personalization

[94]

5) Explainability and directability
Use explainable techniques
Explanation module techniques
Feedback module

[93]

In other work, the different levels of the social situation awareness were implemented
and evaluated through human-grounded studies [40]. Human-grounded evaluations in-
volve real people who are presented with simplified tasks, and are particularly useful in
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cases such as ours where the goal is to evaluate reasoning components and a full-fledged
agent cannot yet be implemented due to open challenges in interaction modules. In
Chapter 5, we show that transitioning through the three levels of the architecture is pos-
sible: using data collected from a large user study, we presented an approach in which it
is possible to predict Level 2 information from Level 1 inputs, and then in turn use the
predicted Level 2 information as input for predicting Level 3 information. Furthermore,
we show how Level 1 and Level 2 information can be used as a basis for creating expla-
nations that are satisfying for people. In this section we give details on how the different
levels of the social situation awareness module have been successfully implemented and
evaluated in generic domains, e.g., to assess the promoted or demoted personal values
of a social situation, or specific domains, such as reasoning about the priority of social
situations. Furthermore, in Table 2.1 we present how each architectural element tackles
the identified requirements.

LEVEL 1
In Chapter 3, we propose an ontology to tackle the perception level. The ontology mod-
els situation cues, describing the situation, and social relationship features, describing
the relationship of the user with the people in the situation. We evaluate this approach
via a user study in which participants were asked about their social relationships using
the features proposed in the ontology. Participants considered the ontology to contain
an appropriate amount of information (average answer=3, SD=0.61 on a 5 points Lik-
ert scale where 1=too little information, 3=appropriate information, 5=too much infor-
mation) and to be fairly representative of their social relationships (average answer=3,
SD=0.79 on a 5 points Likert scale where 1=very little representative and 5=very much
representative). This study suggests that it is possible to have a model of a social situ-
ation that includes a user’s mental constructs, in particular describing social aspects of
situations, thus fulfilling Requirement 1.

LEVEL 2
In this level, we suggest ascribing meaning to situations through the psychological char-
acteristics. Rauthmann et al. [135] conducted validation studies involving hundreds of
participants across different countries and cultures, showing that the DIAMONDS tax-
onomy can be used to give meaning to arbitrary situations, thus providing evidence for
Requirements 2 and 3. A technical requirement of the architecture is the ability to derive
these psychological characteristics from the information from Level 1. To investigate
this, we collected Level 1 and 2 data through a crowdsourcing user study (Chapter 5. Us-
ing this data, we showed that machine learning models can be created that predict psy-
chological characteristics of situations from Level 1 information with an average error of
1.14 on a 6-point Likert scale, outperforming benchmark results.

LEVEL 3
In Chapter 6, we propose an approach that groups situations based on psychological
characteristics and show that different personal values are promoted or demoted in spe-
cific groups of situations. For instance, we notice that situations with high intellect and
duty promote the values helpfulness and capability. This helps fulfilling Requirement 4.
Further, this shows that transition from Level 2 to 3 is feasible with respect to personal
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values. To show that this transition is also possible in terms of expected behaviors, in
Chapter 5 we use psychological characteristics of situations as input to predict expected
user behavior regarding social priorities with an error of 0.98 on a 7-point Likert scale
for actual values of the characteristics, and with an error of 1.37 for predicted values of
psychological characteristics based on Level 1 information.

2.7. USE CASES
We illustrate how the components of our approach could be included in intelligent agents
that provide support via two use cases: agenda management [93] and value-based loca-
tion sharing [83] support agents. Although these use cases are quite different, the high-
level components of our approach can be instantiated for each use case as shown in
Table 2.2. This illustrates how our approach can serve as a blueprint for including social
situation awareness in support agents.

Table 2.2: Concepts that can be modelled and role of modules in two use cases.

Use Case Agenda Management Support
Agent

Value-based Location Sharing
Agent

Level 1 Social background features of
other person (e.g., role,
hierarchy level)

Location-related features; Other
people present

Level 2 Psychological characteristics of
situation (e.g., Duty, Intellect)

Psychological characteristics of
situation (e.g., Sociality)

Level 3 Predict priority of meetings Assess how values are affected

Elicitation Social situation features Personal values

Support Suggest which meeting to attend
based on priority

Provide value-aligned support

Explanation Why a meeting was suggested Why a location was shared with
someone

Feedback Adapt priority prediction model Adapt value assessment

2.7.1. AGENDA MANAGEMENT SUPPORT AGENT

In this thesis we introduce an agenda management support agent, whose goal is to as-
sess a user’s priorities and make suggestions based on the priority levels when different
meetings overlap. Table 2.2 illustrates the information modelled in the different compo-
nents of the architecture. Level 1 (perception) includes information such as the role of
the other person and their hierarchy level. The agent uses the perceived information to
assess the psychological characteristics of the situation, which are modeled through the
DIAMONDS taxonomy (comprehension). From this information, the agent determines
a priority level for every social situation (projection). If two meetings overlap, the agent
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suggests to the user to attend the meeting with higher priority and reschedule the other.
The user can ask for the reason behind the suggestion, and explanations can be given
based on Level 2 or Level 1 information. If the user does not accept the suggestion, the
feedback module asks about the reasons and incorporates the feedback into the knowl-
edge base and reasoning processes to better predict priority in similar future situations.

In this use case, following our approach allows to explicitly take into account so-
cial aspects of the situation, which are modelled from the point of the view of the user
through the elicitation module and the perception level. Furthermore, our proposed sit-
uation comprehension approach allows for a richer representation and understanding
of situations, which in turn allows to better assess priority. For instance an agent may
determine that meetings involving a high level of duty are more important for a specific
user.

2.7.2. VALUE-BASED LOCATION SHARING AGENT

Kayal et al. [83] propose a model for choosing among conflicting agreements about so-
cial sharing of location data based on the users’ personal values. They show that an agent
can help in resolving conflicting commitments by knowing the value preferences of the
user and the promoted values of different location sharing commitments.

Our social situation awareness framework can extend this approach. Level 3 (projec-
tion) enables the agent to automatically assess which values are promoted or demoted in
a situation. Once this information is available, the support module can assess whether
a specific location sharing activity is aligned with the values of the user. Including in-
formation about social relations (perception) allows a prediction of values based on a
richer model. Furthermore, explicitly modeling the psychological characteristics of the
situation (comprehension) can be beneficial since these have been shown to be a good
predictor of personal values afforded in a situation [94], [135]. For instance, the agent
may infer that situations taking place in specific locations involve a high level of social-
ity, and such situations also tend to promote the value social recognition. If the value is
important for the user, the agent would share the location data. This information would
also facilitate explanations: if the user asks why the location was shared, the agent would
explain that it had inferred that the situation promotes social recognition because it in-
volves a high level of sociality. If this inference is not correct, the feedback module would
adapt the value assessment model accordingly.

2.8. CONCLUSION
In this chapter, we outline the elements needed for social situation awareness in sup-
port agents and illustrate their practical benefits. Existing work (e.g., [93], [94], [96]) has
shown promising results in implementing the different levels of social situation aware-
ness, as well as in automatically transitioning between the levels using data from studies
conducted with real people. This work serves as a proof of concept for social situation
awareness in support agents. However, more research from different communities is
needed to go from this proof of concept to a full-fledged agent. Firstly, the interactive
modules will have a crucial role in the successful implementation of an agent that can
be tested on real tasks with users. Realizing these requires further research investigating
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how hybrid intelligent systems can be made collaborative, adaptive, responsible, and ex-
plainable [3]. This includes advances in integrating active learning approaches in order
to better personalize the prediction models for specific users based on their feedback.
Lastly, this proposed architecture should be integrated with work on interpreting the
meaning of social signals such as body language in social interactions [144]. This would
allow the agent to take into account the dynamics of a social situation as it unfolds, allow-
ing it to integrate social situation understanding based on social relations with observed
social signals.



3
AN ONTOLOGY FOR MODELLING

SOCIAL SITUATIONS

Behaviour support agents need to be aware of the social environment of the user in order
to be able to provide comprehensive support. However, this is a feature that is currently
lacking in existing systems. To tackle it, first of all we explore literature from social sci-
ences in order to find which elements of the social environment need to be represented. We
structure this knowledge as a two-level ontology that models social situations. We formal-
ize the elements that are needed to model social situations, which consist of different types
of meetings between two people. We conduct an experiment to evaluate the lower level of
the ontology using feedback from the subjects, and to test whether we can use the data to
reason about the priority of different situations. Subjects found our proposed features of
social relationships to be understandable and representative. Furthermore, we show these
features can be combined in a decision tree to predict the priority of social situations.

This chapter was published in the Proceedings of the International Workshop on Engineering Multi-Agent
Systems (EMAS2019) [92].
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3.1. INTRODUCTION
Artificial agents that support people in their daily lives, for example to live healthier
lifestyles or help them in the execution of daily tasks, are becoming a reality (e.g. [120],
[160]). Such behaviour support agents need to be aware of a user’s social context to func-
tion effectively [166]: a user’s social network may need to play a role in providing support,
and a user’s activities may involve other people which affects the type of support that is
needed [158]. For instance, an app that helps its user be more punctual might send re-
minders at different intervals when it sees that a meeting is approaching. However, not
all meetings have the same priority: for most people, being on time for a job interview is
more important than being on time for an informal dinner with friends. Effective sup-
port may require taking this into account in the frequency or type of reminders that are
generated.

Existing behaviour support agents however mostly focus on modelling internal as-
pects of the users (e.g. their goals, values, abilities, etc.) [132], [161], while paying less
attention to users’ social context. In this chapter we take first steps towards develop-
ing a generic framework that enables behaviour support agents to take into account the
user’s social environment in order to provide personalized and socially-aware behaviour
support [166].

The main idea underlying our approach is to take research on situation awareness,
which offers ways to model and reason about the physical environment, and adapt it
for realizing social situation awareness. Specifically, we take the well-known situation
awareness model by Endsley [47] as a starting point. Endsley’s model distinguishes three
levels of situation awareness: 1) perception of relevant elements in the environment, 2)
comprehension to understand their significance, and 3) projection towards future states
of the environment. Inspired by these levels, we put forward the idea that a behaviour
support agent should similarly be able to represent relevant aspects of social situations,
be able to reason about their meaning, and lastly project how these situations will affect
the behaviour of the user. These three levels are in line with the classic sense-reason-act
cycle in multi-agent systems.

While there are many socially relevant dimensions to behaviour support, in this chap-
ter we focus on handling social settings such as meetings or social gatherings. Moreover,
we focus on behaviour relevant for arranging these social settings, rather than how to
behave whilst participating in one. One may think of a personal assistant agent that can
schedule social events for its user [158], or an agent to support people with cognitive
impairments in arranging their social life. Furthermore, we need to determine which
dimensions of a social situation may be used to interpret their meaning, i.e., what is the
“output” of the comprehension process. In this case we focus on priority of social situ-
ations. We expect that priority, among other things, may be used for dealing with con-
flicts in a user’s schedule. Putting this together, in this chapter we address the following
research questions and hypothesis:

• RQ1 - Which features can be used to describe a social situation from the perspec-
tive of a user for the purpose of behaviour support?

• RQ2 - How can features of a social situation be used to assess its priority?
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• RH - Priority of social situations can be used for resolving conflicts between two
social settings if they cannot both be attended.

While these research questions and hypothesis guide the work presented in this chap-
ter, we do not aim to provide definitive answers here. Rather, as this is a novel research
direction, our aim is to assess the feasibility of the approach as a basis for future work
that considers other dimensions besides priority, as well as a more extensive investiga-
tion into their translation to support actions by the agent.

Addressing these questions involves creating knowledge structures and reasoning
techniques for representation and interpretation of social situations, as well as evalua-
tion with users. We further detail this approach and the envisaged software architecture
for our support agent in Section 3.2. We present a knowledge structure for describing
features of social situations in Section 3.3. We present our user study to evaluate this
knowledge structure and gather data for addressing RQ2 and RH in Section 3.4. Our rea-
soning model for addressing RQ2 is presented in Section 3.5. We conclude the chapter
and discuss our findings in Section 3.6.

3.2. RESEARCH APPROACH AND AGENT ARCHITECTURE
The overall objective of this work is to assess the feasibility of realizing social situation
awareness for behaviour support agents based on the three levels of situation awareness
of Endsley [47]. In this way we get a sense of how the different levels of the framework
could work together to achieve social situation awareness early on in the research, and
it allows us to identify aspects that require a more in-depth study in follow-up research.
Specifically, we address the research questions and hypothesis in the following way:

• RQ1: Which features can be used to describe a social situation from the perspec-
tive of a user for the purpose of behaviour support?

– Model building: based on research in social sciences, we propose an ontol-
ogy for modelling the high-level structure of social situations, as well as a set
of low level features that can be used to describe daily life social situations
(Section 3.3).

– Evaluation: Assessing whether the social features identified in the modelling
step are suitable, consists of two parts: i) assessing the understandability and
expressivity of these features for users; this is important, since we envisage
that we will (partly) elicit these features from users through interaction with
the support agent, and explaining the support agent’s actions to the user re-
quires that these features are meaningful to users (Section 3.4); ii) assessing
the usefulness of these features for situation comprehension; this is assessed
via RQ2 (Section 3.5).

• RQ2: How can features of a social situation be used to assess its priority?

– Model building: One may envisage different ways of building a model that
can take features of a social situation and derive a corresponding priority,
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for example by pre-specified rules, through machine learning, or a combi-
nation. Since an important requirement for this model is its explainability
for users, in this chapter we choose a learning method that yields an inter-
pretable model: decision trees. To create this decision tree, we collect data
from people via a user study (Section 3.4), and then use the data to learn a
decision tree that predicts priority of social situations (Section 3.5).

– Evaluation: We evaluate the predictive capacity of the decision tree by taking
a test data set from the data collected for building the model, and evaluat-
ing its capacity in predicting the right priority for a specific event based on
information about social features of the situation.

• RH: Priority of social situations can be used for resolving conflicts between two
social settings if they cannot both be attended.

– Data collection: First, we ask subjects about their relationship with people
in their social circle. Then, we present them with social situations involving
these people, and ask them what priority they would assign to these situa-
tions. Lastly, we show them pairs of these situations and ask them which one
they would attend if the meeting times would overlap and they had to choose
only one (Section 3.4).

– Hypothesis testing: To test this hypothesis, we check whether the proportion
of meetings with higher priority that was chosen when breaking the ties is
higher than chance.

Figure 3.1 depicts a high level architecture of how our proposed behaviour support
agent can be used in practice. The first part of the work consists in learning a model
which given data from different social situations (in our case, the experiment data), it
learns priority rules based on the answers of the participants. When the user is faced
with a future social situation, it gives the behaviour support agent a description of the
situation (situation cues) and relationship with the other person (social background fea-
tures). The agent uses this information, as well as the learned priority rules, to reason
about the priority of this situation. In future work, the priority level will be fed to a sup-
port reasoner, which will then output a support action to be of assistance to the user. We
hypothesize that priority can be used to break ties when different meetings overlap. In
that case, the support reasoner can compare the priority of the different meetings, and
suggest to the user which one to attend.

3.3. MODELLING SOCIAL SITUATIONS
In this section we outline which features can be used to describe a social situation from
the perspective of a user of the behaviour support agent. We distinguish between a de-
scription of the main components, i.e., the overall structure of a social situation (Section
3.3.1) which we refer to as the upper ontology following [72], while the concrete features
of the social situation that are the result of the perception process are described in a
lower ontology (Section 3.3.2).
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Figure 3.1: High level architecture of the proposed approach. Boxes marked in blue are parts which
we do not explicitly tackle in this chapter. Icons used in the image were made by Freepik and
retrieved from www.flaticon.com

3.3.1. STRUCTURE OF SOCIAL SITUATIONS: UPPER ONTOLOGY

Research in social psychology by Rauthmann and colleagues [135] proposes that fea-
tures of situations can be discussed on three different levels: cues, which are physical
and objective elements (who is present, what activity is taking place, etc.), psychological
characteristics, which are dimensions that can be used to describe situations (such as
duty, intellect, etc.), as well as classes, which are abstract types of situations (such as so-
cial situations, work situations, etc.). For the scope of this chapter we focus on situation
cues and classes, since these are concrete concepts that can be elicited from the user,
i.e., that are the result of the perception process. Psychological characteristics, and how
to automatically infer them, will be explored in the next chapters.

Cues in turn can be divided into three categories according to Rauthmann et al. [135]:
persons, events/activities, and locations. Saucier et al. [149] identify similar categories
in an experiment in which students describe their daily situations, namely locations, as-
sociations (i.e. people/interactions), as well as actions and positions. Thus we can see
that in the literature information about people in the situation is considered to be a spe-
cific kind of situation cue. Since in this chapter we focus on modelling social situations,
meaning that the relation to the people in the situation is of specific interest, we decide
to model people separately from other situation cues. This is in line with other work in
the field of socially intelligent technologies [1], [2].

www.flaticon.com
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CUES

The literature identifies essentially two remaining types of cues [135], [149], when we
separate information about people from other situation cues: location and activity. In
this chapter we also model the situation class as a type of cue, which we refer to as the
setting. Furthermore, we introduce a number of additional cues that we consider specif-
ically relevant for comprehension of organized events, as we focus on in this chapter. In
particular, we represent the frequency with which an event takes place. This variable is
not explicitly mentioned as a situation cue in the literature, however some situation tax-
onomies, e.g., [126], suggest typicality as one of the psychological characteristics of the
situation. Moreover, we represent the time at which the event takes place, as well as the
initiator of the event, since we expect this may influence the priority of the meeting.

PEOPLE

For reasons of simplicity, we focus on dyadic social relationships, i.e., we concern our-
selves with social situations involving two people. In our case, one of the people will
be the user of the behaviour support agent. This means that the information about the
social relation is modelled from the perspective of the user.

We model the social relationship by identifying a set of features that characterize this
relationship. We distinguish between social background features and situation-specific
social features. The former concern features that describe aspects of the relationship in
general, while the latter describe aspects that are specific to the situation at hand. We
distinguish two kinds of social background features, namely structural features and per-
sonal features. The former concern what may be referred to as “objective” characteristics
such as the user’s role in relation to the other person, while the latter concern “subjec-
tive” relationship characteristics from the perspective of the user, such as the quality of
the relationship. This distinction is in line with research in social science on relation-
ships in organizations [109] and social support [80], which considers the difference be-
tween relationship characteristics that are derived from formal requirements of a role,
and interpersonal characteristics. These features are further detailed in Section 3.3.2.

Putting this all together, Figure 3.2 offers a schematic representation of the upper
ontology.

RELATED WORK

Context and situations are well studied concepts in computer science. Kokar and col-
leagues [88] present an ontology for formalization of situations based on the situation
theory developed by Barwise [12] and extended by Devlin [33]. This formalization is
compatible with the interpretation of situation awareness provided by Endsley [48], which
also forms the basis of our work. Yau and Liu [174] offer another ontological approach
that models situations for pervasive computing applications. They differentiate between
situations, defined as “a set of contexts in the application over a period of time that af-
fects future system behavior" and contexts, defined as “any instantaneous, detectable,
and relevant property of the environment, system, or users". Their ontology is based
on this division, and they specify a context layer, which models context definition and
contextual data, and a situation layer which is built on top of the context layer and ag-
gregates context into situations. This forms the core of their upper ontology, whereas the
elements of the lower ontology can be specified depending on the domain.



3.3. MODELLING SOCIAL SITUATIONS

3

29

Figure 3.2: Schematic representation of an upper ontology of dyadic social situations.

Their definition of context can be compared to our notion of situation cues. However,
these approaches are very abstract in the concepts used in the ontology since they focus
on modelling a generic type of situations. Building the lower level ontologies, specifically
concerning the modelling of social situations as we focus on in this chapter, is not a
trivial task.

Zavala and colleagues [177] offer a framework which can be used to build place-
aware mobile applications. To do so, they build a place ontology which models the con-
cept of place not only as a geographical location, but also in terms of activities that occur
there. For instance, someone can have an office in two different cities, but both of them
would count as a workplace since similar activities occur there. This is comparable to the
cues “location” and “setting” in our ontology. In Murukannaiah et al. [117] this approach
is extended and social circles are learned based on the places in which people are meet-
ing: following the previous example, people meeting in workplaces would be classified
as colleagues. This can be viewed as a kind of structural relationship feature, as we refer
to it in our ontology. Similar to our work, their approach goes beyond modelling very ab-
stract concepts for representing generic situations. However, the concept of places and
associated types of relationship is just one aspect relevant to comprehending social situ-
ations. Our approach aims at providing a more comprehensive knowledge structure for
modelling social situations, as well as development of methods for interpreting these.

Another related line of research is work on modelling and reasoning about social
practices [35], [38]. In [38] social practices are represented by distinguishing physical
context (resources, places, actors), social context (social interpretation, roles, norms),
activities, plan patterns, meaning and competences. Physical context and activities are
comparable to what we refer to as cues of a social situation, while social context in our
case concerns the modelling of people. Meaning can be compared to our second level
of situation awareness, i.e., comprehension. Thus while the type of notions we use for
modelling social situations are broadly comparable to what is used in research on social
practices, our starting point is different. In social practice modelling, the starting point
is the social setting, e.g., a classroom [35], for which the norms and expected activities
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are explicitly modelled independent of the participating agents. Then deliberation tech-
niques are needed to allow agents to determine how to achieve their goals, taking into
account the (given) norms of this social setting [38]. In our work the starting point is
the social relation between the (human) agents. For this reason we go in detail regarding
the modelling of social background features (Section 3.3.2) that characterize from the
(subjective) user’s point of view their relation with the other person in the social situa-
tion. Based on these features, we then interpret in a bottom-up way the social situation
in terms of more abstract general characteristics, in this case priority of a social event.
From that we then determine appropriate support actions for the user. Moreover, since
our aim is to create behaviour support agents for people, we develop our models taking
into account results from user studies.

In our previous work [89] we provide an extension of the ontology of [88] with rela-
tions that support modelling social relationships, and explore how these can be used for
decision making in social situations. However, in that work we model social relations
based on only four abstract relationship types from [50] that can be used to model social
decision making: communal sharing, authority ranking, equality matching, and market
pricing. These can be viewed as a type of structural relationship feature. However, these
do not capture personal features that describe more subjective aspects of interpersonal
relationships. Moreover, in that work we do not investigate comprehension of a social
situation based on these features, but rather model decision making directly using pre-
specified rules.

3.3.2. FEATURES OF SOCIAL SITUATIONS: LOWER ONTOLOGY
In this section we go more in detail regarding the modelling of situation cues, and we
introduce features of dyadic social relationships that a behaviour support agent can use
to model daily life social situations of a user. The list of features presented in this section
is not exhaustive, and depending on the type of behaviour support different features
may be relevant. However it highlights the type of features that may be considered, and
serves as an example of the concrete features that can be used. Moreover, we use these
features to model the scenarios in our experiment.

We represent features of social situations by means of relations over situation in-
stances (SI) and dyadic social relationships (A×A where A is the set of people) for cues
and social features respectively, and a domain (D) that specifies the value-ranges the fea-
ture can take. This is in line with situation theory ontology [88] in which the modelling of
perceived aspects of a situation is done by means of so-called infons which describe the
relations between objects in a situation. The appropriateness of the chosen value-ranges
is also subject to evaluation, and may be changed depending on the domain.

CUES

For simplicity in this chapter we focus on three out of six cues that have been introduced
in Section 3.3.1: the initiator of an event, the setting of a social situation, and frequency
of the event. A good starting point for modelling locations and activities can be the work
of Zavala et al [177].

The initiator is a person from the set A, or none if no initiator is identified. For the
selection of types of setting of a situation we choose common situation classes that users
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may face in their daily life. In this chapter, we base the types of settings on Pervin [130],
who identifies work situations, family situations, friends/recreation situations, and pri-
vate recreation situations. We omit the latter since we are concerned with social situa-
tions, and add sports activity as a specific type of setting. The situation classes proposed
in Rauthmann et al. [135] can also be clustered into these settings. We distinguish two
frequencies, regular and occasional. While more fine-grained distinctions can be
made, we expect that this broad categorization suffices in many cases. We list the corre-
sponding relations in Table 3.1 below.

Table 3.1: Relations to model cues of social situations. For a relation 〈name〉, set of situation in-
stances SI and domain D, the relation is defined as 〈name〉 : SI×D〈name〉.

Relation name Domain (D)

event_initiator A∪{none}
setting {work_related, casual_meeting, sports_activity,

family_related}
event_frequency {regular, occasional}

SOCIAL BACKGROUND FEATURES

While there is a lot work in the social sciences on understanding social relationships,
in this chapter we mainly use the following two lines of work as the basis for selecting
structural and personal social features for our model. First, Kahn and Antonucci [8], [9],
[80] explore the role of social relations as a form of social support for (elderly) people.
Enabling social support is an important purpose of the behaviour support agents we aim
to create [166]. We select our structural features mainly from this line of work. Second,
social relations are also considered from the organizational point of view. Specifically, we
use the work of Mainela [109] which gives an overview of types and functions of social
relationships that can be relevant in the organization of a joint venture. Organizational
relationships are an important type of relation that our behaviour support agent may
take into consideration. We select our personal features mainly from this work.

Structural Features Kahn and Antonucci conceptualize support systems as a so-called
Convoy model - three concentric circles representing three levels of closeness between
the supported person and their “convoy” of supporters. Different aspects of the relation-
ship are considered in order to establish someone’s position within the convoy model.
The Convoy model [9] distinguishes between structural (age, sex, years known, proxim-
ity, contact frequency, relationship (role)) and functional characteristics (types of sup-
port received and provided) of social support networks.

For this chapter we use role, contact frequency, and default geographical distance
(proximity) as structural features. The feature role refers to the role of the other person
towards the user in dyadic relations. Knowing this is important since it can help infer-
ring the expectations that come with the role. The range of roles we use is taken from the
general social survey [23]. The geographical distance refers to the physical proximity of
the two actors in terms of their default home location. Proximity can influence the rela-
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tionship of two people since it affects how often they can see each other. For the range
we opted to measure distance in terms of time that it usually takes to get to that person.

Besides the above three structural features, we introduce a fourth one, namely hierar-
chy, to express the type of relation between the user and the other person. Hierarchy af-
fects the power dynamics between the first and second actor. Higher (respectively same
and lower) means that the other person is higher up (resp. at the same level, and lower)
in the hierarchy than the user. In case there is no hierarchy amongst the actors, this is
indicated by “n.a.". We expect this feature to be relevant when assessing the priority of
meetings, especially for users who are in working relations, or actors that come from a
culture with some sort of caste system. More information on the concept of hierarchical
ranking can be found in, e.g., [50], [171].

Personal Features The first of our personal features is also taken from the Convoy
model [8]. In addition to structural and functional aspects of relationships, they em-
phasize the importance of relationship quality in characterizing social relations.

The remaining three personal features we consider in this chapter are taken from
Mainela [109]. They give an overview of how types of social relationships in business
dyads have been characterized in the literature. For example, Granovetter [63], [64] talks
about strong ties and weak ties in work relationships. The strength of a tie in a network
depends on aspects such as the amount of time spent on it, the emotional intensity, the
intimacy, and the reciprocity. Furthermore, the author argues that ties are stronger when
the level of acquaintance is deeper.

From the list of features for characterizing social relations identified through the lit-
erature study of Mainela, we select three, namely acquaintance depth [63] of the user
towards the other person, level of formality of the relationship [140], and trust [164] of
the user towards the other person as personal features. These features can inform the
expectations of the relationship between user and the other person, and consequently
are relevant for comprehending social situations.

Other features mentioned by Mainela can be used to distinguish different types of so-
cial relationships in a business context, but seem too specific for social situation aware-
ness of our envisaged behaviour support agent, e.g., legal questions, attendant conse-
quences, activation of a relation, outcome expectations, and scope of economic issues.
The features continuity of interaction and amount of time spent are closely related to
event frequency, contact frequency and acquaintance depth. Features like personal na-
ture, intimacy and emotional intensity seem closely related to level of formality and ac-
quaintance depth. Finally, reciprocity may also be relevant for our purposes, however
refers more to functional aspects of the relationship and may be difficult to characterize
directly in these terms by users. Therefore we leave it out in this chapter.

We summarize these social background features in Table 3.2 below. The range of
some features is Likert5, which denotes a 5-point Likert-type scale, where 1 is the low-
est/most negative value and 5 the highest/most positive value.
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Table 3.2: Relations to model social background features of social situations. The upper part con-
cerns structural features, the bottom part personal features. For a relation 〈name〉, and domain D,
the relation is defined as 〈name〉 :A×A×D〈name〉 where A denotes the set of persons.

Relation name Domain (D)

role {partner, parent, sibling, child, extended_family,
coworker, neighbor, friend, supervisor
group_member, other}

contact_frequency Likert5

def_geo_distance {0-1hr,1-2hr,2-4hr,flight needed}
hierarchy {higher, same, lower, n.a.}
rel_quality Likert5

acq_depth Likert5

rel_formality Likert5

trust Likert5

SITUATION-SPECIFIC SOCIAL FEATURES

Several of the social background features may have a situation-specific variant, for ex-
ample if you go to a basketball game with your boss, in that situation you are both team-
mates, and if you are the captain you are the one holding a higher hierarchy level in that
situation. However for reasons of simplicity we do not further elaborate on these in this
chapter.

We do introduce another situation-specific social feature, which we call the help dy-
namic. It refers to whether in the specific event the user is giving to or receiving help
from the other person. The fact that they have to give or receive help can influence how
obligated the actors feel to attend a certain event. It is defined as a relation help_dynam :
SI×A×A×Dhelp_dynam, where Dhelp_dynam = {giving, receiving, neither}.

RELATED WORK

Different aspects of modelling social relationships have been studied in sub-fields of
multi-agent systems. In particular, when talking about organizations of agents, “role”
is one of the central concepts. In the OperA model [37], agents form societies with dif-
ferent organizational structures, and they take up roles in these societies. These roles,
in combination with social contracts, define what an agent should and should not do.
Singh [155] follows a similar approach, and proposes that “Org(anization)s are finely
structured through the notion of a role, which codifies a set of related interactions that a
member of an Org may enact”. D’Inverno and colleagues [43], in their quest to weave a
fabric for socially aware agents, also introduce the concept of roles in order to represent
agents in the context of a social setting. Roles in these works are used to describe, design
and understand interactions in an abstract and re-usable sense, independent from the
agents that will eventually play the roles. In our case we combine abstract information
about roles with information about the concrete relation between the user and the other
person, i.e., between the specific (human) agents in the interaction, in order to assess
how best to support the user this social situation.

The notion of hierarchy is used in [37] to describe a type of relation between roles
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in an organization. Although not the same thing, hierarchy can be connected to the
notion of power. Pereira and colleagues [129] argue for the importance of modelling
social power into the decision making of cognitive agents. The importance of modelling
social power is also proposed in [36].

Another well studied concept within the multi-agent systems field is trust. Mostly, it
is considered from the point of view of software agents trusting each other. The focus is
on determining the level of trust in another agent by taking into consideration the agent’s
previous interactions with another agent, or by relying on other agents’ opinions about
that agent [55], [176]. In our case, once we have information about the trust the user has
towards the other person, we use it for interpreting the social situation and allowing our
support agent to determine the appropriate support actions in this situation.

The virtual agents research area has also studied modelling and use of various fea-
tures that describe social relationships. Zhao and colleagues [178] argue for the impor-
tance of representing rapport in a virtual agent that interacts with a human. Rapport is
a feeling of connection and closeness to another person, which can be compared with
depth of acquaintance. Dudzik and colleagues [42] provide a review of literature that
deals with contextual features of human emotion perception for automatic affect recog-
nition. As contextual factors they identify characteristics of the sender or receiver of
the emotion, such as age, gender and occupation, as well as situation features such as
cause of the emotion, conversation content and language, information about the con-
versation partner in the social interaction, location, and lighting conditions during the
interaction. Our work is complementary in that it focuses on characterizing the social re-
lationship itself between people in the social situation, and from that derive higher-level
understanding of the social situation, in this case in terms of its priority.

Thus our framework for modelling social situations includes a number of features
that have been studied in various parts of the agent systems literature. Based on social
science literature we add several features that are specifically relevant for characterizing
human social relations, such as contact frequency, geographical distance, and relation-
ship formality. Moreover, our work differs from existing work in multi-agent systems in
that we investigate how we can combine features of social situations for the purpose of
comprehension in order to allow an agent to provide appropriate socially-aware support.

3.4. USER STUDY
In order to evaluate how well we can use our proposed low level features to model and
interpret daily social situations, we conducted a pilot experiment in which subjects had
to answer a survey about the social relations in their life [90]. The survey consisted of
three parts, through which we explore RQ1 and evaluate RH. Furthermore, we use the
data from survey to create and evaluate a model that addresses RQ2. We present our
experimental setting in Section 3.4.1 and our results in Section 3.4.2.

3.4.1. EXPERIMENTAL SETTING

PILOT SUBJECTS

We tested 20 subjects (15 male, 5 female) who answered to all three parts of the exper-
iment. Subjects were university employees (mostly PhD candidates). The average age
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was 31.1 years old (SD=7.6yo).

DESIGN AND PROCEDURE

The experiment1 was implemented as an online survey, and consisted of three parts.
In Part I, subjects were asked to think about six people from their social circle. For

the purpose of the study, they were instructed to select at least one family member, one
friend, and one person who had a higher hierarchy level than them. In follow-up re-
search, we will also ask for information on relationships with people lower in the hi-
erarchy. For each of these people, subjects were asked to provide all social background
features (Section 3.3.2). The first part was concluded with an evaluation section in which
the subjects were asked whether the questions were understandable, whether the amount
of questions was appropriate, and how well they thought the questions represent their
social relationship with someone. Through these questions, we test how understand-
able and expressive our proposed features are (RQ1). Furthermore, they had the option
to propose more aspects of social relationships which they thought are relevant.

In Part II, subjects were shown 20 scenarios of daily life social situations. Each sce-
nario involved one of the six people that subjects had mentioned in Part I, selected ran-
domly2. We made the study subject-specific to enable them to reflect on their own re-
lationships, instead of presenting them with hypothetical relationships. Scenarios con-
sisted of different parameters of the situation cues and situation specific features of so-
cial relationships. A scenario could represent a social situation such as:

“You have invited Person X for a work meeting on Tuesday morning because
you need some feedback on your recent project".

In this case it is a work setting, the event is occasional, the subject is the initiator and
he/she is expected to receive help. For each scenario, subjects were asked about the pri-
ority of the meeting, how obligated they would feel to attend the meeting and how much
they would enjoy it. We need the information on priority to answer RQ2. Obligation and
enjoyment were asked for exploratory purposes to inform future research. Furthermore,
subjects were asked how they think the other person would answer these questions. This
was done because in future work, we want to explore the reciprocity of these decisions.
Lastly, they were asked about the likelihood of that scenario happening in their daily life
in order to assess the appropriateness of the scenarios we have chosen. Subjects had to
answer on a 5-point Likert scale. In order to assess priority, they were instructed to take
into account how difficult it would be for them to cancel the meeting, how important
they think it is to be punctual, and any other thing they would consider relevant.

In Part III, scenarios were paired randomly and subjects were asked which of the two
meetings would they choose to attend in case of a conflict between the two scenarios
meaning that they could not attend both meetings. We will use this information to eval-
uate RH. Furthermore, they were asked what reason would they give to the person whose
meeting they were canceling: the real reason, some other reason, or no reason. This was

1The questions for each part of the experiment can be found in the Appendix. The data can be accessed in
https://doi.org/10.4121/uuid:e18fb318-c1d4-4ccc-9b4f-be48e1ee49e2

2Apart from the scenarios in which a family setting or a higher hierarchy work setting were being tested, which
were restricted to family members and people with higher hierarchy, respectively.

https://doi.org/10.4121/uuid:e18fb318-c1d4-4ccc-9b4f-be48e1ee49e2
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asked in order to have some more insight in case our hypothesis is not corroborated from
the data. Each subject was presented with six pairs of scenarios.

3.4.2. RESULTS
In this subsection, we present and discuss the results of each part of the experiment
separately.

PART I
The selected people from the subjects’ social circle had an average age of 37.6 years old
(SD=13.55yo). They were mostly friends (29%), followed by people from work (18% su-
pervisors and 10% coworkers) and family members (11% parents, 8% siblings and 7%
members of the extended family). Partners consisted of 10% of the selected people.
Overall 74% of the people were not in a hierarchical relation with the subjects, 22% were
on a higher level and 4% on a lower level. 36% lived within an hour of distance from the
subjects, 18% between 1-2 hours, 4% between 2-4 hours, and for the remaining 32%, the
subjects would need to take a flight in order to meet them. The subjects’ answers for
social background features that have a Likert-scale as the domain are shown in Table 3.3
below.

Table 3.3: Percentage of subjects that gave each specific answer for different social background
features. The answer options were Likert-type scale values ranging from 1 to 5. For relationship
quality 1=very negative and 5=very positive. For the rest, 1=very low and 5=very high.

Feature\Answer 1 2 3 4 5

Contact frequency 0 23.82 25.59 25.59 25
Relationship quality 2.06 5 10.88 49.41 32.65
Acquaintance depth 0 15.59 34.12 25.59 24.71
Relationship formality 46.76 16.18 26.18 7.06 3.82
Trust 1.76 1.47 25 37.25 34.41

As seen in Table 3.3, subjects mostly choose people with whom they have strongly
positive relationships. Furthermore, they chose people whom they trust, and the rela-
tionships have a low level of formality. In future work, in order to have more representa-
tive data from a larger variety of relationships, we will control some features when asking
the subjects to think of people from their social circle. For instance, we will ask some
subjects to think about a coworker with whom they do not have a positive relationship.

The evaluation questions (all posed with a 5-point Likert scale in possible answers)
showed that the subjects found the questionnaire understandable, with an average of
4.59 (SD=0.51). The number of asked questions was appropriate (the average answer was
3, SD=0.61, on a 5-point scale where 3=appropriate). When asked how much this infor-
mation represents their relationship with someone (Likert range from 1 = very little
to 5 = very much), the average answer was 3 (SD=0.79), confirming that social relation-
ships have subtle aspects not captured in our questionnaire. Whether we need to add
more features, depends on the strength of the correlations between the current features
and the choices the subjects make in Part II of the questionnaire. The subjects (mostly
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being PhD students), seemed to understand this point, as some subjects indicated that
the answer to this question depends on the purpose of the study. This is something that
we will take into account in future experiments.

When asked whether they could think of additional aspects of social relationships
which should be present in the survey, 35% of subjects answered with “Yes". Some of
the suggestions included: dependability, understanding, fun, respect, how important is
the other person, common interests, etc. However, none of the suggestions appeared
consistently.

PART II

In this section subjects were asked to evaluate different scenarios with respect to their
priority (and additionally obligation and enjoyment). Subjects mostly give a high prior-
ity to the meetings, with 37% of scenarios being assigned a 5, 41% a 4 and 16% a 3, with
only 6% having a 1 or a 2. This was expected given that scenarios included people with
whom the subjects have a close and positive relationship. This is also reflected in how
much they enjoy these meetings (65% of scenarios being assigned a 4 or a 5). For obliga-
tion, the results were more balanced, with 14% of scenarios being assigned a 2, 21% a 3,
37% a 4 and 25% a 5. The average likelihood of the scenarios was 3.14 (SD=1.42), which
means the scenarios were relatively likely despite being chosen randomly in terms of the
combination of person with whom the subject relates, and scenario. We notice a high
standard deviation, caused by the fact that some of the scenarios had a low likelihood,
possibly because of the random person-meeting combination.

PART III

In this part, subjects were given pairs of scenarios (from Part II), and they had to select
which one they would attend if they could attend only one. We notice that in 69% of
the cases, subjects would select the meeting to which they had assigned a higher pri-
ority in Part II. This suggests that priority is a good indicator of how people break ties.
However, it is not the only thing. We noticed that in most of the cases in which subjects
select meetings to which they had assigned a lower priority, those meetings have also a
low likelihood. This suggests that when breaking ties between different meetings, sub-
jects also take into account how difficult it would be to reschedule each of the meetings.
Also, in this section we see differences between individuals, since there were subjects
who consistently chose a certain type of meetings. This can link to the subjects’ personal
values (see also [83], [161]). For instance, some subjects consistently picked work meet-
ings or family meetings, which indicates a tie to their value system. This will be explored
in future work.

Subjects were also asked about the justification that they would give to the person
whose meeting they would cancel. In 89% of the cases, subjects reported that they would
give the real reason. Most of the cases in which the subjects would give no reason or a
different reason (and not the real one) took place when they chose to attend meetings
with a lower priority. Furthermore, many cases involve either not reporting to someone
with a higher rank, or not giving details about their meetings with family members.
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3.5. PREDICTING PRIORITY OF SOCIAL SITUATIONS
In order to address RQ2, we investigate how to use data from Part II of the user study in
order to predict the priority level of social situations based on information about social
features. First we discuss possible options on how to achieve this (Section 3.5.1), and
then we introduce and evaluate our proposed approach (Section 3.5.2).

3.5.1. REASONING ABOUT SITUATIONS

Different strategies can be used to reason about the priority of an event. The most
straightforward approach would be to combine the situation cues in an Expected Pri-
ority (EP) function, such as:

EP = ∑
f ∈F

w f v f

where F is the set of all features considered, and where for all f ∈ F, v f refers to the
feature value and w f to the relative weight of feature f in this computation. However,
there are two main issues with this approach. First of all, most of the features that we are
dealing with have nominal values, so quantifying them is difficult. Furthermore, based
on the literature on preference profiles, see e.g., [18], in many decision situations, we
hypothesize the weights to be dependent on the individual, making the correct initial-
ization of the weights a challenge.

Another option is to learn a model from our data, and use it to classify new instances.
Our proposed approach to do this is to use decision trees [21], because literature suggests
that the structure of decision trees is appropriate for reasoning about social relations.
First of all, cognitive psychology proposes that social intelligence can have a modular
nature [59]. This means different “scripts" are activated in different settings. People rec-
ognize these settings from environmental cues, and in turn decide to behave in a certain
way. This is similar to the concept of decision trees, in which different combinations
of features lead to different decisions. Endsley also suggests that people use different
“schemata" to organize and combine knowledge and perceptions in order to compre-
hend the situation [47]. Moreover, the decision process of decision trees is predictable
and transparent. This would allow the agent to explain to the user why a certain prior-
ity level is assigned to a specific event, which is important since we focus on behaviour
support.

Decision trees are graphical representations of a set of rules which can be used to
make classifications. Each node of the tree represents a question regarding certain fea-
tures of the object that is being classified, in this case a social situation, and each branch
represents a different answer to that question, in this case the priority level. Nodes below
a given node either contain another question, or are given a label which assigns a class
to the object. The latter are called leaf-nodes. Given an object with a set of features and
a decision tree, in order to classify the object we traverse the tree until we reach a leaf.

3.5.2. MODEL

So far, we have represented the features of the social situations. However, this raw infor-
mation is not sufficient to draw conclusions about how people evaluate situations. As
explained in Section 3.1, in situation awareness literature, this process is called compre-
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hension [48]. In this work we explore one general and abstract characteristic of a given
situation, namely its priority.

As mentioned in the previous section, we use decision trees to predict priority of
social situations. One of the most used methods because of its high accuracy is the Clas-
sification and Regression Trees algorithm (CART) [21]. CART models are binary trees,
which means for every parent node there are two child nodes. Learning a CART model
involves selecting features and split points on those features until a suitable tree is con-
structed. This selection is performed by using a greedy algorithm which minimizes a
cost function. We build the model using the R package rpart [159]. We use 70% of the
data as a training set from which the tree structure was learned, and then test it on the
remaining 30%. As a pruning mechanism we limit the maximal depth of the tree to 4.3

The learned model is shown in Figure 3.3. We remark that, to us, many of the tree
splits are intuitive. For instance, the first information that is checked is the setting of
the meeting, with casual and sport events on one hand (the left branch) and family and
work events on the other (the right branch). This split was to be expected since subjects
assigned higher priorities to family and work events.

Figure 3.3: Decision tree built based on the data. Nodes with categorical features, such as event
setting, should be interpreted as “is event_setting=casual OR sport?"

Since we lack a benchmark in this domain in order to evaluate our model, we com-
pare our result with an algorithm which would predict a random priority (as we offered
5-point scale, chance corresponds to 20%) and with an algorithm which always picks the
most selected class, i.e., priority 4, which was selected in 41% of cases. To determine the
accuracy of the models, we use the following definition:

accuracy = Number_correct_predictions

Number_overall_predictions

The accuracy of our model on the test set is 47%, thus performing better than the
other two algorithms that we used as a benchmark. This means that information about
social features can be used to predict priority of a social situation.

3The code can be found in: https://github.com/ilir-kola/decisiontree-socialsit.git

https://github.com/ilir-kola/decisiontree-socialsit.git
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3.6. CONCLUSION

3.6.1. RESEARCH QUESTIONS AND HYPOTHESIS
Regarding RQ1, in Section 3.4.2 we notice that subjects find our proposed set of features
understandable and their quantity appropriate. Furthermore, they find the features rel-
atively expressive. In Section 3.5, we tackle RQ2 by proposing a model which learns a
decision tree to predict priority of meetings. We observe that the model performs better
than chance, which shows that while this can be a way to predict priority of social sit-
uations, more works needs to be done in order to achieve a higher accuracy. This may
involve introduction of additional features. The result also contributes in the answer of
RQ1, since it suggests that the features allow us to represent social situations in order to
learn information about them. Regarding RH, in Section 3.4.2 we see that in 69% of the
cases, priority is a good predictor for choosing between overlapping meetings. However,
it also shows that it is not the only element, and more dimensions of situations need to
be assessed to identify where this difference comes from.

3.6.2. CONTRIBUTIONS
For the benefit of the development of behaviour support agents with social situation
awareness, this chapter provides the following contributions:

• an upper ontology for representing the salient situation cues and types of features
for characterizing dyadic social relationships.

• a set of lower level features which can be used to represent daily life social situa-
tions.

• an evaluation of social features via a user study, showing that subjects find the
concepts understandable and expressive.

• an evaluation whether decision trees can be used to predict the priority of social
situations based on features of social situations, which proved to be the case.

Results presented in this chapter tend to support the feasibility of our overall ap-
proach, but in parallel they open the way for different research questions which need to
be explored in more depth in future work.

3.6.3. LIMITATIONS
First of all, the number of people in our user study via which we evaluate our proposed
features is relatively small, and the subjects are mostly PhD candidates. This does not
allow for a conclusive answer when it comes to understandability and expressiveness
among other types of people with, for example, other levels of education. In turn, this
also creates limitations when tackling RQ2. First of all, we built the model using a small
data set, and learning algorithms need more data in order to generalize better. This is
also shown by the high level of over-fitting which takes place, as noticed by the fact that
the accuracy on the training set is 65%. Moreover, the data is unbalanced, since people
mostly give a priority of 4 or 5 to events. The presence of lower priorities would make the
evaluation of the algorithm more realistic since we would be able to measure not only
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the number of correct predictions, but also how far off the incorrect predictions are. The
low variance in the data can be explained by the fact that subjects chose people who are
very close to them, thus they would prioritize those events.

3.6.4. PROPOSED FUTURE WORK
Based on the findings reported in this chapter, a more extensive experiment can be con-
fidently carried out to obtain a detailed social model that can serve as a background
model for behaviour support agents to advise on how to choose between social situa-
tions. More data can help not only in building a more accurate model, but also to try
out more techniques. Furthermore, that data can also be used to study the correlations
between the different features, in order to select a minimal set of features for which to
ask the users.

Another interesting approach is to analyze how personal values [83], [161] affect the
way in which subjects think about social situations. Part III of our experiment suggested
the existence of individual differences in how people decide which meetings to attend.
In the next chapter we explore whether people with shared personal values make similar
choices.

The current model relies fully on information that is acquired directly from the users.
In future work, we would like to add sensory data to inform our model. Literature shows
that sensory data can be used to perceive social information (e.g., [24]). This line of re-
search would provide useful ways to acquire information without interrupting the user.

Finally, in this chapter we mostly focus on the modelling of social situations. The
next step is to dive deeper into situation comprehension, and reason about different di-
mensions of social situations (other than priority). Data from the user study suggests
that both enjoyment and obligation correlate well with priority, and this correlation is
stronger when considering situations in specific settings (enjoyment for casual situa-
tions and obligation for work situations). Representing more dimensions of social sit-
uations would lead to having a more complete profile of the situation, which in turn
enables behaviour support agents to provide more comprehensive help.





4
PREDICTING THE PRIORITY OF

SOCIAL SITUATIONS

Personal assistant agents have been developed to help people in their daily lives with tasks
such as agenda management. In order to provide better support, they should not only
model the user’s internal aspects, but also their social situation. Current research on social
context tackles this by modelling the social aspects of a situation from an objective per-
spective. In our approach, we model these social aspects of the situation from the user’s
subjective perspective. We do so by using concepts from social science, and in turn apply
machine learning techniques to predict the priority that the user would assign to these
situations. Furthermore, we show that using these techniques allows agents to determine
which features influenced these predictions. Results based on a crowd-sourcing user study
suggest that our proposed model would enable personal assistant agents to differentiate
between situations with high and low priority. We believe this to be a first step towards
agents that better understand the user’s social situation, and adapt their support accord-
ingly.

This chapter was published in the Proceedings of the International Conference on Principles and Practice of
Multi-Agent Systems (PRIMA2020) [96].
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4.1. INTRODUCTION
Artificial agents that play the role of personal assistants are increasingly becoming part
of everyday life (e.g. [84]). These agents have focused on representing internal aspects
of the user, such as their values, goals, or emotions [132]. However, research in social
science suggests that human behaviour is shaped both by these internal aspects, as well
as by the situation someone is in [101]. Situations have a physical aspect (e.g., where it
takes place) and a social one (e.g., who is involved). We focus on the latter: our goal is
to build methods which allow personal assistant agents to model the social situation of
a user, and use that information to reason about how to provide socially-aware support.

The need for enabling intelligent support agents (such as personal assistants) to un-
derstand the social situation of the user has been acknowledged as one of the main open
questions in agent research [81], [166]. Existing work on modelling social context fo-
cuses on modelling the social practices of a situation (e.g. [35]), or the place where the
interaction is taking place (e.g. [117]). In our approach, we model situations from the
perspective of the user of the personal assistant agent by modelling how the user relates
to the people in that situation on a number of relevant dimensions. This complements
[35], which models the social practices of a situation, while we focus on modelling the
perspective of an individual on that situation. This requires additional social features
to describe social relations between people that go beyond their roles in the situation.
Based on information about how the user relates to the social situation, we investigate
how an agent can interpret that situation in order to determine desired actions that can
support the user. Regarding our technical approach, we combine the strengths of exist-
ing work: we propose an explicit model of a social situation (similar to [35]), and com-
bine it with learning techniques to derive new information (similar to [117]).

To illustrate our approach, we take the example of a personal assistant agent which
helps busy users manage their agenda automatically (e.g. [119]). We consider each meet-
ing to be a social situation. The agent takes as input situation cues (e.g. the setting of the
meeting, such as a work meeting) and relationship features (e.g. the quality of the rela-
tionship, such as a very positive relationship). Based on this the agent determines which
meeting the user would likely want to attend when two meetings overlap. If the user is
too busy to respond to meeting requests themselves, the agent can take this decision for
the user. The agent may then inform the user about this choice while noting which as-
pects of the situation led to this choice. This is a first step towards enabling the agent to
explain its decisions to the user.

In this chapter we investigate the building blocks that would be needed to create
such a personal assistant agent. First of all, we need a way to determine which meeting
is considered to be more important to the user. To facilitate this process, we quantify
the importance of each meeting by assigning it a numerical value to which we refer as
the priority score of the meeting. Our assumption is that people implicitly follow this
priority score when deciding about conflicting meetings by choosing the one with the
highest priority. This will be evaluated via our research hypothesis:

RH - When choosing between two meetings, people select the one with higher prior-
ity in the majority of the cases.

The task of the agent now becomes to learn a model which predicts the numerical
priority of meetings. We explore whether we can tackle this task by using machine learn-
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ing techniques on a data set containing information on hypothetical meeting scenarios
collected from multiple people. This leads to our first research question:

RQ1 - Can we use machine learning techniques to predict the priority of social situ-
ations based on situation cues and relationship features?

In our view for human-centered personal assistants, the ability of the agent to ex-
plain its decisions to the user is a fundamental requirement. This is because in such a
system, it is important for the user to trust the suggestions of the agent. Lim et al. [103]
suggest that in socio-technical applications, users trust the agent more when they un-
derstand why the agent has selected attending a specific meaning. Making the decisions
of the agent explainable consists of three parts: the agent should be able to determine
the internal processes that led to a certain suggestion, to generate an explanation based
on them, and to present this explanation to the user [121]. Our focus is on the first part:
we explore methods that allow the agent to determine which features of a social situa-
tion contribute to the prediction of priority. The other parts will be explored in future
work.

Our predictive model is built using information from multiple people, however peo-
ple can have differing preferences. To achieve more personalization, we extend the model
by including personal values as input features . Values are considered to be a driving fac-
tor in human behaviour [53], so we explore their role in helping better predict the priority
of social situations:

RQ2 - Does adding information about the personal values of users as input features
to the predictive model increase that model’s accuracy of prediction of the priority of
social situations?

The rest of this chapter is structured as follows: In Section 4.2 we present our ap-
proach for tackling the research questions and hypothesis. In Section 4.3 we introduce
background knowledge related to the concepts we use. Section 4.4 presents a crowd-
sourcing user study conducted to collect data for building and evaluating our models,
which is done in Section 4.5. Section 4.6 concludes the chapter.

4.2. PROPOSED APPROACH
We propose an architecture that allows personal assistants agents to model the user’s
social situation, and use this information to predict the priority of this social situation,
or, in other words, predict how important this specific situation is. A high-level depiction
of the architecture is presented in Figure 4.1.

Overall, the framework works as follows: In the offline stage, a supervised learning al-
gorithm takes as input multiple social situations from different users, described in terms
of their social relationship features and situational features. The learning target is the
priority of these situations. This forms our prediction model. During run time, the per-
sonal assistant agent is provided with the features of two different meetings which over-
lap. Using the priority prediction model, it determines the priority score of each meeting,
it keeps on the schedule the meeting with the highest priority, and informs the user. At
this point, the agent also determines the features that have the highest impact on this
prediction, which will in future work lead to generating explanations.

In order to provide more personalized support, we add to the model information
about the personal values of the user. The assumption is that people with similar value
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Figure 4.1: High level representation of the proposed architecture. Circles represent the modelled
concepts, whereas boxes represent learning/reasoning steps. Items marked in blue are concepts
that we do not explicitly tackle in this work. Icons used in Figure 4.1 were made by Freepik and
retrieved from www.flaticon.com

preferences will also assign more similar priorities to specific situations. For instance,
users who value achievement and success might give a higher priority to work meetings.
Therefore, having the value information as an input in our model can potentially lead to
better predictions.

A key concept that we use in this chapter is assigning a numerical score to the priority
of social situations. Using this approach, as opposed to directly choosing between two
conflicting meetings from a set of input features, has several advantages. First of all,
using priority can facilitate the explanations given to the user by the personal assistant
agent: the agent first tells the user which meeting has the highest priority, and secondly
it explains why. Furthermore, having a numerical representation of priority comes with
technical benefits, since the task of learning preference rankings from pairwise choices
can be computationally intractable [28].

4.3. CONCEPTS AND METHODS

In our vision, personal assistant agents should be able to provide human-centred sup-
port. This means the support actions should be transparent and intelligible. This guides
our choices from two points of view: concepts (Section 4.3.1) and techniques (Section 4.3.2)
used for modelling. This means we should use techniques that allow insight into their
decision making process, combined with concepts that are understandable to the users.
For this reason, we combine explainable machine learning techniques with concepts
from social sciences. Using explainable machine learning techniques means that, when
given a set of features which model a social situation, the model is able to output both a
prediction as well as which features contributed to this prediction. Lim et al. [103] show
that such a procedure improves the intelligibility of context-aware intelligent systems.
The set of features that we use to model social situations is borrowed from social science
literature. Since these are concepts that we use in everyday life, they should be under-
standable to the user. In this section, we present the rationale behind the concepts and
techniques that we use.

www.flaticon.com
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4.3.1. SOCIAL SCIENCE CONCEPTS

Our focus in this work is on modelling social situations - situations involving our user
and people from their social circle. In Chapter 3 we propose modelling social situations
involving two people as a combination of social relationship features, which represent
how the two people are related to one another, and situation cues, which represent the
circumstances in which the situation takes place. In this approach, the set of features
that describes a social situation is based on social science literature that aims at mod-
elling the relevant aspects of social relationships and situations. These concepts can be
both concrete and objective (e.g., geographical distance between the user and the other
person, for how long they know each-other), as well as subjective (e.g., quality of the
relationship between the user and the other person).

Personal values represent key drivers of human decision making [143], [150]. Fried-
man and colleagues [53] define values as “what a person or group of people consider
important in life". People hold various values (e.g. wealth, health, independence) with
different degrees of importance. The most prominent models of human values were
proposed by Rokeach [143] and Schwartz [150]. In our work, we use the model pro-
posed by Schwartz since it offers validated measurement instruments with fewer items
than Rokeach, which makes them more suited to online surveys. Furthermore, Schwartz
builds on the work of Rokeach and other researchers, so there is overlap in their pro-
posed value lists.

4.3.2. MACHINE LEARNING METHODS

A predictive model for a personal assistant has to fulfil two main requirements. Firstly, it
should be able to achieve satisfying accuracy for smaller data sets, since acquiring large
amounts of data from human subjects can be challenging. Secondly, in order to provide
human-centred support, the algorithms should provide insights on which features in-
fluence a specific prediction. Ensemble methods [34] are a family of machine learning
techniques which fit these requirements. These techniques combine predictions from
multiple learning algorithms in order to increase accuracy. The idea is to combine ac-
curate and diverse weaker learners, in order to exploit the strength of each learner. En-
semble methods are shown to perform better than the individual learners they consist
of [34]. Furthermore, they are shown to perform well and generalize better for smaller
data sets [133]. When the base learners are decision trees, it is also possible to have in-
sights into the features that led to a certain decision, as we will show further on. Another
advantage is their accuracy when dealing with structured data. A recent survey [147]
shows that ensemble methods have won different machine learning competitions, thus
demonstrating high predictive power.

Some of the more successful methods are random forests [20] and gradient boost-
ing machines [54]. Random forests are a specific example of bagging methods [19]. In
bagging, each learner is built independently over a random sub-sample of the data, and
the decision is made by aggregating the outputs. The sub-sampling procedure reduces
the variance of the method, which is usually a problem for decision trees. In addition,
in random forests, for each split of the tree only a sub-set of the features is considered,
this way we avoids the possibility of all the trees selecting the same features and ignor-
ing others. Gradient boosting machines are an example of boosting methods [54]. In
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boosting, weaker learners are trained sequentially (and not in parallel like in bagging),
and each new learner tries to correct its predecessor. Gradient boosting achieves this by
fitting the new predictor to the residual errors of the previous ones.

Understanding why a model makes certain predictions is a general goal in machine
learning, especially when it comes to providing human-centred support. Lundberg and
Lee [106] propose a unified framework for interpreting predictions, called Shapley Addi-
tive Explanations (SHAP). The benefits of using this framework are that it provides both
global interpretability for the model (i.e. which are generally the most important pre-
dictors), as well as local interpretability (i.e. which are the most influential predictors
for each individual observation). We use this framework in order to gain insight into the
predictions of our model.

4.4. CROWD-SOURCING USER STUDY
In this user study we gather data for constructing and evaluating our models. The study
was approved by the ethics committee of Delft University of Technology.

4.4.1. CHOICE OF CONCEPTS

FEATURES OF SOCIAL SITUATIONS

In order to set up the user study, we need to define a set of features that will be used
to model social situations. Our starting point is the feature set proposed in Chapter 3,
where social situations are described through a set of relationship features and a set of
situation cues. Since their feature set is based on a limited number of social science
models, we start by conducting a more extensive literature review. Then, we conduct
an exploratory pre-study in order to investigate what aspects of a social situation people
take into account when determining how important that situation is. Thus, our feature
set is evaluated both from a theoretical and practical perspective.

In our literature review, we found five comprehensive models which aim at describ-
ing aspects of dyadic social relationships, three of which were not taken into considera-
tion in Chapter 3. The results are presented in Table 4.1.

Next, in the exploratory pre-study, we collected answers from 33 participants through
Amazon Mechanical Turk1. Our goal was to explore which features do participants find
important when thinking about the priority of social situations. First, participants were
asked to describe five social situations in which they participated in the past week. They
were instructed to provide at least the time, location, activity and role of the other per-
son, in order to ensure they were thinking about concrete situations. Furthermore, these
suggested activities provide the basis for the formation of the hypothetical scenarios in
our main user study (Section 4.4.2). Then, they were asked to consider which aspects
of the situation play a role in determining the priority they would assign to a social sit-
uation, and the relative importance of these aspects towards determining priority. This
question was asked separately for the relationship features and the situation cues. In
both questions, participants were free to add answer options, and for each feature they
ranked its importance (i.e., how much is it taken into account) in determining the pri-
ority of the situation on a 5-point Likert scale ranging from ‘Not at all important’ to ‘Ex-

1https://www.mturk.com/

https://www.mturk.com/
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tremely important’. The set of relationship features that had an importance of 3 or higher
and were mentioned by at least 20% of the participants, are marked with a + in the last
column of Table 4.1.

The relationship features that we use to model social situations are marked in bold
in Table 4.1. We select the aspects which appear in at least two columns of the table.
To that set, we add two more features, namely the age difference between the user and
the other person, and whether the two have the same or different genders. Despite not
being directly relationship features, age and gender appear as relevant aspects of social
relationships in most research from social sciences [23], [131], so we believe this war-
rants their addition to our model. These features are not included in Table 4.1, since it
exclusively contains relationship features.

Table 4.1: Different aspects of social relationships present in the literature as well as in the ex-
ploratory pre-study. The items written in bold text form our set of social relationship features.
Items marked with an asterisk are the features proposed in Chapter 3.

Relationship Feature [131] [23] [9] [69] [122]
Pre

study
Role* + + + - + +
Contact Frequency* + + + - + +
Geo-distance* + - + - - +
Years known* + + + - + +
Hierarchy* - - - + + -
Relationship quality* - - + - - +
Depth of acquaintance* + + - + - +
Formality level* - - - + + -
Trust level* - - - - - -
Shared interests + + - - + +
Communication aspects - - - - + -
Reciprocity - - - + - -
Complexity - - - + - -

When it comes to situation cues, we use the ones proposed in Chapter 3, since the
literature review and exploratory pre-study did not reveal new elements that warrant ad-
dition. Thus, our set of situation cues consists of: setting (work, family, sports, casual),
event frequency (regular, occasional), initiator (user, other person, neither) and help dy-
namic (giving, receiving, neither).

PERSONAL VALUES

For a list of personal values to elicit from participants, we turn to the European So-
cial Survey [151]. It consists of a list of 18 statements (two for each universal value
group - Self-direction, Stimulation, Hedonism, Achievement, Power, Security, Confor-
mity, Benevolence and Universalism) that describe features/qualities of a person (e.g.,
“Thinking up new ideas and being creative is important to him/her/them. He/She/They
like(s) to do things in his/her/their own original way."), where each statement represents
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a personal value (e.g., creativity). The subjects were asked to assess how similar they be-
lieve this person is to them, on a scale from 1 (Not like me at all) to 6 (Very much like
me). The original survey consists of 21 values, however, we removed the statements of
the value group “Tradition" since its values (devotion, religion) do not fit with the type
of scenarios that participants were presented with. Furthermore, in the category “Secu-
rity" we replaced the statement for the value National Security with the statement for the
value Health for the same reason. The statement for the value Health was taken from an
extended version of this survey which consists of 40 items [151].

4.4.2. METHOD

PARTICIPANTS

We recruited 302 subjects on the online crowd-sourcing platform Prolific Academic. Us-
ing a crowd-sourcing platform allowed us to efficiently obtain a large sample size in a
short amount of time. Respondents received monetary compensation for the time they
spent, as per the platform policies. After eliminating the ones who did not pass at least
two of our three attention checks, our data consists of answers from 278 subjects. 149
of them are female, 127 are male, and two participants selected the option “other" when
asked about their gender. The average age of the subjects is 36.2 years old (SD=12.3).

PROCEDURE

Subjects answered an online survey2. After being briefed about the purpose of the study,
they were presented with its four parts. In the first part, subjects were asked about their
relationship with five people from their social circle. The questions were the relationship
features that are marked in bold in Table 4.1. Ideally, we wanted the subjects to select
people with whom they have different types of relationships. In Chapter 3 we suggested
that when left without guidance, subjects tend to select people closer to them. This,
in turn, leads to less variety and a more imbalanced data set. To avoid this, we pre-
determine some of the features as follows: the first person the subject selects had to
be a family member. The second person had to be one of their (current or past) direct
supervisors or managers. The third person had to be someone with whom they have a
negative or very negative relationship. The fourth person had to be one of their friends.
The last person had to be someone that the subject does not know very well. Subjects
were instructed to simply provide us with the initials of these people. This way, on one
hand anonymity is preserved, and on the other hand, we could refer back to these people
in the next parts of the experiment.

In the second part, subjects were presented with eight hypothetical social situations,
which were meeting scenarios involving one of the people from the first part (selected
randomly). We used hypothetical situations, since this gives us control over the types
of situations subjects are presented with, ensuring a wide variety. To make the situa-
tions seem realistic, we presented subjects with activities that are common for people in
their daily lives. Meeting situations were formed by combining situation cues: setting,
activity within setting, event frequency, initiator, and help dynamic, as described in Sec-
tion 4.4.1 (E.g. “You have a weekly work meeting with your team leader where you expect

2The survey questions and the data can be found in the supplementary materials in https://doi.org/10.
4121/13176923.

https://doi.org/10.4121/13176923
https://doi.org/10.4121/13176923
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to get feedback on a project that you are working on.”). Activities are not part of our sit-
uation cues, however, we included them in the description of the scenarios in order to
make them more concrete. These activities were collected in the exploratory pre-study
described in Section 4.4.1. The activities were grouped into settings, and for each setting,
we selected the ones that were suggested more often: four for the casual setting, three for
the work setting, three for the family setting, and two from the sports setting, for a total
of twelve activities. We selected more activities for the casual setting and less for sports,
to reflect the proportions of activities mentioned by the participants of the exploratory
user study. Each subject was presented with eight of these twelve activities. Subjects
were asked what priority they would assign to each situation on a 7-point Likert scale
(ranging from Very Low to Very High). Furthermore, they were asked how likely they are
to encounter a similar situation in their daily life on a 5-point Likert scale (ranging from
Very Unlikely to Very Likely). This information is used to assess whether the hypothetical
scenarios seem realistic to the subjects.

In the third part, subjects were presented with five pairs of situations (from the sec-
ond part), and for each pair, they were asked the following question: “Suppose that in a
certain week you are very busy due to some other unexpected commitment, so you can
attend only some meetings and cancel some others. Which of these two meetings would
you attend?". Lastly, in the fourth part subjects answered the survey about personal val-
ues described in Section 4.4.1.

4.4.3. DESCRIPTION OF DATA

In order to be able to build a model that generalizes better, it is important to have a wide
variety of data. Overall, we notice that this is the case for most of the social features. The
roles were represented as follows: friends - 29.5%, family members - 26,31%, supervi-
sors/managers - 21.3%, co-workers - 8.71%, neighbours - 5.53%, members of the same
group - 3.02%. Features such as geographical distance (64.8% living less than 1 hour
away), depth of acquaintance (mean=3.28, SD=1.33), frequency of contact (mean=2.91,
SD=1.4) and formality level (mean=2.27, SD=1.45) follow a similar distribution to the
ones reported in Chapter 3, so we do not report them fully for space purposes. Rela-
tionship quality was on average slightly positive (mean=0.55, SD=1.26, on a scale where
-2=very negative, -1=negative, 0=neutral, 1=positive, 2=very positive). Fixing its value
for one of the selected people led to more balanced answers for relationship quality as
compared to the ones reported in Chapter 3.

When it comes to the priority of the scenarios, subjects assigned relatively high prior-
ities. The average priority was 5.12 (on a 7-point Likert scale), with a standard deviation
of 1.96. Participants found the scenarios on average to be relatively realistic (mean=3.02,
SD=1.5, on a 5-points Likert scale), with 47.9% of the scenarios being ‘Likely’ or ‘Very
Likely’.

In the third part of the user study, we asked subjects to specify which meeting they
would attend if they had to select between two meetings. We use this data to test whether
subjects mostly select meetings which have a higher priority. In 25% of the cases, sub-
jects were presented with two meetings which have the same priority, so we cannot use
this fraction of the data to test our hypothesis. This is an unintended result of the experi-
mental setup, and in future experiments this can be controlled beforehand. For the data
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in which it is possible to make a distinction, subjects select the meeting with a higher pri-
ority in 58% of the cases, and the one with lower priority in 42% of the cases. This result
marginally supports our research hypothesis, however, 42% remains a large figure. One
potential reason can be the noise in the data caused by the fact that we present subjects
with hypothetical scenarios, since some of these scenarios are situations that subjects do
not normally encounter in their lives. To test this assumption, we remove the meetings
which subjects consider to be ‘somewhat unlikely’ or ‘very unlikely’ in part 2 of the ex-
periment. In the remaining data, in 68% of the cases subjects select the meeting with the
higher priority. This is significantly higher than 58% (Two-Proportions Z-Test, p < 0.05),
which suggests unlikely meetings can be a source of noise. Further reasons why some
subjects select the meeting with a lower priority will be explored in future work.

When asked about personal values, subjects reported on average the following scores
(on a 6-points scale): Benevolence - 4.81 (SD=0.93), Self-direction - 4.75 (SD=0.93), Uni-
versalism - 4.7 (SD=1), Security - 4.49 (SD=1), Hedonism - 4.03 (SD=1.09), Conformity -
3.96 (SD=1.22), Stimulation - 3.87 (SD=1.26), Achievement - 3.78 (SD=1.28), and Power -
3.22 (SD=1.36).

4.5. PREDICTING PRIORITY OF SOCIAL SITUATIONS
In the following subsections, we use the data from the crowd sourcing user study to ex-
plore our research questions.

4.5.1. PREDICTIVE MODELS AND RESULTS

In this section, we present the models that we use to predict the priority of social situ-
ations, and compare their performance. Models take as input the full list of social rela-
tionship features and situation cues. Subjects could assign priorities on a scale from 1
to 7, so we model this task as a regression task, since there would be too many classes to
model it as a classification task for the amount of data that we have. This means, given a
set of features, the model predicts a continuous score between 1 and 7. We believe this
should not pose an issue although subjects were presented with discrete answer choices,
since these choices were ordinal, and the concept of priority is in itself continuous.

As mentioned in Section 4.3, we use a random forest model as well as a gradient
boosting machine model. Specifically, we use the RandomForestRegressor and XGBRe-
gressor implementations from the Scikit-learn package in Python3. We split the data
and randomly assign 80% to the training set and 20% to the test set. We perform param-
eter tuning by using cross validation on the training set. We report the performance of
these models on the test set. For comparison we include a decision tree model, since
this approach was previously used to predict the priorities of social situations in Chap-
ter 3. Furthermore, we include three baseline predictors based on heuristics, namely: an
algorithm which always predicts the mean priority score, an algorithm which predicts a
random score between 1 and 7, and an algorithm which always predicts the most chosen
class (in this case, a priority of 7). Including such baseline predictors is common practice
for new machine learning tasks with no predetermined benchmarks (e.g. [66]).

3The code can be accessed under: https://github.com/ilir-kola/priority-social-situations.
git

https://github.com/ilir-kola/priority-social-situations.git
https://github.com/ilir-kola/priority-social-situations.git
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We start by reporting the Mean Absolute Errors, as well as the Mean Squared Errors
for predictions on the test set. Results are reported in Table 4.2.

Table 4.2: Model errors in predicting the priorities of situations. Differences between predictions
are statistically significant (p < 0.05). In bold, the best performing model.

Model
Mean

Absolute Error
Mean

Squared Error
Random Prediction 2.53 (SD=1.76) 9.17
Predict Most Chosen Class 1.84 (SD=1.93) 7.1
Predict Mean 1.56 (SD=1.15) 3.72
Decision Tree 1.81 (SD=1.79) 6.21
Random Forest 1.35 (SD=1.02) 3.25
XGBoost 1.43 (SD=1.12) 3.34

As we can see from the results, the best performing model is the Random Forest
model, followed by XGBoost. They outperform the Decision Tree model, as well as the
baseline heuristic predictors that we used as a comparison. In practical terms, it means
our best model on average makes a prediction error of 1.35, on our 7 point scale. How-
ever, this number is just an average, so it gives limited insight into individual predictions.
For this reason, we look more in detail into what does this error mean for the three best
performing models from Table 4.2.

In general, our data set is to some extent unbalanced, since there are more situations
which receive a high priority (i.e. 5, 6 or 7) compared to the ones receiving a low prior-
ity (i.e. 1, 2 or 3). In our specific domain - a personal assistant that manages the user’s
agenda - it is often more important to be able to distinguish a situation with a low priority
from one with a high priority (or vice versa), rather than to be able to differentiate be-
tween two meetings with different degrees of high (or low) priority. This is a well-known
controversy (e.g. [157]) arising from interpreting Likert scales as numeric intervals: a
prediction error of 2 which confuses ‘Slightly high’ with ‘Very high’ does not have the
same nuance as a prediction error of 2 which confuses ‘Slightly high’ with ‘Slightly low’,
because of the change of category (from high to low) involved in the latter example. By
dichotomizing our data into situations with high priority (i.e. with a priority higher than
4) and low priority (i.e. with a priority lower than 4), we can evaluate how often do the
predictors assign a high priority to a situation with a low priority, as well as the other way
around (similar to Type 1 and Type 2 errors). The algorithm which always predicts the
mean (i.e., 5.12) always predicts a high priority, so it is always right for situations with
a high priority, and always wrong for situations with a low priority. The Random For-
est model and XGBoost perform equally well for high priority situations: none of them
is classified to have a low priority by Random Forest, and only 2.17% of them by XG-
Boost. When it comes to situations with low priority, these models clearly outperform
the heuristic predictor: Random Forest wrongly classifies only 30% of situations to have
high priority, whereas for XGBoost the value is 29.5%.

Our results suggest that Random Forest and XGBoost outperform heuristic predic-
tors both in absolute errors as well as when considered in the context of our application
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domain. Random Forest has a slight edge on XGBoost, however, the difference is not
high enough so as to declare a clear winner.

4.5.2. DETERMINING IMPORTANT FEATURES FOR PREDICTIONS
A key advantage of the machine learning models is the fact that it is possible to get in-
sight into their decision process. This allows for the possibility to explain to the users
which features led to a certain prediction, and adapt the model if needed. We use the
TreeExplainer method of the SHAP package, which is based on the work of Lundberg
and Lee [106].

Figure 4.2: Explaining the features that led to specific predictions. Larger bars have more impact
on the decision. Features marked in red contributed to making the priority prediction higher,
whereas the ones in blue lower. The text under the bar indicates the values of each feature for the
specific situations.

From a global perspective, the most informative features are setting, relationship
quality, age difference, and role. This means these are the features that mostly contribute
to the predictions. However, when running the predictive model without the least im-
portant features (i.e., hierarchy, geographical distance, other person’s gender), we notice
a drop in accuracy. This suggests that all the features are to some extent important in
predicting specific situations.

To illustrate the interpretations of individual predictions we use two specific social
situations which our model had to predict (Figure 4.2). In both situations, setting is the
feature with the highest influence. We notice in this example that the work setting causes
the meeting to have a higher priority, whereas the casual setting contributes to a lower
one. As expected, a positive relationship quality makes the priority of the meeting higher,
as opposed to the negative relationship quality. In both cases, meeting a younger person
contributes to a lower priority.
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This method allows for insight into the decision process of the agent, and can form
a basis towards explaining the suggestion to the user. Miller [115] proposes that expla-
nations in AI should be contrastive: people want to know why the agent suggested a
certain action rather than another one. This is inherently part of our method, since the
agent can explain to the user why one meeting was selected instead of another. Further-
more, people prefer an explanation that consists of a few causes rather than many. Using
the SHAP package allows this, since it identifies the features with the highest impact.

4.5.3. ROLE OF PERSONAL VALUES IN PREDICTING PRIORITIES

We start our work by building a predictive model using data from multiple people, how-
ever, we want to explore whether it is possible to have some degree of personalization for
the user. To achieve this, we explore whether adding information on the personal values
of the users helps to increase the accuracy of the model. The underlying assumption is
that users with similar value preferences will assign similar priorities to situations. This is
based on the definition of values, which are considered to be drivers of behaviour. First,
we train our Random Forest model with the original set of features, as well as 9 new fea-
tures representing the score that the user assigned to each of value groups (Section 4.4.1),
collected in the last part of the user study. The mean absolute error, in this case, is 1.38.
This means that the quality of the predictions slightly deteriorates when adding informa-
tion about values. One reason for this might be that adding 9 new features to the existing
ones causes the model to have too many features, which can deteriorate performance.
Another possible reason can be related to the salience of personal values in different situ-
ations. Schwartz [150] argues that in order for values to influence action not only should
they be important to the actor, but they should also be relevant in that specific context.
Kayal et al. also propose the use of domain values in order to reason about social com-
mitments [83]. We check for this insight in our data. Some situations explicitly mention
that the user is expected to help someone. Therefore, the value ‘helpfulness’ is salient in
these situations. We notice that subjects who value helpfulness more, on average assign
a significantly higher priority to situations where they have to help someone, as com-
pared to subjects who value helpfulness less (6 vs. 5.09, p < 0.01 when performing the
Mann-Whitney test). For meetings that do not involve giving help, the differences in the
priorities assigned by these subjects are not significant. This suggests that certain values
which are salient to the domain can potentially help predictions.

4.6. CONCLUSION

4.6.1. CONTRIBUTIONS

In this chapter, we propose an approach which enables personal assistant agents to pre-
dict the priority of a user’s social situation. The approach relies on concepts from social
sciences which are used to model social situations, as well as machine learning tech-
niques which are used to learn the priority scores from data from multiple people. First,
we review literature from social sciences and propose a set of features which we use to
model the social situations of a user. Then, we conduct a crowd-sourcing user study
in order to gather the data needed to build our predictive models and evaluate our ap-
proach. The subjects’ answers suggest that having a numerical representation of priority
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can in principle be used to help deciding which meeting to attend in cases of overlap-
ping meetings. The results marginally supports our hypothesis (RH): 58% of the subjects
select the meeting with a higher priority. This can form the basis for allowing a personal
assistant agent to use its priority predictions to choose between the meetings.

Next, we show that ensemble models such as Random Forests outperform baseline
models in predicting the priorities of social situations, especially when it comes to dif-
ferentiating between situations with high and low priorities (RQ1). Furthermore, we
present a procedure which enables the personal assistant agent to determine the fea-
tures that contributed to the predictions, which in future work will be presented as ex-
planations to the user. We envision that this, together with the fact that features are
taken from social science literature and are therefore more understandable for people,
can help achieving the vision for more transparent and intelligible personal assistant
agents. Lastly, we test whether adding information about the personal values of the user
can help us lower the prediction error (RQ2). Results show that in our setting this is not
the case, since the mean absolute error of the model suffers a slight increase. However,
insights from the data suggest that using personal values which are salient in the specific
situation has the potential to be a more successful approach.

4.6.2. LIMITATIONS AND FUTURE WORK
First of all, our experimental setup presented subjects with hypothetical scenarios. This
was done to ensure variety in the data, however, this comes at the cost of the data being
noisier, since some of the scenarios might be unlikely to actually occur, so the subjects
might not answer consistently. It would be useful to conduct a user study in which sub-
jects report all their social situations from a fixed period of time, in order to evaluate
our models with more realistic data. Furthermore, asking subjects which meeting they
would attend when two meetings overlap (part 3 of the user study) presented them with
a binary choice, which does not inform us how certain they were about their selection.
An alternative would be to provide participants with a slider, where they can state how
inclined they would be to attend one of the meetings [83]. In future work, we aim to
enable personal assistant agents to provide full explanations regarding their decisions
to the user. This is based on our assumption that presenting the user with the social
features that contributed to a prediction makes the work of the personal assistant agent
more transparent. This has to be tested in practice. Next, we will investigate the possibil-
ity of a feedback loop between the user and the agent based on the explanations, in order
to further personalize support. This would be important especially for cases where the
subjects disagree with the agent’s decisions. Lastly, we will explore whether our models
can be used to predict other aspects of social situations other than priority.
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SOCIAL SITUATION

COMPREHENSION THROUGH

PSYCHOLOGICAL

CHARACTERISTICS OF SITUATIONS

Support agents that help users in their daily lives need to take into account not only the
user’s characteristics, but also the social situation of the user. Existing work on including
social context uses some type of situation cue as an input to information processing tech-
niques in order to assess the expected behavior of the user. However, research shows that
it is important to also determine the meaning of a situation, a step which we refer to as
social situation comprehension. We propose using psychological characteristics of situa-
tions, which have been proposed in social science for ascribing meaning to situations, as
the basis for social situation comprehension. Using data from user studies, we evaluate
this proposal from two perspectives. First, from a technical perspective, we show that psy-
chological characteristics of situations can be used as input to predict the priority of social
situations, and that psychological characteristics of situations can be predicted from the
features of a social situation. Second, we investigate the role of the comprehension step
in human-machine meaning making. We show that psychological characteristics can be
successfully used as a basis for explanations given to users about the decisions of an agenda
management personal assistant agent.

This chapter is currently under review [93].
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5.1. INTRODUCTION
Artificial agents that support people in their daily lives – such as personal assistants,
health coaches, or habit formation support agents – are becoming part of everyday lives
(e.g. [84], [132]). Existing work on personal agents usually focuses on modelling personal
characteristics of the user, such as their goals, emotional state, or personal values (e.g.
[31], [51], [97]). However, research in social science shows that human behavior is not
only shaped by a person’s state and characteristics, but also by the situation they are
in [101]. This suggests that in order to provide better aligned support, personal agents
should take the user’s situation into account in determining which support to provide.

In this chapter we take a step towards addressing this challenge, with a specific fo-
cus on the social dimension of situations. This is important because our daily situations
often have a social nature: we spend time at work with colleagues, and free time with
family and friends. Support agents thus need to account for the social dimension of situ-
ations, and how that affects the behavior of users. The need for enabling support agents
to understand the social situation of the user has been acknowledged as an important
open question in agent research [158], [166]. More broadly, the ability to assess and act
in social situations has been proposed as the next challenge that intelligent machines
should tackle [65].

5.1.1. MOTIVATION
Existing approaches (e.g., [2], [38], [96]) tackle this challenge by using some type of situ-
ation cues as input (e.g., actors, relationship characteristics, etc.), and using information
processing techniques such as machine learning or rule-based approaches to assess ex-
pected behavior. By going directly from social situation features to predicted or desired
user behavior, the step of understanding the meaning of the social situation from the
point of view of the user is not performed explicitly. However, research in social psychol-
ogy (e.g., [44]) suggests that people determine how to behave in a situation by ascribing
meaning to this situation, and using this interpretation to decide how to act.

Inspired by this insight, in Chapter 2 we propose that support agents should perform
this step explicitly. They refer to this process as social situation comprehension. Follow-
ing research on situation awareness [47], they propose a three-level architecture where
social situation comprehension is the middle level (Level 2) in between social situation
perception (Level 1) and social situation projection (Level 3), as depicted in Figure 5.1.
The idea is that Level 2 information is derived from Level 1 information, i.e., social situ-
ation features, and Level 3 information about expected user behavior is in turn derived
from Level 2 information.

A central question in realizing such a three-level architecture is in what ‘terms’ the
meaning of a situation should be described. In this chapter we investigate whether psy-
chological characteristics of situations, a concept used in social psychology (e.g., [126],
[135], [179]), can be used for this purpose of achieving social situation comprehension
in support agents. The idea behind psychological characteristics of situations is that
people view situations as real entities, and ascribe to them traits or characteristics in the
same way they ascribe characteristics to other people. For instance, the situation ‘having
a progress meeting with your supervisor’ can have a high level of duty and intellect and
a low level of deception and adversity. An important advantage of using psychological
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characteristics of situations is that they are general enough to model arbitrary daily life
situations [135].

Our goal is to explore whether incorporating information about the psychological
characteristics of the user’s situation would be beneficial for support agents. Support
agents should make accurate suggestions that are trusted by the user. We investigate the
use of psychological characteristics in support agents from these two perspectives. First,
we study whether they can be used for predicting user behavior (Level 3 information),
which is a basis for accurate suggestions. Second, we investigate whether they can pro-
vide meaningful reasons for explaining the suggestions of the support agent to the user,
since research [115] suggests that explainability of Artificial Intelligence (AI) systems is
important for enhancing their understanding and in turn trustworthiness.

5.1.2. USE CASE

In this chapter we take the example of a socially aware agenda management agent. Our
goal is not to build a socially aware agenda management agent in itself, but this use case
has characteristics that make it ideal for exploring the effects of incorporating psycho-
logical characteristics of situations. First of all, making accurate predictions on which to
base its suggestions and giving insightful explanations is crucial for this agent, which is
in line with aspects we aim to explore. Secondly, through this case we can study future
situations for which the information is available beforehand. This way, we can focus on
how the information can be processed to interpret the social situation and its effect on
user behavior rather than having to deal with run-time situation perception, since that
is beyond the purpose of our current work. Furthermore, such an agent facilitates con-
ducting online user studies since it allows us to frame social situations as meetings, an
easy concept to explain to participants. Lastly, the types of possible meetings can be ar-
bitrary rather than about a specific domain, thus allowing us to explore a wide variety of
social situations.

Providing support to the user regarding which meeting to attend can be seen as
choice support. According to Jameson et al. [76], in choice support the goal is to help the
chooser (i.e., the user) make the choice in such a way that, from some relevant perspec-
tive, the chooser will be satisfied with the choice. Jameson et al. [76] present different
choice patterns that people tend to follow and how technologies can support people in
these choices: Access information and experience, Represent the choice situation, Com-
bine and compute, Advise about processing, Design the domain and Evaluate on behalf
of the chooser. The agenda management agent used throughout the chapter gives sug-
gestions to the users on which meetings to attend, thus following the ‘Evaluate on behalf
of the chooser’ choice support pattern.

5.1.3. RESEARCH QUESTIONS AND HYPOTHESIS

An important aspect of agenda management is dealing with scheduling conflicts where
not all desired meetings can be attended. We develop predictive models that would al-
low such an agent to determine the priority level of each meeting, taking into account
its social aspects. This is done via determining the situation profile of each meeting
consisting of the psychological characteristics of the situation based on the DIAMONDS
model [135]. For example, dinner with a friend might be characterized by a low level of
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duty, but high level of positivity and sociality, while a meeting with a difficult colleague at
work might be characterized by a high level of duty, high use of intellect and high level of
adversity. This information is used to determine the priority level of each meeting, which
is expected to correspond with the user behavior of choosing a high priority meeting in
case of scheduling conflicts. The agent would make a suggestion to the user about which
meeting to attend.

Based on this description, we formulate the following research hypothesis:

RH - Using psychological characteristics of a social situation as input in a
machine learning model leads to a more accurate prediction of the priority
of the social situation than using social situation features as input.

Collecting information about the psychological characteristics of each situation would
be an intrusive task, therefore in the next research questions we explore whether we can
automatically predict the psychological characteristics of a situation, and how useful
would these predictions be:

• RQ1 - To what extent can we use machine learning techniques to predict the psy-
chological characteristics of a social situation using social situation features as in-
put?

• RQ2 - To what extent can we use the predicted psychological characteristics from
RQ1 as input in a machine learning model to predict the priority of a social situa-
tion?

Since we use explainable techniques for creating the predictive models, this also
allows to determine which features were the most salient in determining the priority.
These can be presented to the user as explanations. Following the previous example, if
the two meetings are overlapping the predictive model might determine that the second
meeting is more important and that the most salient feature is duty. In that case, the
agent would tell the user ‘You should attend the second meeting since it involves a higher
level of duty, and meetings with higher level of duty are usually prioritized’. Through the
following research questions we explore the perceived quality of such explanations:

• RQ3 - To what extent can social situation features and psychological characteris-
tics of situations be used as a basis for explanations that are complete, satisfying,
in line with how users reason, and persuasive?

• RQ4 - When do people prefer psychological characteristics of situations in expla-
nations compared to social situation features?

Our work has an exploratory nature, since the topic of incorporating psychological
characteristics of situations in support agents is novel. For this reason, we do not al-
ways have a preconceived idea of the relation between variables to form hypotheses.
Posing research questions allows us to explore and provide initial insights on the topic
without being bound to specific expected outcomes. We assess these questions through
two studies, one which addresses the predictive powers of psychological characteristics
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by creating machine learning models, and one which performs a user study to inves-
tigate the use of different kinds of explanations. The rest of the article is organized as
follows: Section 5.2 gives an overview of background concepts that we use throughout
the chapter. Section 5.3 introduces the first study, presents and discusses its results, and
addresses RH, RQ1 and RQ2. Section 5.4 introduces the second study, analyzes and dis-
cusses its results, and addresses RQ3 and RQ4. Section 5.5 concludes the article.

5.2. BACKGROUND
This section positions this chapter in relation to existing work and offers an overview of
background concepts that are used throughout the chapter. In particular, we present the
three-level social situation awareness architecture proposed in Chapter 2 which forms
the starting point for our work.

5.2.1. RELATED WORK

The concept of sociality is broad, and so are its applications to artificial agents. The
main directions involve agents being social with other artificial agents, and agents un-
derstanding human sociality. The agent technology research community has explored
sociality from the point of view of artificial agents interacting with each other in multi-
agent systems governed by structures such as norms, institutions and organizations (e.g.,
[37], [52], [107]). The other research direction explores the sociality of agents in relation
to humans. This is researched from the perspective of agents interacting socially with
people (e.g., [32], [45], [165]), and agents modelling human sociality. An example of the
latter is research on social signal processing, which focuses on using social cues such as
body language to assess behavior [167]. Other approaches more closely related to ours
employ some type of social situation information as input, and process that information
to assess expected user or agent behavior. In our work we take inspiration from the way
in which they conceptualize social situations. The key difference is that we explicitly
reason about the meaning of the social situation for the user.

Dignum and Dignum [38] propose using social practices [137]. Social practices are
seen as ways to act in context: once a practice is identified, people use that to determine
what action to follow. For instance, the social practice ‘going to work’ can incorporate
the usual means of transport that can be used, timing constraints, weather and traffic
conditions, etc. A social practice is identified using information from physical context,
social context, activities, etc. Social context includes information about places and roles.
Each social practice contains a concrete plan which makes the connection between the
social context input and the behavior that needs to be manifested in that situation.

Ajmeri et al. [2] also highlight the importance of modelling social context in personal
agents. Social context includes information such as the place of the interaction or the
social relationships between the people in the interaction (i.e., their role). In their ap-
proach, the agent includes the social information in the form of norms and sanctions
that guide the agent’s behavior. These norms and sanctions are formalized as rules in
which the social context information serves as the antecedent and the behavior serves
as the consequent: the agent exhibits a specific behavior only in presence of specific
social context information.
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Another approach on how to take into account the effects of social situations on
user behavior is proposed in Chapter 4. They model social situations through a set of
social situation features seen from the point of view of the user. For instance, in a sit-
uation where a manager and an employee are meeting, the support agent of the em-
ployee would model this situation through features such as setting=work, role of other
person=manager, hierarchy level=higher and so on. Different from the previous approaches,
in this work the relation between the social situation information and the expected be-
havior is learned rather than modelled explicitly. The authors show that it is possible
to use these social situation features as input to a machine learning model to predict
expected behavior such as the priority that people would assign to different social situa-
tions.

5.2.2. SOCIAL SITUATION AWARENESS IN SUPPORT AGENTS

This chapter builds on Chapter 2, where we propose a three-level architecture for so-
cial situation awareness in support agents. We define social situation awareness as: “A
support agent’s ability to perceive the social elements of a situation, to comprehend their
meaning, and to infer their effect on the behavior of the user". This definition instanti-
ates Endsley’s three-level model of situation awareness [47], yielding three correspond-
ing levels of social situation awareness: social situation perception, social situation com-
prehension, and social situation projection. The resulting architecture is shown in Fig-
ure 5.1. The focus of this chapter is on the second level.

As can be seen from Figure 5.1, one of the key parts of situation comprehension is
the ability to use Level 1 information for deriving a situation profile at Level 2. A sit-
uation profile is intended to express the meaning of the situation for the user. Level 1
information concerns features that describe salient aspects of the social situation. This
information can come via sensory input or interaction with the user.

In Chapters 3 and 4 we propose a set of features based on research from social sci-
ences. We divide features into situation cues, namely setting, event frequency, initiator,
help dynamic, and social background features describing the social relation between the
user and other people in the social situation, namely role, hierarchy level, contact fre-
quency, geographical distance, years known, relationship quality, depth of acquaintance,
formality level and shared interests. In the rest of this chapter we refer to these features
as social situation features or Level 1 information.

The idea is that Level 1 information can be used to infer the meaning of the situ-
ation for the user, i.e,. Level 2 information. In this chapter we investigate the use of
psychological characteristics of situations to model Level 2. As proposed in social sci-
ence research, psychological characteristics of situations are used by people to ascribe
meaning to a situation [135]. People use these psychological characteristics to predict
what will happen in a situation, and coordinate their behavior accordingly. There are
five main taxonomies which provide a set of psychological characteristics to describe
situations [22], [57], [126], [135], [179], and in this work we use the psychological char-
acteristics proposed in the DIAMONDS taxonomy [135]. This taxonomy has several ad-
vantages. Firstly, it is intended to cover arbitrary situations, and it offers a validated scale
for measuring psychological characteristics. Furthermore, it is shown that the psycho-
logical characteristics of a situation correlate both with the features of that situation and
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Figure 5.1: Simplified version of the three-level architecture for Social Situation Awareness pro-
posed in Chapter 2 (emphasis on Level 2 added).

with the behavior people exhibit in that situation. The DIAMONDS taxonomy suggests
that each situation can be described based on how characteristic each of the following
concepts is:

• Duty - situations where a job has to be done, minor details are important, and
rational thinking is called for;

• Intellect - situations that afford an opportunity to demonstrate intellectual capac-
ity;

• Adversity - situations where you or someone else are (potentially) being criticized,
blamed, or under threat;

• Mating - situations where potential romantic partners are present, and physical
attractiveness is relevant;

• pOsitivity - playful and enjoyable situations, which are simple and clear-cut;

• Negativity - stressful, frustrating, and anxiety-inducing situations;

• Deception - situations where someone might be deceitful. These situations may
cause feelings of hostility;

• Sociality - situations where social interaction is possible, and close personal rela-
tionships are present or have the potential to develop.

We call such a description a situation profile. In the rest of this chapter we also refer
to the psychological characteristics of situations as Level 2 information.

The idea is then that a situation profile can be used by a support agent to determine
expected behaviors for the user (Level 3 information), since research on the DIAMONDS
model shows that there is a correlation between psychological characteristics of a situ-
ation and people’s behavior in that situation. Information about expected behavior can
in turn be used to determine how best to support the user.
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5.2.3. EXPLAINABLE AI
Following the definition of Miller [115], when talking about explainable AI we refer to an
agent revealing the underlying causes to its decision making processes. Early examples
of such work can be found already more than forty years ago (e.g., [153]). In the last five
years, this field of research has received increasingly more attention1. This is due to the
increased availability of AI systems, as well as due to the emphasis on the importance
of explainable AI coming from different governmental agencies [62], [68]. Different ap-
proaches have been proposed for explainable and interpretable AI (for an extensive sur-
vey, see [116]), and here we only provide a brief summary. Explanations can be global,
i.e., explain the working of a system in general, and local, i.e., explain the reasons behind
a specific decision or suggestion. Making the decisions of the agent explainable con-
sists of three parts: the agent should be able to determine the internal processes that led
to a certain suggestion, to generate an explanation based on them, and to present this
explanation to the user [121]. Different techniques have been proposed to determine
the internal processes of so-called black box algorithms (for a survey, see [67]). When it
comes to the content of explanations, research shows that shorter explanations explain-
ing why a certain decision (rather than another decision) is made are preferred [103],
[115]. Furthermore, Ribera and Lapedriza [138] argue that explanations should be de-
signed based on who the end user will be, and that explanations designed for lay users
should be brief, use plain language, and should be evaluated via satisfaction question-
naires. We use these insights when designing the explanations for our user study.

5.3. STUDY 1 - PREDICTIVE ROLE OF PSYCHOLOGICAL CHAR-
ACTERISTICS

Through this study we evaluate our research hypothesis (RH), as well as RQ1 and RQ2,
as shown in Figure 5.2.

5.3.1. METHOD
In the first study we investigate to what extent psychological characteristics of situations
can be used for predicting priority of meetings. Following the architecture in Figure 5.1,
a situation profile (Level 2) should be derived from Level 1 information, and it should be
able to predict Level 3 information. In order to create corresponding predictive models,
we use data from a user study that collects information at Level 1 (social situation fea-
tures), Level 2 (psychological characteristics) and Level 3 (priority) for a range of meeting
scenarios.

The data that we use for building the predictive models was collected through the
experiment described in Chapter 42. The experiment was approved by the ethics com-
mittee of the university. Subjects were presented with meeting scenarios with people
from their social circle (Level 1 information) and were asked to rate the psychological
characteristics (Level 2 information) and priority of the meetings (Level 3 information).

1Google Scholar finds more than 22’000 publications in the time frame 2017-2022 for the search terms ‘ex-
plainable AI’, which is more than the number of publications for the time frame 1955-2016.

2The survey questions, the data and the source code can be accessed in the supplementary materials in https:
//doi.org/10.4121/16803889.

https://doi.org/10.4121/16803889
https://doi.org/10.4121/16803889
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In Chapter 4 we use only part of the collected dataset which involves the social situa-
tion features (see Section 5.2.2) and the priority of hypothetical social situations. In this
chapter we also make use of information about the psychological characteristics of each
of the hypothetical social situations. First, to assess whether priority could in princi-
ple be predicted from psychological characteristics of situations, we take the ‘true’ Level
2 information as provided by our study participants, and create from this a predictive
model for meeting priority (RH, top part of Figure 5.2). While this allows to assess the
possibility to predict Level 3 from Level 2, our agent would not have the ‘true’ Level 2
information since it would be very cumbersome to ask users to provide this information
for each meeting. This would not be the case for Level 1 information, since the social re-
lationship features can be collected beforehand and tend to stay stable across situations.
Thus, we want to investigate (see bottom part of Figure 5.2) whether we can predict Level
2 information from Level 1 (RQ1), and in turn, use these predicted psychological char-
acteristics as input to predict Level 3 information (RQ2) using the predictive model that
was built to assess our RH.

Data collection is a well-known obstacle when creating data-driven human decision
predictive models. Using an experimental approach for collecting data is a good alterna-
tive when collecting data in the wild is not possible [145]. Furthermore, such an experi-
mental approach can allow for more flexibility in the type of data that is collected. In the
data set that we are using, the experimental setup presents participants with hypotheti-
cal meeting situations involving real people from their social circle. These hypothetical
meetings are highly diverse in terms of their priority level and relationship features of the
participant and the other person, including situations work meetings with supervisors,
family occasions, casual meetings with friends etc. Explicitly capturing every aspect that
is involved in how the user assigns a priority level to the meeting is not possible in prac-
tice for such a wide variety of meetings. Therefore, our goal is to explore whether mod-
elling psychological characteristics of the situations can provide a good approximation
that leads to accurate predictions of the priority levels.

MATERIAL

Social situation features used in the study were based on literature from social science
(see Section 5.2.2 and Chapter 4). Specifically, the features used were: role of the other
person, their hierarchy level, the quality of their relationship, the contact frequency, how
long they have known each other, the geographical distance, the depth of acquaintance,
the level of formality of the relationship, and the amount of shared interests.

Psychological characteristics of situations were taken from the DIAMONDS taxonomy
(see Section 5.2.2), namely Duty, Intellect, Adversity, Mating, Positivity, Negativity, De-
ception and Sociality.

Scenarios used in this work represent social meeting settings that a user might en-
counter in their daily life. The scenarios had a hypothetical nature. Using hypothetical
situations gives control over the types of situations subjects are presented with, ensuring
a wide variety. To make these hypothetical situations more realistic, subjects were pre-
sented with activities that are common for people in their daily lives. Meeting situations
were based on inputs from the users of a pre-study, and were formed as a combination
of situation specific features (see Section 5.2.2): setting in which the meeting is taking
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Figure 5.2: Conceptualization of Study 1, used to assess the research hypothesis (top part), and
Research Questions 1 and 2 (bottom part)

place, frequency of meeting, initiator, and whether the user is expected to give or re-
ceive help (E.g. “You have a weekly meeting with AB3 where you expect to get feedback
on a project that you are working on.”). In the situation descriptions, the setting was
represented through typical activities that take places within that setting, to make the
scenarios more concrete. For instance, the settings ‘work’ and ‘casual’ were represented
by activities such as ‘having a meeting with the supervisor’ and ‘going for dinner with a
friend’ respectively.

PARTICIPANTS

The study involved 278 subjects recruited through Prolific Academic4, a crowd-sourcing
platform where researchers can post studies and recruit participants who earn a mon-
etary compensation for the time invested in conducting the study. 149 subjects were
female, 127 were male, and 2 subjects selected the option ‘other’. The mean age was
36.2, with a standard deviation of 12.3.

PROCEDURE

Subjects answered an online survey. First, participants were briefed about the purpose
of the study. The goal of the study as conveyed to the participants was to collect infor-
mation about the user’s social relationships with different people from their social circle,

3For privacy reasons, users provided only the initials of people from their social circles.
4https://www.prolific.co/
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as well as information about social situations involving the user and those people. Then
they were presented with the two parts of the study.

In the first part, subjects were asked to select five people from their social circle, and
then were asked questions about their relationship with these people using the set of
relationship specific features (see Section 5.3.1). In the second part, subjects were pre-
sented with eight hypothetical social situations (see Section 5.3.1), which were meeting
scenarios between them and one of the people that they mentioned in the first part of
the study (selected randomly). Subjects were asked what priority they would assign to
each situation on a 7-point Likert scale (ranging from Very Low to Very High).

Furthermore, subjects were asked about the psychological characteristics of each so-
cial situation using the dimensions proposed in the DIAMONDS taxonomy [135] (see
Section 5.3.1). Subjects were presented with a description of each psychological charac-
teristic, and they were asked “How characteristic are each of the following concepts for
this situation?". Subjects answered on a 6-point Likert scale, ranging from Very Unchar-
acteristic to Very Characteristic.

In total, the dataset consists of information about 1390 social relationships between
the subjects and people from their social circle, and about the priority level and psycho-
logical characteristics of 2224 hypothetical social situations involving the subjects and
one of these people.

5.3.2. RESULTS

The collected data is used to build predictive models which will be presented and evalu-
ated in this section.

USING PSYCHOLOGICAL CHARACTERISTICS OF SITUATIONS TO PREDICT THE PRIORITY OF

SOCIAL SITUATIONS

The task of predicting the priority of social situations was previously explored Chapter 4.
There, we tested different learning algorithms that took as input the features of a social
situation to predict the priority of that situation. If we refer to the social situation aware-
ness architecture, that chapter takes as input Level 1 information and predicts Level 3
information. The best performing model was random forest, which led to a mean abso-
lute error of 1.35, on a 7-points Likert scale.

For this reason, in this chapter we also employ a random forest model for predicting
priority. The model takes as input the psychological characteristics of a social situation
(Level 2), as obtained via the procedure described in the previous section, and predicts
the priority of that social situation (as shown in Figure 5.2, top). Specifically, we use the
RandomForestRegressor implementation from the Scikit-learn package in Python. We
split the data and randomly assign 80% to the training set and 20% to the test set. We
perform parameter tuning by using cross validation on the training set.

The results show that in our model, the mean absolute error is 0.98, which is a signifi-
cant improvement (Wilcoxon Rank sum test, p < 0.05) over the 1.35 mean absolute error
reported in Chapter 4. This suggests that psychological characteristics of situations are
a better predictor of the priority of social situations than social situation features, thus
supporting our hypothesis (RH).
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PREDICTING THE PSYCHOLOGICAL CHARACTERISTICS OF SOCIAL SITUATIONS

The social situation awareness architecture introduced in Chapter 2, says that Level 2 in-
formation should be derived from Level 1 information. This is because having the agent
ask the users about the psychological characteristics of each situation they encounter
would be too invasive and time consuming. On the other hand, collecting Level 1 infor-
mation can be done more efficiently, since the information about the social relationship
can be collected in advance. For this reason, we investigate whether it is possible to pre-
dict the psychological characteristics of a social situation using as input social situation
features (see Figure 5.2, bottom).

We evaluate the predictions of different regression algorithms: decision tree, XG-
Boost, Random Forest and Multi Layer Perceptor (MLP) using the scikit-learn library in
Python. We train the models on 80% of the data, and evaluate them on the remaining
20%. We built 8 distinct models, where each model predicts one psychological charac-
teristic, since this approach led to better accuracy than having one model that predicts
all psychological characteristics at the same time. The model predicts a number from 1
to 6 (on a 6 point Likert scale, 1 being Very uncharacteristics, and 6 being Very charac-
teristic), and the mean absolute errors are reported in Table 5.1. From the table (column
‘Random Forest’) we can see that, for instance, the model is on average 1.17 off when
predicting the level of Intellect for a social situation. This means that for instance, if the
real value is 5 (i.e. Moderately characteristic), the model is expected to predict a value
between 3.83 (i.e. Slightly characteristic) and 6 (i.e. Very characteristic).

Table 5.1: Mean Absolute Errors of the models in predicting the psychological characteristics of
situations. Psychological characteristics marked with * represent statistically different results be-
tween the best performing model and the model that predicts the mean (Wilcoxon Rank sum test,
p < 0.05).

Psychological
Characteristic

Decision Tree XGBoost Random Forest MLP Predict Mean

Duty* 1.66 1.36 1.34 1.38 1.55
Intellect* 1.48 1.21 1.17 1.23 1.3
Adversity 1.55 1.29 1.29 1.31 1.36
Mating* 0.92 0.87 0.85 0.93 1.03
Positivity* 1.44 1.18 1.14 1.17 1.26
Negativity* 1.51 1.25 1.25 1.39 1.37
Deception 1.14 1.04 1.04 1.09 1.09
Sociality* 1.42 1.06 1.02 1.03 1.13

In order to assess how good these predictions are, we compare our models with a
heuristic model that always predicts the mean of the psychological characteristics. The
results are reported in Table 5.1 (column ‘Predict Mean’). We see that the random forest
model significantly outperforms the heuristic predictor for all psychological character-
istics apart from Adversity and Deception and always performs at least as well as the
other predictive models. We use a heuristic model for comparison since this is the first
benchmark result in predicting the psychological characteristics of a situation. There-
fore we do not have an existing baseline to compare it with. Including heuristic baseline
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predictors is common practice for new machine learning tasks with no predetermined
benchmarks (e.g. [66]). In Chapter 4 we also use heuristic predictors as a baseline for pri-
ority prediction, and the most accurate heuristic in that work is an algorithm that always
predicts the mean priority.

In the next section we evaluate whether these predictions are sufficiently accurate to
be used as an intermediate step for predicting priority of social situations. This allows the
evaluation of the usefulness this predictive model as part of the bigger social situation
awareness architecture.

PREDICTING PRIORITY THROUGH PREDICTED PSYCHOLOGICAL CHARACTERISTICS

To assess the usefulness of these predicted values for predicting the priority of social sit-
uations, we predict priority by using as input not the ‘true’ psychological characteristics
of the situation as reported by the participants in the data collection experiment, but the
predicted ones (Figure 5.2, bottom). To do this, we use the model trained in Section 5.3.2,
and feed as input the predicted psychological characteristics from the Random Forest
model in Section 5.3.2.

The model achieves a mean absolute error of 1.37 (Table 5.2). As expected, there is a
drop compared to the 0.98 error that we got using as input the true psychological charac-
teristics. Nevertheless, we notice that the prediction error is not significantly worse than
the results reported in Chapter 4, despite using predicted values as input (RQ2). This
confirms the predictive potential of the psychological characteristics of situations. How-
ever, it also suggests the need for more research towards predicting these psychological
characteristics more accurately, since that would lead to an overall better prediction of
the priority of social situations.

Table 5.2: Mean Absolute Errors of the models in predicting the priority of social situations when
using different inputs. Results marked with * are significantly different from the others (Wilcoxon
Rank sum test, p < 0.05).

Model input
Mean Absolute Error
in Priority Prediction

Social situation features [96] 1.35
True psychological characteristics of situations 0.98*
Predicted psychological characteristics of situations 1.37

5.4. STUDY 2 - EVALUATING EXPLANATIONS
In this section we present the setup of the user study we performed to evaluate explana-
tions given by a hypothetical personal assistant agent about why they suggest attending
a specific meeting, based on Level 1 and Level 2 information (RQ3 and RQ4).

In this study5, subjects were presented with pairs of social situations (in this case,
meetings), and suggestions from a personal assistant agent regarding which meeting to

5The survey questions and the data can be accessed in the supplementary materials in https://doi.org/
10.4121/16803889.

https://doi.org/10.4121/16803889
https://doi.org/10.4121/16803889
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attend, followed by an explanation that included as a reason either Level 1 or Level 2
information. Subjects were asked to evaluate these explanations (Figure 5.3). The results
of this study are presented in the next section.

5.4.1. DESIGN CHOICES AND MATERIAL
In this section we present the choices we made in the design of the experiment, and the
resulting material used for conducting it.

SIMPLIFICATIONS

This study falls under the human grounded evaluation category proposed by Doshi-
Velez and Kim [40]: a study with real humans, and a simplified task. The first simpli-
fication we made had to do with the fact that subjects were presented with hypothetical
scenarios and explanations. This simplification was necessary since we do not yet have
a fully fledged support agent ready to use and be tested in practice. Since the proposed
scenarios were provided by us rather than by the participants themselves, this comes
with the risk that participants may not actually encounter that particular situation them-
selves in their own lives directly (e.g., some scenarios refer to meetings with work col-
leagues, however the participant might not be employed). For this reason, in this study
we opted for a third-person perspective, i.e., asking participants to imagine how another
user might evaluate the explanation if they were to encounter that scenario. Moreover,
using existing scenarios allowed us to balance which psychological characteristics were
used, which was important for investigating whether people hold different preferences
for different characteristics. The second simplification had to do with the fact that the
explanations were not formed using a specific explainable AI method, but designed by
the researchers based on insights from our predictive models in Section 5.3.2.

In order to make the hypothetical setting as realistic as possible, scenarios were re-
trieved from the the data collected Chapter 6. In that study, subjects described social
situations from their lives, and answered questions about the psychological characteris-
tics of those situations (Level 2). However, the dataset did not include annotated Level
1 information, which is needed to form the explanations based on this type of informa-
tion. To perform the annotation, we used information that is available in the description
of the situations. For instance, if the description says ‘I am meeting my boss to discuss
the project’, we infer that the role of the other person is supervisor, the hierarchy level
is higher and the setting is work, and consider the information that is not available in
the description to be equal across situations. Using only explicit information available
in the description to infer Level 1 information allows this procedure to be unambiguous.
At this point, we have a dataset with situations described by people, annotated in terms
of their social situation features and psychological characteristics which will be used to
form the explanations.

SELECTING WHICH INFORMATION IS INCLUDED IN EXPLANATIONS

For an explanation to be realistic, it needs to be based on information that contributed
to the suggestion of the agent. In order to find the Level 1 and Level 2 information that is
more likely to have contributed to the priority prediction, we identified the features that
have the highest weight when predicting the priority of social situations using the Tree-
Explainer method of the SHAP package [106]. For Level 1, these features were setting,
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help dynamic, role, relationship quality, age difference, and shared interests. For Level
2, these features were duty, intellect, positivity and negativity. We assume that the best
explanation can be found in this pool of features, since they are the best predictors of
priority.

SELECTING SCENARIOS

We want users to evaluate the type of information included in the explanations, rather
than evaluate whether the agent selected the right feature to include in the explanation.
To facilitate this, we formed pairs of scenarios in such a way that both meetings have
a set of common situation features/psychological characteristics and a single differing
one, which would then be used in the explanation. This was done using the following
procedure:

• Level 1 - Each meeting is annotated with a set of social situation features. To form
pairs, we selected scenarios that have the same amount of information in terms of
social relationship features (i.e., same number of social situation features known),
and that differ in only one social relationship feature.

• Level 2 - Each meeting is annotated in terms of its psychological characteristics,
rated on a scale from 1 (very uncharacteristic of the situation) to 7 (very charac-
teristic of the situation). We consider psychological characteristics with a score
higher than 4 to have a high relevance in the situation, and those with a score lower
than 4 to have low relevance. To form pairs, we selected scenarios that have a sim-
ilar level of relevance (i.e., either high or low) for all psychological characteristics
except for one, which has a differing level of relevance.

In total we formed eight pairs of scenarios, where the differing social relationship
features were setting, help dynamic, role, relationship quality, age difference, and shared
interests. The differing psychological characteristics were duty, intellect, positivity and
negativity (two pairs for each). For instance, one of the pairs was:

Meeting 1 - Alice has planned to meet a colleague because they want to update each
other about their work.

Meeting 2 - Alice has planned to meet another colleague because the colleague needs
her help to solve a work task.

In this case the differing social relationship feature was the help dynamic6, which
was neither giving nor receiving help for the first meeting and giving help in the second
(as inferred from the scenario descriptions), whereas the differing psychological charac-
teristic is the level of duty, which was higher in the second meeting (as annotated by the
subjects who proposed these scenarios).

SELECTING AGENT SUGGESTIONS

To determine which meeting the agent should suggest the user to attend, we used a
heuristic procedure based on the prediction models from Section 5.3.2. Through the

6The feature help dynamic can take the values giving help, receiving help, neither giving nor receiving help.
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TreeExplainer method [106] we determined whether each differing feature contributes
to a higher or a lower priority level. Since meetings differ in one feature (for each of Level
1 and Level 2), that feature is used as the tie breaker to determine which scenario should
have higher priority. Scenarios were selected in such a way that the agent would make
the same suggestion regardless whether it uses Level 1 information or Level 2 informa-
tion for the prediction. This was done to minimize the effect that the agent suggestion
has on the evaluation that the subjects give about the explanations. For the aforemen-
tioned pair, Meeting 2 has a higher priority because, based on the prediction models:

• Meetings where someone is expected to give help have a higher priority (Level 1
information);

• Meetings with a higher level of duty have a higher priority (Level 2 information).

SELECTING EXPLANATIONS

To form the explanations, we followed insights from research on Explainable AI which
suggests using shorter explanations that have a comparative nature [115], [169]. For this
reason, explanations include only the differing feature between the meetings (one for
each explanation), and are phrased as comparisons between the available choices. For
the previously introduced pair of scenarios, the explanations would be:

Explanation based on Level 1 information - Alice should attend Meeting 2 because
she is expected to give help, while in Meeting 1 she isn’t, and meetings where one is
expected to give help are usually prioritized.

Explanation based on Level 2 information - Alice should attend Meeting 2 because
because it involves a higher level of duty, which means she is counted on to do some-
thing, and meetings involving a higher level of duty are usually prioritized.

5.4.2. MEASUREMENT
In order to evaluate how good the explanations are, we first need to decide on a set of
criteria based on which they can be evaluated. Vasilyeva et al. [168] suggest that the goal
of the explainer is key in how the explanations are evaluated. Different goals of explain-
able systems identified in the literature are transparency, scrutability, trust, persuasive-
ness, effectiveness, education, satisfaction, efficiency and debugging [29], [162], [170].
In our setting, the objective of the personal assistant agent is to justify its suggestions
so the user can decide to accept them or not. Therefore, its main goal is to offer clear
and understandable explanations for the reasons behind the suggestion, which relate to
the goals transparency and satisfaction. Furthermore, we want to assess the persuasive
power of the explanations.

To assess how clear the explanations are, we use an adapted version of the explana-
tion satisfaction scale [73]. From the scale, we use the following statements:

• The explanation of [...] is satisfying;

• The explanation of [...] has sufficient detail;

• The explanation of [...] seems complete;
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We do not include the items of the scale that refer to accuracy, trust, usefulness to goals
and whether the explanation tells the user how to use the system, since these items are
not related to the goals of the envisioned support agent.

To further inquire about the clarity and understandability of the explanations, we
add the following statement:

• The explanation of [...] is in line with what you consider when making similar
decisions;

This is done because we expect that being presented with information which is sim-
ilar to what they consider when making similar decisions would make the explanations
more understandable for the user.

Lastly, another goal of the agent is persuasiveness, which means how likely are the
explanations to convince the user to follow the suggestion. This was captured through
the following question:

• The explanation of [...] is likely to convince Alice to accept the suggestion.

These items were rated on 5-points scales which were different for each experimental
setting, as specified in Section 5.4.4 and Section 5.4.4.

5.4.3. PARTICIPANTS
In total, we recruited 290 subjects through the crowd-sourcing platform Prolific Aca-
demic. Participation was open to members that had listed English as their first language.
Every subject was compensated for the time they spent completing the study, as per the
guidelines of the platform. The study consisted of two experiments. For the first experi-
ment we recruited 100 subjects. Of these, 55 were female, and 45 were male, with a mean
age of 31.1 and a standard deviation of 11.8. For the second experiment we recruited 190
subjects. Of these, 108 were female, 80 were male, 1 selected the option ‘other’, and 1
selected the option ‘prefer not to say’. They had a mean age of 29.98 with a standard
deviation of 10.28.

5.4.4. PROCEDURE
In this section we introduce the procedure that was used for this study. The study con-
sisted of two experiments. In the first experiment (between-subject design, RQ3, top
part of Figure 5.3), participants are shown either an explanation based on social situa-
tion features (Level 1 information), psychological characteristics of the situation (Level
2 information), or a control explanation based on features that were considered not use-
ful. In the second experiment (within-subject design, RQ4, bottom part of Figure 5.3),
we show participants both Level 1 and Level 2 explanations for a specific suggestion by
the agent, and ask them to compare these explanations and indicate which one they pre-
fer. Both experiments were conducted as online surveys, and the subjects were recruited
through the crowd-sourcing platform Prolific Academic. The study received the approval
of the ethics committee of the university. The experimental procedure was similar in
both experiments:
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Figure 5.3: Conceptualization of Study 2, used to assess Research Questions 3 (top part) and 4
(bottom part).

• Introduction - Subjects were informed about the study and were presented with
the consent form.

• Demographics - Subjects were asked about their age and gender to check whether
the population sample was sufficiently broad.

• Case-study - Subjects were introduced to Alice, a hypothetical user of the socially
aware personal assistant agent. Subjects were told that during a specific week Alice
is particularly busy, so the agent makes suggestions which meetings she should
attend and which ones she should cancel.

• Scenarios - Subjects were presented with a pair of meeting scenarios, and they
were asked which meeting they would suggest Alice to attend. This was asked to
control for biases that they would have regarding the agent’s suggestions, in case
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their own opinion differed from that of the agent. Furthermore, in an open ques-
tion they were asked about the reasons behind this suggestion. This was asked to
get more insights into the reasoning process of subjects in such situations. In total
subjects were presented with four pairs of scenarios.

• Evaluation of explanations - Subjects that made suggestions in line with the agent
were presented with the full questionnaire which included all measures from Sec-
tion 5.4.2. Subjects that made suggestions that were different from what the agent
would suggest were presented with a question regarding the persuasiveness of the
different explanations (namely: “The explanation offers convincing arguments”).
This was done to take into account biases: We expect that subjects that do not
agree with the agent suggestion would be implicitly evaluating the suggestion rather
than its explanation.

In the next subsections we present the specifics of each experiment.

EXPERIMENT 2.1
This part of the study had a between-subjects design. Subjects were presented either
with explanations based on Level 1 information, Level 2 information, or they were part
of the control group, which we added to serve as a baseline. In related work (e.g., [169]),
control groups normally do not include an explanation, since the goal is usually to eval-
uate the impact of the explanation in the overall quality of the suggestion. However,
in our setting that would be obsolete since the questions specifically refer to explana-
tions. For this reason, in the control group subjects were presented with explanations
that included information that could in principle be useful for determining the priority
of meetings, but did not make sense for those specific scenarios. Explanations in the
control group included information such as weather, geographical location or time. For
instance, an explanation was “Alice should attend the first meeting because it is spring".

This design presents subjects with only one type of explanation, so the evaluation
is absolute rather than relative to the other explanation types. This allows us to answer
RQ3: to what extent can social situation features and psychological characteristics of
situations be used as a basis for explanations?

The aforementioned measurements were presented as statements such as “The ex-
planation provided about the reasons why the agent suggests Meeting 2 is satisfying".
Subjects could answer on a 5-point Likert scale, ranging from Strongly disagree to Strongly
agree.

EXPERIMENT 2.2
This part of the study had a comparative within-subject design. This design presents
subjects with two explanations for each pair of scenarios: one based on Level 1 infor-
mation, and one based on Level 2 information. Through this setting, we address RQ4:
when do people prefer one type of explanation versus the other? The measurements
were framed as comparisons, for instance “Which explanation do you consider more
satisfying?". Subjects could answer ‘Significantly more Explanation A’, ‘Slightly more Ex-
planation A’, ‘Both equally’, ‘Slightly more Explanation B’ and ‘Significantly more Expla-
nation B’.
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5.4.5. RESULTS AND DISCUSSION

In this section we present the quantitative results of the two user studies described above,
and we analyze the answers to the open question.

EXPERIMENT 2.1
Each of the subjects was presented with four pairs of scenarios, which means 400 pairs of
scenarios were shown to subjects across the different conditions (128 pairs in the Level
1 group, 140 pairs in the Level 2 group, and 132 pairs in the control group). In 73% of
the total cases, subjects would suggest Alice to attend the same meeting that the agent
would suggest. Figure 5.4 presents the subjects’ answers for each of the measurements
regarding the explanation provided by the agent. This applies to the subjects whose sug-
gestions were in line with the suggestions of the agent.

Figure 5.4: Answer distributions for the different measurements. The x axis represents the answer
options for each of the levels. ‘Strongly agree’ and ‘Somewhat agree’ were grouped together as
‘agree’, and ‘Strongly disagree’ and ‘Somewhat disagree’ were grouped together as ‘disagree’. The y
axis shows the percentage of subjects that gave a specific answer.
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The majority of the subjects considered the explanations based on Level 1 or Level 2
information to be complete, satisfying, in line with how the subjects reason, likely to con-
vince the user, and having sufficient information. While explanations based on Level 1 or
Level 2 information were thus considered positively, on the other hand, subjects strongly
disliked the explanations offered in the control setting. This confirms that the positive
effect was not just due to the presence of an explanation as such, since subjects do not
give a positive evaluation to an explanation which does not apply to the suggestion.

The answers of the subjects whose suggestions were not in line with the suggestion of
the agent are presented in Figure 5.5. We see that subjects do not find the explanations
of the agent to provide convincing arguments. This shows that there is some inherent
bias, and that subjects are implicitly evaluating the quality of the suggestion too, and not
just the explanations. However, we notice that explanations containing Level 2 informa-
tion are still seen as convincing in 40% of the cases, compared to 21.6% for explanations
containing Level 1 information.

Figure 5.5: Answer distribution for the subjects who would make a suggestion different from the
agent’s.

To control for statistical significance we perform the Kruskal-Wallis test, a non-para-
metric version of ANOVA which can be applied to non-normally distributed data like
in our case. Results showed that there is significant difference between the condition
means for each of the measurements (p < 0.001). To control for differences between
the pairwise conditions, we perform Dunn’s test. Results show that the evaluation of
both level 1 and level 2 explanations are significantly different from the explanations of
the control group across all measurements (p < 0.01). However, when comparing the
evaluations of level 1 explanations to those of level 2 explanations, the difference is not
statistically significant for any of the measurements (p > 0.05).

This experiment allows us to answer RQ3: Approximately 70% of the subjects find
the explanations based on Level 1 or Level 2 information to be complete, satisfying, in
line with the way the subjects reason, likely to convince the user, as well as containing
sufficient information. This makes such information a good candidate for forming ex-
planations in personal assistant agents.

EXPERIMENT 2.2
The goal of Experiment 2.2 was to evaluate RQ4. Results are presented in Table 5.3. First
of all, for each measurement we report the answer distributions across the different sce-
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Table 5.3: Significance test could not be performed for the measurement ‘provides convincing
arguments’ since only a small portion of subjects made choices different from the ones of the
agent and was presented with that measurement.

Preferred
Explanation

Satisfying
Sufficient

information
Complete

In line with
user

Likely to
convince

Convincing
arguments

Duty-salient
situations

Level 1 36.2% 22.9% 31.3% 38.6% 30.1% 40.1%
Neutral 7.2% 19.3% 15.7% 12% 12.1% 18.2%
Level 2 56.6% 57.8% 53% 49.4% 57.8% 40.1%

Intellect-salient
situations

Level 1 43.4% 34.9% 44.6% 45.7% 47% 50%
Neutral 20.5% 26.5% 24.1% 14.5% 12% 25%
Level 2 36.1% 38.6% 31.3% 39.8% 41% 25%

Negativity-salient
situations

Level 1 59% 57.8% 59% 53% 57.8% 50.6%
Neutral 14.5% 19.3% 22.9% 14.5% 14.5% 20.3%
Level 2 26.5% 22.9% 18.1% 32.5% 27.7% 29.1%

Positivity-salient
situations

Level 1 37.3% 37.3% 37.3% 43.3% 42.4% 18.8%
Neutral 14.5% 28.9% 26.5% 15.7% 9.6% 18.8%
Level 2 48.2% 33.4% 36.2% 41% 48.2% 62.4%

Friedman’s test
χ2 19.935 26.417 21.549 4.9594 19.094 -
df 3 3 3 3 3 -

p-value <0.001 <0.001 <0.001 0.17 <0.001 -

Post-hoc analysis
Conover’s test

(p-values)

Duty-Intellect 0.18 0.067 0.07 0.91 0.02 -
Duty-Negativity <0.001 <0.001 <0.001 0.18 <0.001 -
Duty-Positivity 1.00 0.02 0.71 1.00 0.626 -

Intellect-Negativity 0.488 0.067 0.29 1.00 1.00 -
Intellect-Positivity 0.393 1.00 1.00 1.00 1.00 -

Negativity-Positivity <0.01 0.199 0.02 1.00 0.068 -

nario pairs based on which psychological characteristic was salient in the pairs. The
results show that the preferences of the subjects vary between situation types. However,
we notice consistency within types: for a specific pair, subjects tend to prefer the same
explanation across all measurements. Given this, for simplicity we will abuse terminol-
ogy and say that subjects prefer one explanation over the other in a pair of scenarios
when the subjects prefer that explanation for at least four measurements.

From the answer distributions, we notice that in situations where duty is the salient
feature, subjects prefer explanations involving Level 2 information. On the other hand,
in situations where negativity is the salient feature, subjects strongly prefer explanations
involving Level 1 information. This seems to suggest that subjects do not like explana-
tions that have a negative framing7. For situations where the salient feature is intellect or
positivity we cannot reach a clear conclusion regarding which explanation is preferred,
since the results are different across pairs and seem to be context dependent.

To control for statistical significance we perform Friedman’s test, a nonparametric
alternative to repeated measures ANOVA since our data is measured on an ordinal scale
rather than continuous. For each measurement, the test controls whether the answers
in each situation type (Duty-salient, Intellect-salient, Negativity-salient and Positivity-
salient) differ. Results show that the answer distributions significantly differ (p < 0.05)
for all measurements apart from ‘in line with subject’. Friedman test is an omnibus test

7The explanation involving Level 1 information was “Alice should attend Meeting 2, since in it she is meeting
someone with whom she has a better relationship, and meeting with people with whom one has a better rela-
tionship are usually prioritized.", while the explanation involving Level 2 information was “Alice should attend
Meeting 2, since Meeting 1 could entail a high level of stress, and meetings that entail a low level of stress are
usually prioritized."
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statistic, which indicates that there are significant differences in which explanations are
seen as more satisfying, complete, having more sufficient information and likely to con-
vince the user based on situation type, but does not tell which specific situation types
have a significant effect on these measurements. For this, we conduct a post-hoc analy-
sis in which we performed the Conover’s test for pairwise comparisons in situation types.
Confirming the insights from the answer distributions, we notice that the preferred ex-
planations in situations where Duty is the salient feature significantly differ from situa-
tions in which Negativity is the salient feature. For the other situation types there is no
significant effect across measurements.

This experiment gives some insights towards answering RQ4. It shows that subjects
prefer explanations involving Level 2 information when duty is the salient feature, and
explanations involving Level 1 information when negativity is the salient feature. How-
ever, this experiment also shows that more research is needed to determine which type of
explanation is preferred for each situation. Overall, an agent that can give explanations
including information from either level is beneficial, since the preferred explanation is
context dependent and can vary.

OPEN QUESTION ANALYSIS

After answering which meeting they would suggest to Alice, subjects were also asked
about the reasons behind this suggestion. This was done to assess the type of informa-
tion that users would include in their reasoning, and how it compares to the explanations
given by the agent. The results are presented in Figure 5.6. The answers were analyzed
by the first author in a two step procedure, following guidelines from Hsieh and Shan-
non [75]. The first step involved summative content analysis. In it, each open answer
was labeled to refer to Level 1 information, Level 2 information, or neither. To assign a
label, keywords for Level 1 information were extracted from the social situation features,
whereas keywords for Level 2 were extracted from the descriptors of the psychological
characteristics of situations. The second step involved the open answers which did not
fall under Level 1 or Level 2 information. For these answers, we performed conventional
content analysis. This involves coming up with categories based on the data, rather than
using preconceived categories. After reading the answers multiple times, keywords were
highlighted as labels, and then clustered in cases when the keywords are logically con-
nected. This analysis is exploratory and does not intend to provide comprehensive an-
swers on the reasons that users have for deciding between meetings.

The results show that in more than half of the cases, subjects offered a reason that
involved either the Level 1 or the Level 2 relevant feature for that pair. This confirms that
subjects also reason themselves in terms of this information in many cases. Level 1 in-
formation was mentioned significantly more than Level 2 information, but this was to be
expected since Level 1 information is directly present in the description of the meetings,
so it is more salient.

From this open question we can also extract other types of information that users
find relevant. For instance, in 12% of the cases subjects gave a reason that was related
to temporal aspects, such as ‘Meeting 1 is more urgent’, or ‘Meeting 2 is more difficult
to reschedule’. This feature should be considered for inclusion to the list of Level 1 situ-
ation features, since it was consistently mentioned by subjects. Two other reasons that
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Figure 5.6: Distribution of reasons given by the subjects when asked why they would suggest at-
tending a specific meeting.

were consistently mentioned were ‘more beneficial’ and ‘more important’. Subjects also
mentioned various other similarly vague answers (e.g. ‘better’) which did not appear
consistently, therefore were clustered under ‘other’. Such answers show that subjects
often do not explicitly dig deeper into the reasons, but offer only superficial ones.

When taking a closer look at subjects who in the open question used Level 1 or Level
2 information, we notice that the reasons that the subjects give do not necessarily match
with their preferred explanations. In 43% of the cases, in the open question subjects gave
as a reason for their suggestion information from one of the levels, and in the question-
naire they preferred the explanation that included information from the other level. For
instance, in the open question for Pair 5 one of the subjects says “Meeting two will be
more enjoyable and less stressful", which fits almost perfectly with the explanation given
by the agent that involves Level 2 information. However, in the questionnaire this sub-
ject always prefers significantly more the explanation that includes Level 1 information.
This ‘flip’ happens in both directions: in 50% of cases it’s from Level 1 to Level 2 and in
50% the other way around. This suggests that there are users that want to hear explana-
tions that differ from the reasons that they thought about themselves, providing another
perspective on which explanations the agent should provide to the user.

5.5. CONCLUSION

5.5.1. DISCUSSION
In this work, we explore the effect of incorporating information about the psychological
characteristics of situations in a socially aware agenda management support agent. To
assess the benefits of this approach, we evaluate its contributions in improving the ac-
curacy of the agent predictions, as well as in providing more satisfying explanations for
the suggestions to the user.

Automatic agenda management has been previously used as a test bed for studying
how to model social relationships in agents. For instance, Rist and Schmitt [141] intro-
duce an agent that negotiates meetings on behalf of the user. The agent incorporates in
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its negotiation process information regarding how important the meeting is for the user,
as well as information regarding the relationship quality between the user and the other
person. Such an agent would benefit from the ability to automatically assess the priority
of the different meetings from the point of view of the user. We hypothesized that the
priority of meetings can be accurately predicted using as input the psychological char-
acteristics of the meeting. Results in Section 5.3 show that psychological characteristics
of situations are a significantly better predictor of the priority of situations than social
situation features, thus supporting our hypothesis. Thus, using our approach for pre-
dicting the priority of social situations would be beneficial for support agents. Asking
the user about the psychological characteristics of each individual situation would be a
cumbersome task. For this reason, we explore whether this information can be assessed
automatically. We show that using a random forest model that take as input the social
situation features of a situation allows us to accurately predict the psychological charac-
teristics of that situation. Collecting social situation features is a less invasive task, since
information about social relationships can be collected once and used across multiple
interactions. Murukannaiah et al. [118] show that active learning can be used to collect
information in a less invasive manner.

In Section 5.4, we show that people find explanations based on social situation fea-
tures and psychological characteristics of situations to be satisfying, containing suffi-
cient information, complete, in line with how they think, and convincing. Using brief
explanations focusing on why a certain suggestion was made as opposed to the alterna-
tive led to satisfying explanations, in line with findings from related work [115], [138].
Furthermore, we notice that when the suggestions of the agent are not in line with peo-
ple’s expected suggestions, they do not like the explanations. This is in line with findings
reported by Riveiro and Thill [142]. Work on explanations for recommender systems
[163] suggests that the type of information contained the explanation affects the per-
ceived quality of the explanation. Our work represents a first attempt in evaluating what
type of information is preferred in recommendations regarding social situations. Our
findings show that people prefer explanations based on psychological characteristics in
situations where the level of duty is relevant, and explanations based on social situation
features in situations where the level of negativity is relevant. Both types of explanations
were evaluated positively, indicating that it may be beneficial if support agents were able
to give explanations based on both types of information.

Overall, our results suggest that incorporating information about psychological char-
acteristics of the user’s situation can be beneficial for support agents, since it would en-
able them to more accurately predict information that can be used as a basis for sugges-
tions and for explaining the suggestions to the user.

5.5.2. ETHICAL IMPACT

Several ethical considerations have to be made before deploying an agent to offer sup-
port in the real world. First of all, the agent’s assessments of the priority of situations
can be inaccurate, thus offering to the user suggestions that can have social repercus-
sions. For this reason, in our use case the decision remains in the hands of the user, and
the agent also offers explanations for its suggestions. However, this also does not fully
mitigate ethical risks. For instance, the agent might wrongly infer that a specific social
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situation has a high level of negativity, and inform the user about it in an explanation.
However, if this is a situation which is sensitive for the user, the explanation can cause
distress. Therefore, it is important to increase prediction accuracy, as well as to have
more studies that assess the effects on a user of using such an agent on a daily basis.

5.5.3. LIMITATIONS AND FUTURE WORK
In this work, results were based on the use case of a socially aware personal assistant
agent. Future work should extend the findings for different types of support agents and
other support domains. Here it will be particularly interesting to investigate if the general
nature of psychological characteristics makes them a good candidate to predict other as-
pects of social situations besides their priority. Assuming a support agent that can assist
in various tasks and different daily situations, having a common conceptual grounding
for assessing the meaning of situations for the user could have advantages for human-
machine meaning. Furthermore, in this chapter we used a hypothetical setting in order
to be able to gather larger amounts of data in a controlled way. Based on the results from
this hypothetical setting, it is important to build a prototype support agent in order to
test the methods in real tasks.

While answering Research Questions 1 and 2 we found that predicting the psycho-
logical characteristics of situations accurately is crucial in order to better predict the pri-
ority of situations. In future work, we will explore other techniques, such as using natural
language processing techniques to extract the psychological characteristics of situations
from textual descriptions of situations. Lastly, Study 2 shows that while both social sit-
uation features and psychological characteristics of situations can be the basis of expla-
nations given by support agents, more research is needed to determine which type of
explanation to give in which situation.



6
ASSESSING HOW SOCIAL

SITUATIONS AFFECT PERSONAL

VALUES

Support agents are investigated more and more as a way of assisting people in carrying out
daily tasks. Support agents should be flexible in adapting their support to what their user
needs. Research suggests that the situation someone is in affects their behaviour, however
its effect has not been incorporated in the decision making of support agents. Modelling
the characteristics of situations explicitly and studying their effect on internal perceptions
of the user, such as their personal values, would enable support agents to provide more
personalized support. We propose a method which groups situations according to their
psychological characteristics, and in turn determines which personal values of the user
would be promoted or demoted in each group of situations. To do this, we conduct a user
study to gather data from participants about situations that they encounter in their daily
lives. Results show that the created groups of situations significantly promote or demote
certain personal values. This approach can allow support agents to help the user in a way
which is in line with their personal values.

This chapter was published in the Proceedings of the International Workshop on Modelling and Reasoning in
Context (MRC2020) [94].
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6.1. INTRODUCTION
Kurt Lewin, already 80 years ago, proposed that human behaviour is a function of both
the personality of the person, as well as the situation in which they are in [101]. This
is now a widely accepted idea in social psychology, after multiple debates in the field
[135]. However, applications of support agents (e.g. [82], [120], [160]) focus mostly on
modelling internal aspects of the user. Personal values are one of these aspects. They
represent what is important to people [53], and because of that, they guide behavior.
However, how important a certain value is for the user is not the only factor that guides
behaviour. Whether that value is actually relevant in a given situation also plays an im-
portant role. For example, the fact that having an exciting life is important to someone
plays a role in deciding the next holiday destination, but most probably does not affect
the decision whether to have pizza or salad for dinner. On the other hand, the fact that
someone values health would affect that decision, since having salad is supposed to pro-
mote the value health (i.e., help you fulfill it), whereas having pizza can demote it (i.e.,
prevent you from fulfilling it). This means that apart from personal values, it is impor-
tant to also consider how the situation in which someone is in affects those values. This
information can be used by a support agent in combination with information about the
value preferences of the user in order to offer support on how to handle daily life situa-
tions. Continuing the previous example, the agent would suggest having a salad to a user
that finds health important.

In this chapter we explore the relationship between the situation in which a user is in,
and the personal values that are affected by the situation. To achieve this, first of all we
explore ways how to group similar situations together. To do so, we extend the work on
Context Space Theory [123], which refers to a group of similar situations as a subspace.
A situation subspace is a group of situations which have the same range of numerical
values on certain attributes (Section 6.3.1). In this work, we use psychological charac-
teristics of situations as attributes. Psychological characteristics are seen as dimensions
that can be used to describe situations, similar to the manner in which people can be
described with traits, attributes, or qualities [44]. Examples of these characteristics are
positivity, duty, intellect, mating etc [135] (Section 6.3.2). This leads to the following re-
search question:

• What methods can we use to group situations according to their psychological
characteristics as context attributes?

Then, we investigate whether the identified subspaces significantly promote or demote
personal values. Our research hypothesis is:

• Situations of the same subspace significantly promote or demote the same per-
sonal values, in comparison to a general population of situations.

While the research question and hypothesis guide the work presented in this chapter,
we do not aim to provide definitive answers here. Rather, as this is a novel research
direction, our aim is to assess the feasibility of the approach as a basis for future work,
as we proposed in previous work [91]. Our results indicate that it is possible to group
situations into subspaces by using domain knowledge and insights from the data, and
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that situations from the same subspace tend to promote and demote the same personal
values.

The rest of this chapter is structured as follows: In Section 6.2 we present a high level
architecture of our approach, and compare it to related work. In Section 6.3 we moti-
vate our research choices for the use of psychological characteristics to group situations
into subspaces, and we provide a short introduction to the concept of personal values.
In Section 6.4 we present the user study in which we gather data in order to build the
method which we described in the architecture. We present and discuss the results in
Section 6.5, showing that situation subspaces can promote or demote specific personal
values. Section 6.6 concludes this chapter.

6.2. AGENT ARCHITECTURE
We propose an architecture which explains how a support agent can use information
about the psychological characteristics of situations in order to determine the promoted
or demoted personal values, and in turn offer support to the user. The architecture (Fig-
ure 6.1) depicts two main components: a learning component in which we use data
gathered from people to identify situation subspaces, and a support agent which uses
this information to provide support to the user.

In the first component, participants of a user study describe situations from their
lives and provide us with the psychological characteristics as well as the promoted and
demoted values of these situations (Section 6.4). We use these psychological charac-
teristics together with domain knowledge in order to form situation subspaces (Sec-
tion 6.5.2). Then, we determine the promoted or demoted values for each situation
subspace (Section 6.5.3). When the support agent is interacting with the user, once pre-
sented with a new situation, the agent uses the subspace rules to classify the situation to
a subspace, as done in Context Space Theory [123]. By knowing the subspace values, the
agent can reason about the promoted or demoted values of that specific situation. This
information, in combination with the value preferences of the user, can be used in order
to reason about support. This last part is not tackled in this chapter, but is displayed in
the architecture in order to make the bigger picture clear.

This approach would allow support agents to align their suggestions with the per-
sonal values of their users. Let us consider an agent that recommends free time activities
to the user, and the options are going to a party and attending a workshop to learn a new
skill. Following the architecture depicted in Figure 6.1, the agent might infer that the first
would promote pleasure, and the second would promote capability. This way, the agent
would suggest going to a party to a user who prefers the value pleasure, and attending
the workshop to a user who prefers the value capability.

Related work Other work also focuses on using concepts such as personal values and
context in socio-technical systems, in order to enable them to understand and adapt to
human motivations. We introduce some of these approaches in order to position our
work. Tielman et al [161] propose an approach to derive norms from a combination of
values, context and actions. Context is used as a modifier to determine how much a
value is promoted or demoted when performing a certain action, and this information
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Figure 6.1: High-level architecture of the approach. Concepts shaded in blue represent aspects
which we do not directly tackle in this work (i.e. Modeling the user preferences, extracting psycho-
logical characteristics of situations, and reasoning about the type of support). Circles represent
knowledge elements (e.g. personal value scores, subspace rules), whereas squares represent rea-
soning steps. Arrows indicate the workflow of the approach. Icons used in the architecture were
made by Freepik and retrieved from www.flaticon.com

is elicited from the user. Context is not modelled explicitly, and can be represented by
a list of variables, depending on the situation. Similarly, Cranefield et al. [31] propose
an approach on how to use values in order to help users with moral decisions. The work
focuses on the reasoning about aligning the values of the user to the values that are pro-
moted or demoted by different actions. Similarly, the values and context are assumed to
be predetermined. Our work focuses on the other point of view: how to actually infer
what values are promoted or demoted in a given situation? In a way, our work can be
considered an extension of these approaches, since the output of our work can be used
as an input for these reasoning frameworks. Kayal et al [82] also take a step in this di-
rection. In their work, they ask participants about their personal values and about the
promoted and demoted values of different social commitments. They then use this in-
formation to break ties when different commitments overlap. Other work (e.g. [87], [99])
describes the relation between the environment and the people in terms of contextual

www.flaticon.com
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affordances, which represent potential actions that the environment (or parts of it) al-
lows people to perform. For instance, a chair allows the action “sit". This is in principle
similar to what we are doing, since personal values can be seen as affordances of a sit-
uation, since some situations allow people fulfill specific personal values. For example,
a situation in which a person is exercising would help them fulfill the personal value of
health.

6.3. SITUATIONS AND PERSONAL VALUES

6.3.1. SITUATION SUBSPACES

Research in computer science uses terms such as situation awareness (e.g. [47]) and
context awareness (e.g. [4]) to describe attempts to enable artificial agents to better un-
derstand their surrounding environment. According to Barwise [11], these concepts re-
fer to the same thing, and situations represent a way of modelling contexts. Other re-
searchers (e.g. [7]) see context as a lower level of abstraction, and situations can be seen
as “logically aggregated pieces of context". In Endsley’s situation awareness framework
[47], the aforementioned interpretation of context would refer to the situation cues in
the perception level of situation awareness. There is vast research on modelling and rea-
soning about context and situations, and describing this research in depth is beyond the
purview of this chapter. For a detailed account, readers can refer to existing surveys [17],
[175]. In this section, we introduce possible approaches on how to use context elements
in order to determine the promoted and demoted values of a situation.

Our proposed approach is to first group similar situations into so-called situation
subspaces, and then to determine the promoted and demoted values of that subspace.
This is inspired by work on Context Space Theory [123]. In their approach, context is rep-
resented as an object in a multidimensional Euclidean space, called situation subspace.
A context state is represented in terms of attributes, and each dimension of the situation
subspace represents an accepted region for a specific context attribute. This way, when
given a set of attributes that define a context state, we can infer whether the state is or is
not part of the situation subspace. For example, a situation subspace can be “Person is
healthy" and its attributes are “Body temperature" with an accepted region of values be-
tween 36.0 and 37.5 and “Resting heart rate" with an accepted region of values between
60 and 100. In our approach, we consider a situation subspace to be the set of situations
having similar psychological characteristics (Section 6.3.2). For instance, a subspace can
consist of situations where the characteristics Duty and Intellect have a value between 4
and 7.

Using situation subspaces facilitates the process of explaining the suggestions of the
support agent to the user, since each subspace is defined by a set of attributes. The rea-
soning is explicit: for instance, situation X is in subspace A because of attributes B and C,
and situations in subspace A promote values Y and Z. These steps can be available to the
user. Furthermore, this way of approaching situations is also in line with work on social
psychology on how people actually deal with situations. Gigerenzer [59] suggests that
people have different modules of interaction, and when presented with a new situation
they “classify” it as part of one of the modules, and then follow the “interaction script" of
that module.
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One other option for reasoning about the values of a situation would be to look at the
correlation of each individual psychological characteristic of the situation with specific
personal values (e.g. as done by [135]). However, this approach does not take into ac-
count the possibility that the ways in which characteristics are combined in a situation
also affect the values that are promoted or demoted in it. We explore this possible con-
nection in Section 6.5.3. In the current section we simply give an intuition. For instance,
situations with a high level of mating can in general affect the value pleasure, however it
is the combination with high positivity or high negativity that affects whether the value
is promoted or demoted. Furthermore, if we consider each psychological characteristic
individually, it is not clear whether the low score of a characteristic indicates that a value
is demoted or not affected. For instance, knowing that situations with high intellect pro-
mote capability is not enough to determine whether situations with low intellect demote
this value or do not affect it. Our approach takes the potential effect that the combina-
tion of psychological characteristics have on personal values into account, but does not
rely on it: if that effect does not hold, our approach would simply take into account the
correlation between individual psychological characteristics and personal values.

Lastly, we can reason about personal values by training a model that takes as input
the situation’s psychological characteristics, and predicts the score for each value. This
way, the model would actually take into account all the psychological characteristics of
the situation and their potential interactions. Putting aside the requirement for high
amounts of data and the non-trivial task of building such a model, our primary reason
for not following this approach is its black box nature. We believe one of the key features
of a support agent is its ability to explain its suggestions to the user. Such a comparison,
and the potential trade-off between accuracy and explainability, is something that we
plan to explore in future work.

6.3.2. PSYCHOLOGICAL CHARACTERISTICS OF SITUATIONS
Research in social psychology has explored ways in which situations can be systemati-
cally described. Rauthmann et al. [135] discuss three ways in which situational infor-
mation can be taxonomized: Cues (e.g. persons, places, objects etc.); (psychological)
Characteristics (which attributes can be used to describe situations - e.g. positivity, in-
tellect, duty etc.); Classes (which kind of situations are there - e.g. social situations, work
situations etc.).

In this work we focus on the use of psychological characteristics. There are several
taxonomies of situations on the psychological characteristics level. We choose the DI-
AMONDS taxonomy since it covers a wide variety of daily life activities and it provides
a validated 24-items survey which allows the measurement of the psychological char-
acteristics of situations through online surveys. Horstmann et al. [74] suggest that the
dimensions of the existing taxonomies have a high level of similarity when compared
across taxonomies, so our choice should not influence the outcome of the work. The
DIAMONDS taxonomy describes situations in terms of the following dimensions:

• Duty - situations where a job has to be done, minor details are important, and
rational thinking is called for;

• Intellect - situations that afford an opportunity to demonstrate intellectual capac-
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ity;

• Adversity - situations where you or someone else are (potentially) being criticized,
blamed, or under threat;

• Mating - situations where potential romantic partners are present, and physical
attractiveness is relevant;

• Positivity - playful and enjoyable situations, which are simple and clear-cut;

• Negativity - stressful, frustrating, and anxiety-inducing situations;

• Deception - situations where someone might be deceitful. These situations may
cause feelings of hostility;

• Sociality - situations where social interaction is possible, and close personal rela-
tionships are present or have the potential to develop.

There are different reasons for using the psychological characteristics of situations
in order to group them. First of all, psychological characteristics allow us to assess simi-
larities between situations beyond their physical cues (e.g. where is the situation taking
place, how many people are involved). Social psychology (e.g. [25], [44], [130], [154])
suggests that people think about situations by using their psychological characteristics.
They create impressions of situations as if they were real, coherent entities. These im-
pressions allow people to better navigate through the world by being able to predict what
will happen and coordinate behaviour accordingly. This inherent psychological compo-
nent of situations makes them difficult to interpret only in terms of physical context. For
instance, let us consider a scenario where our user, Alice, is going out with friends. The
relevant physical attributes would be the activity (i.e. going out), the location, time etc.
A support agent might determine that such situation promotes pleasure. On the other
hand, it is also possible that at some point Alice is going out and some people that she
dislikes join. In that case, the situation could actually demote the value pleasure. How-
ever, from the point of view of physical cues, everything would remain the same and this
difference would not be captured. In Chapters 3 and 4 we proposed a set of social cues
that can be used to capture such differences, for example the quality of the relationship
with the other person or the level of trust. However, despite capturing the psychological
component of situations, these social cues remain a low-level description.

Another advantage of focusing on the psychological characteristics is easiness of ex-
plainability. This means the support agent can explain its suggestions to the user in a
way that is understandable and intuitive to people. To continue the previous scenario,
we assume our support agent wants to propose an activity which promotes the value of
pleasure to Alice, since this value is important to her. It would be more intuitive for Alice
to understand that the situation “going out with friends" promotes pleasure because it
has high positivity and low adversity, rather than because it is an activity that takes place
after 8pm, at a bar, and a certain amount of people are present.

Focusing on the psychological characteristics of situations allows us to identify sim-
ilarities in situations that look very different. For instance, a situation in which a parent
is helping their child with a school project and a situation in which that same parent has
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an important work meeting do not have anything in common when it comes to phys-
ical cues, however they both potentially involve a high level of duty and intellect, and
promote values such as helpfulness and capability. This also brings forward practical
considerations from a technical point of view: there can be a very high number of phys-
ical cues that can be measured, and what is actually relevant differs from situation to
situation. Furthermore, highly general concepts such as “activity" are difficult to model
in a way which actually makes them comparable from a situation to another. For these
reasons, deciding which elements to model and how to do it is both crucial and non-
trivial. Our approach allows us to abstract from the physical context, which results in
a low dimensionality of characteristics that are proven to be relevant across daily situa-
tions [135].

There is some difference in terminology when comparing Context Space Theory with
DIAMONDS. A context state from Context State Theory is simply referred to as a situa-
tion in DIAMONDS, and context attributes would be represented by the situation di-
mensions. In this work, we will use the DIAMONDS terminology.

6.3.3. PERSONAL VALUES
Values represent key drivers of human decision making (e.g. [143], [150]). Friedman and
colleagues [53] define values as “what a person or group of people consider important
in life". People hold various values (e.g. wealth, health, independence) with different
degrees of importance. The main features of personal values which make them rele-
vant to our work have been explicitly described by Schwartz [152], but are also implicitly
present in other work on values. First of all, values refer to desirable goals that motivate
action, and they serve as standards to guide the selection of actions, people, or events.
This means that (unconsciously) people’s decisions are influenced by values. Secondly,
values transcend specific actions and situations. For instance, values such as honesty
are important to someone regardless of the activity they are doing or who they are with.
Lastly, what puts this all together is the fact that in order for values to influence action
not only should they be important to the actor, but they should also be relevant in that
specific context. This suggests that if we know which values are likely to be activated in a
certain context (or situation) and have information about the value preferences of a user,
we can use that information to evaluate how much does a situation promote or demote
personal values that are important to the user. It is also important to notice that in this
work, we talk about personal values on three different levels:

• Personal values are important to an individual - e.g. Alice values achievement;

• A specific situation can promote or demote personal values to someone in the sit-
uation - e.g. Being a speaker at a conference promotes the value achievement for
Alice;

• A situation from a certain subspace usually enables promoting or demoting a per-
sonal value to someone in the situation - e.g. Being part of situations with high
intellect and high duty usually promotes the value achievement for people.

The most prominent models of human values were proposed by Rokeach [143] and
Schwartz [150]. These models are universal and domain-independent, making them
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suitable for our purpose, in which we will deal with a wide range of every day situa-
tions. This is different from other approaches where the first step was to find a subset
of values which are more applicable to a certain domain, for instance mobile location
sharing [82] or music recommendations [110]. In our work we use the model proposed
by Schwartz since it offers validated measurement instruments with fewer items than
Rokeach, which makes them more applicable to online surveys. Furthermore, it is to be
noted that Schwartz builds on the work of Rokeach and other researchers, so there is
overlap in their proposed value lists. The Schwartz theory of basic human values [150]
recognizes 10 universal value groups, namely: Self-direction, Stimulation, Hedonism,
Achievement, Power, Security, Conformity, Tradition, Benevolence and Universalism.
Each of these value groups includes more “specific" values, as depicted in Table 6.2.

6.4. USER STUDY
In this user study we gather data1 for constructing and evaluating our methods. The
study consists of three parts: first, participants were asked to describe situations from
their daily lives (part 1), then they had to answer questions about the psychological char-
acteristics of the situations (part 2) and finally they had to answer questions about how
much the situations promote or demote certain personal values (part 3). The study was
approved by the ethics committee of TU Delft.

Participants We collected answers from 150 participants recruited in the crowd-sourcing
platform Prolific Academic2. Using a crowd-sourcing platform allowed us to efficiently
obtain a large sample size in a short amount of time. Respondents received a monetary
compensation for the time they spent, as per the platform policies. The average age of
participants was 32.38 (SD=12.1). 51.3% were female, 44% male, and 4.7% selected the
option “other" when asked about their gender.

Procedure 3 In order to have enough data to evaluate whether clustering situations is
useful, it is important that we use a method that generates a diverse sample of situa-
tions. To this end, we use a method applied in other research that asks participants to
describe a situation in their daily lives (e.g. [57], [136]). This retrospective procedure
was shown to encourage participants to report on a wide range of situations. We asked
participants to think about two situations which occurred during the past weeks which
involved one other person, since our focus is on social situations. We specifically asked
for situations involving only one other person, since if needed it is possible to control the
effect of the relationship with the other person on the situation. However, the approach
would work the same way for situations involving multiple other people. We instructed
participants to think of situations where a concrete activity took place, and not situa-
tions such as “I saw someone in the street and said hello". A positive example was not
given in order to avoid priming the participants towards certain situation types. Partici-
pants were asked to describe the situations in 3-4 sentences and to focus on describing

1The data can be accessed under: https://doi.org/10.4121/12867041
2https://www.prolific.co/
3The survey questions can be found in Appendix A

https://doi.org/10.4121/12867041
https://www.prolific.co/
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the activity, their relation to the other person, as well as how each person behaved in the
situation. Furthermore, we instructed participants to try to think of diverse situations,
which involved different people and where different activities took place. To check for
consistency, participants had to answer four open questions about the situation they just
described: when did the situation take place, what was the main activity, where did the
situation occur, and what is the role of the other person.

In the second part of the study, participants were presented with a set of statements
to measure psychological characteristics of situations, and they were asked how much
each statement applies to each of the situations that they had just described. Examples
of statements were “A job needs to be done", “Task-oriented thinking is required" etc.
The statements were taken from the S8* scale proposed by Rauthmann and Sherman
[136]. This is a validated instrument which can be used to measure the DIAMONDS di-
mensions of a situation. Each dimension is represented by three statements, for an over-
all total of 24 statements. Participants could indicate their answers on a scale ranging
from 1 (not at all) to 7 (totally).

In the last part, participants were presented with a list of personal values, and they
were asked on a slider with values from -10 (fully demote) to 10 (fully promote), how
much is each value promoted or demoted in each of their two situation. Participants
were presented with 21 personal values, which are based on a version of the Schwartz
Value Survey [150] which was used on the European Social Survey [151]. Each of the
universal value groups is represented by two values, apart from Universalism which is
represented by three. In the original survey, each item of the list describes a feature that
a person might exhibit (e.g. “She seeks every chance she can to have fun. It is important
to her to do things that give her pleasure."), which correspond to a personal value (e.g.
“pleasure"). This was done because the aim of the European Social Survey was to ex-
plore personal values that people find important, and for that purpose framing values as
features of a person was useful. In this study, we want to know how much a value is pro-
moted or demoted in a certain situation, therefore framing values as qualities of a person
would not work. For this reason, we presented participants with the underlying value of
each item on the list. The only change that was made to the list was to replace the value
“National security" with the value “Health", which is also a value from the Security value
group. The reason for this is that we believe it is common for people to commonly en-
counter situations that can affect their health (e.g. sports, choice of food), but we do not
expect them to encounter situations that affect national security.

6.5. RESULTS AND DISCUSSION

6.5.1. VARIETY OF SITUATIONS

Participants reported situations involving a wide range of other people, including a friend
(24%), a family member (20%), a co-worker or supervisor (17%), a romantic partner
(12%), an acquaintance (3%) or other (24%, mostly consisting of strangers). These situa-
tions comprised a high variety of activities, ranging from work meetings to dinner dates,
from sport activities to discussions with other drivers, and everything in between. This is
also shown by the high variety of the ratings that participants gave to the psychological
characteristics of these situations. The rating for each dimension was calculated as the



6.5. RESULTS AND DISCUSSION

6

93

average score that the participant gave to the three statements representing that dimen-
sion, following the guidelines of the S8* measurement scale that we are adopting [136].
As seen in Figure 6.2, most of the dimensions have ratings across the whole range of pos-
sible alternatives, apart from Adversity and Mating which tend to have a more confined
distribution and less variety in general. The score for each dimension is calculated as the
average score across the three statements of the questionnaire that define that dimen-
sion. We provide a detailed distribution of answers for each psychological characteristic
in Figure 6.2, since this insight will be used to form the subspaces in Section 6.5.2.

Figure 6.2: Distribution of scores across situations for each dimension, expressing the variety of
situations from a point of view of their psychological characteristics. For each boxplot, the middle
line represents the median, the sides of the boxes represent the first and third quartiles, and the
whiskers represent the minimum and maximum values without considering outliers (which are
represented by round points). The x represents the mean scores of the dimensions.

When it comes to personal values that are afforded in these situations according to
the participants, the scores also have high variety, as depicted in the distribution pre-
sented in Figure 6.3. This distribution suggests that that values were differently pro-
moted or demoted across situations. However, it also holds that most values were slightly
promoted on average (overall mean=1.24, SD=4.68). This is in line with research on per-
sonal values [143] which views them as positive concepts.

6.5.2. FORMING SITUATION SUBSPACES
In this subsection, we group situations according to their psychological characteristics
into situation subspaces. We try an automatic approach, as well as one based on domain
knowledge and insights from the data.

AUTOMATIC CLUSTERING

The most straightforward way to form the situation subspaces is by using a clustering
algorithm. We tried state of the art algorithms such as K-Means, Affinity Propagation and
Agglomerative Clustering using different parameters. The algorithm would receive as an
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Figure 6.3: Distribution of scores for each personal value across situations.

input the psychological characteristics scores of each situation, and return the cluster
to which that situation should belong. We evaluated them with standard metrics used
in cases where there is no ground truth when it comes to cluster memberships, such as
the Silhouette coefficient and the Davies-Bouldin Index. We used the implementations
from the scikit-learn package [128] in Python. The best configuration was achieved by
the K-Means algorithm with two clusters, which achieved a Silhouette score of 2.4, and
a Davies-Bouldin index of 1.59. These metrics suggest that the data is not well separable
when we use all the dimensions in order to perform the clustering. This was to some
extent to be expected, considering the high variety of situations, and the fact that there
are 8 dimensions and only 300 situations in total. In future work we will collect more
situations and explore whether that leads to a higher number of similar situations in the
dataset, which could potentially lead to better defined clusters.

While exploring the scores of the dimensions in these two clusters, we notice that in
the first cluster Positivity and Mating have a higher score than the average and the other
six dimensions have a lower score. In the second cluster this trend is inverted. However,
we also notice that each cluster contains situations with scores across the full range of
scores for each of the dimensions. First of all, this suggests that these clusters are difficult
to interpret/explain since they do not have clear distinguishing features. Secondly, in
order to be able to use the Context Space Theory framework, attributes need to have
a defined range, which means for at least some of the dimensions we need to have a
cutting threshold. This is not the case for the formed clusters, and when faced with a new
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situation, it is not trivial to determine to which cluster it belongs. Overall, we notice that
performing automatic clustering on our data leads to clusters consisting of situations
which share some similarity in terms of psychological characteristics, but the division is
not granular enough.

USING DATA INSIGHT AND DOMAIN KNOWLEDGE

The next approach will be to use insights from the data as well as domain knowledge in
order to manually group situations into situation subspaces. It is important to notice
that by “data insights" we only refer to the scores given to the situation dimensions, and
not the scores assigned to personal values. From the previous subsection, we learn that
trying to cluster over all dimensions is not effective because of the low amount of data
and its high variety. For this reason, we use less dimensions in order to define each situ-
ation subspace. In order to identify these dimensions, first of all we explore the data. In
Figure 6.2 we notice that the dimensions which bring the highest variety to the data are
positivity, negativity, intellect and duty. This makes combinations of these dimensions
suitable for defining the situation subspaces, since their scores have a high range, and
the combinations would lead to subspaces with similar numbers of situations in them.
Another insight from the data is that adversity has a very low variety, which makes the sit-
uations with a high adversity to form a particular group when compared to the rest. The
same applies to mating, but adversity serves the purpose more since it contains outliers.
Domain knowledge about the nature of these dimensions can also inform the process of
selecting dimensions used to define subspaces. Positivity and negativity, despite being
independent concepts, have an inherently opposite flavor. On the other hand, negativ-
ity has similar connotations with deception. This is also confirmed by the Pearson cor-
relation coefficients between the data (positivity-negativity: -0.56, negativity-deception:
0.37). This information was used to define six situation subspaces:

• Subspace 1 - High Duty, High Intellect, Low Adversity;

• Subspace 2 - High Positivity, Low Duty, Low Intellect;

• Subspace 3 - High Duty, Low Intellect;

• Subspace 4 - High Adversity;

• Subspace 5 - High Negativity, Low Positivity, Low Duty, Low Intellect, Low Adver-
sity;

• Subspace 6 - High Intellect, Low Duty.

The description “High" refers to scores between 4-7, while the description “Low" refers
to scores between 1-3.99 (non-integer scores are possible since each dimension is calcu-
lated as the mean of three items from the survey). That means the dimension is highly or
lowly characteristic of situations in that subspace. These subspaces allow us to classify
262 out of the 300 situations in our data set. When exploring the remaining situations,
we notice that all dimensions other than sociality have a low score. For this reason, we
use sociality as a dimension to define the final split, thus forming the last two subspaces:

• Subspace 7 - Low Sociality, and all other dimensions also Low;
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• Subspace 8 - High Sociality, and all other dimensions Low.

Figure 6.4: Visualisation of four situation subspaces defined by Adversity, Intellect and Duty. Red
dots represent situations from Subsp. 1, dark blue dots represent situations from Subsp. 3, orange
dots represent situations from Subsp. 4, and light blue dots represent situations from Subsp. 6.

These subspaces are designed to work well with the Context Space Theory frame-
work, since each of them is defined by a set of attributes with specific values. This al-
lows for a straightforward way for classifying a new situation to a subspace. Figure 6.4
provides a visualisation of this, by depicting four of the subspaces projected onto their
defining dimensions, for illustration purposes. These defining dimensions enable the
subspaces to be more interpretable and explainable in terms of the psychological char-
acteristics that apply to their situations, when compared to the automatic clusters that
were created.

We notice that the subspaces are not strictly disjoint. However, this is not a restric-
tion from Context Space Theory, where our approach is based. This also works on an
intuitive level, since situations are fluid concepts which can be “in between" two dif-
ferent subspaces. In future work, we will work on strategies on how to break possible
ties. Padovitz et al. [123] propose using optional attributes which would increase the
probability of a situation being in a subspace.

Using intrinsic metrics for evaluating clusters like we did for the automatic clusters
(Silhouette score, Davis-Bouldin Index) would heavily penalize the manual subspaces,
since these scores apply to all eight dimensions, whereas the subspaces were defined on
a smaller subset of dimensions. For example, in Figure 6.4 we see that the subspaces
would be well separated if we only consider the dimensions on which they were defined.
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Table 6.1: Distribution of the other person’s roles in the situations of each subspace (in percent-
age). n represents the number of situations (and therefore, the number of people, since situations
involve the user and one other person) in each subspace. Fam = Family Member, Rom = Romantic
Partner, Fr = Friend, Coll = Colleague, Gr = Group Member

Fam Rom Fr Coll Gr Other
Subspace 1 (n=74) 12.5 9.72 16.67 37.5 4.17 19.44
Subspace 2 (n=77) 23.08 14.1 34.62 8.97 1.28 17.95
Subspace 3 (n=44) 20.45 9.09 20.45 11.36 4.55 34.09
Subspace 4 (n=10) 12.5 0 12.5 25 25 25
Subspace 5 (n=19) 45 15 15 5 5 15
Subspace 6 (n=40) 12.5 12.5 35 15 0 25
Subspace 7 (n=24) 18.52 18.52 11.11 7.41 3.7 40.74
Subspace 8 (n=12) 36.36 9.09 27.27 9.09 0 18.18
All situations (n=300) 20 12 24 17 3.33 23.67

In future work it will be important to define evaluation metrics for manually created
subspaces.

We notice a high diversity of activities taking place in the situations of each subspace.
For example, Subspace 1 (defined by high duty, high intellect and low adversity), com-
prises, apart from work situations, also activities such as going to a suture course with a
friend, or discussing the family finances with the partner. Similarly, Subspace 4 (defined
by high adversity) includes situations ranging from someone being accused of cheating
in a card game, to someone being lectured from the CEO of the company. This sup-
ports our initial premise that analysing the psychological characteristics of situations
can point out to similarities between situations that seem very different at first sight.
A similar variety is also present when it comes to the role of the other person in the
situation. In our setup, roles are mutually exclusive. The distributions are depicted in
Table 6.1. As we can see, in each subspace there are people from almost all the roles
present. As expected, Subspace 1 (situations with high intellect and duty) include more
colleagues, and Subspace 2 (situations with high positivity, low duty and low intellect) in-
clude more family and friends, and less colleagues. This aspect will be analysed further
in future work.

6.5.3. PROMOTED AND DEMOTED PERSONAL VALUES
In this section, we explore whether specific values tend to be more promoted or demoted
across situation subspaces. We look at this from two points of view. First of all, we take
into consideration statistical significance. For this, we perform the Wilcoxon rank-sum
test to check whether the scores of each value in the situations of a subspace are signif-
icantly different from the ones in the rest of situations. Secondly, we look at the mean
scores. We consider that a subspace strongly promotes a value when the mean score
of the values in its situations is higher than 3.5, and it strongly demotes a value when
the mean score is lower than -2.5. Demoting has a lower threshold since we notice that
participants tend to give slightly more positive scores overall (the overall mean is 1.24).
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Table 6.2: Average score for each value in each cluster as well as the full data set. Scores in bold mean that the value is promoted or demoted in
that cluster, with boundaries at <-2.5 for demoting and >3.5 for promoting. Scores marked with * suggest statistical significance with p<0.05 when
performing the unpaired Wilcoxon rank-sum test for the cluster vs. the rest of the data.

Value (value group) Subsp 1 Subsp 2 Subsp 3 Subsp 4 Subsp 5 Subsp 6 Subsp 7 Subsp 8 All Sit.
Equality (Universality) 2.2 1.72 1.11 -1.5* -2.63* 2.03 0.96 1.82 1.32
Broad-mindedness (Universality) 3.5* 1.74 1.07* -0.5* 1 3.98* -0.37* 1.36 2.07
Protect environment (Universality) -2.04 -2.7 -0.95 -1.88 -2.37 -1.25 -0.52 -1.36 -1.79
Helpfulness (Benevolence) 5.58* 2.5* 4.41 -1.5* 0.63* 3.48 2.89 6.18 3.66
Loyalty (Benevolence) 3.07 3.26 1.8 -2.38* 0.37* 2.78 0.33* 3.45 2.33
Humbleness (Tradition) 2.47 2.05 1.34 -0.75* -0.63 1.68 1.07 1.09 1.64
Tradition (Tradition) 0.45 -0.09 0.25 -0.88 -3.05* 0.85 -0.93 1.45 -0.04
Obedience (Conformity) 1.49* -0.79 0.52 -2.63 2 -1.15 -1.11 0.55 0.05
Self-discipline (Conformity) 3.68* -1.18* 2.82* 1.5 1.68 1.18 1.33 1 1.39
Safety (Security) 1.95 -0.21* 2.3 -3.88* 0.11 1.4 0.78 2.36 1.02
Health (Security) 1.18 0.2* 1.89 -1 -0.32 1.8 1.33 3.91 1.01
Wealth (Power) -0.89 -1.55 -1.32 -0.88 -1.26 -1.48 -1.63 -0.09 -1.28
Authority (Power) 1.27* -1.86* 1.34* -1 -1.47 -0.48 -1.3 1 -0.24
Capability (Achievement) 5.45* 1.78* 3.86 1 0.74* 3.15 1.11* 2.09 2.99
Success (Achievement) 4.04* 1.29 2.55 0.63 -1.63* 1.83 1.19 0.82 1.93
Pleasure (Hedonism) 1.15 5.76* -0.77* -3.5* -3.63* 4.55* 0.3 0.18 1.94
Enjoyment of life (Hedonism) 1.93 6.82* 0.02* -3.25* -0.63* 4.73* 1.15* 2.45 2.9
A varied life (Stimulation) 1.7 2.62* 1.5 -0.63 -0.05 2.33 -1.04* 1.82 1.56
An exciting life (Stimulation) 0.85 4.01* 0* -1.38* -0.05 2.58 -0.26* -0.18* 1.5
Creativity (Self-Direction) 2.68* 1.54 0.39 -1.13 -2.74* 2.15 -0.96 1.64 1.18
Independence (Self-Direction) 2.39* 0.33 1.39 -0.88 -1.53 0.65 0.37 1.64 0.91
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Despite the distributions not being strictly normal, we believe the mean can be informa-
tive since the scale is limited between -10 and 10 so there are no values that can greatly
skew it. We also calculated the median, and there is a very high overlap in the values that
fulfill the criteria (22 out of 26). We do not report the medians for space purposes. We
perform this analysis for the automatically created clusters, as well as for our manually
formed subspaces.

When it comes to the automatically created clusters, we notice that the first one
significantly promotes the values pleasure (3.87) and enjoyment of life (4.87), whereas
the second cluster significantly promotes the value capability (4.08). No values are sig-
nificantly demoted in either cluster. We do not report all values for space purposes.
When comparing these results to the interpretation of the clusters using the psycholog-
ical characteristics of situations, it seems intuitive that the cluster with higher positivity
and mating promotes pleasure and enjoyment of life, whereas the cluster with higher
duty and intellect promotes capability. The divisions are not granular enough to help
us determine a larger number of promoted and demoted values, since we have only two
clusters which consist of diverse situations. However, this analysis hints towards the idea
that subsets of the data which share similar psychological characteristics do tend to pro-
mote certain values more than others, when compared to the overall data.

Next, we perform the same analysis for our manually crafted situation subspaces
(Table 6.2). We notice that 5 of the subspaces significantly promote or demote some
personal values, thus supporting our initial hypothesis. By analysing these results fur-
ther, we notice that they are also aligned with the common sense understanding of these
concepts: values such as pleasure and enjoyment of life are promoted in situations de-
fined by high positivity (Subspace 2) and demoted in situations defined by high adversity
(Subspace 4). Moreover, situations defined by high intellect and duty promote values
such as helpfulness, capability and success. These intuitive connections suggest that
a support agent that uses this method would have the possibility to explain its sugges-
tions to the users in an understandable way. Furthermore, it seems like the promoted
or demoted values are affected by the combination of dimensions, rather than by each
dimension individually. For instance, situations defined by both high intellect and duty
(Subspace 1) significantly promote success and helpfulness, whereas situations defined
by high duty and low intellect (Subspace 3) or low duty and high intellect (Subspace 6)
do not promote these values.

6.6. CONCLUSION

6.6.1. CONTRIBUTIONS

In this chapter we present an approach in which we group situations into subspaces by
using their psychological characteristics as attributes, and show that these subspaces
can be used to determine which personal values are promoted or demoted in these sit-
uations. In order to explore our research question, we use automatic clustering, as well
as insights from the data combined with domain knowledge, in order to group situa-
tions according to their psychological characteristics. We notice that automatic methods
lead to clusters which are not well defined, while the manual method allowed us to form
groups that fit the requirements of Context Space Theory.
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Secondly, we show that certain personal values are significantly more promoted or
demoted in specific situation subspaces, thus confirming our research hypothesis. This
can be used as a method to automatically determine how the situation that a user faces
affects the personal values of the user. This would be a useful extension for current sup-
port agents [31], [161] that rely only on information from the users to know the effect it
has on personal values.

An advantage of this approach is its potential for providing explainable support to the
user. Our methods are inherently more explainable than black box approaches, and we
borrow the attributes that form the basis of our approach from social psychology. Con-
cepts such as the psychological characteristics or personal values are potentially more
understandable for users.

6.6.2. LIMITATIONS AND FUTURE WORK
Considering that the work is still in its early stage, there are limitations which we aim
to tackle in the future. First of all, we assume that we already know the psychological
characteristics of a situation. This is not a trivial task, and in order to have a supportive
agent that can help in real life cases, these characteristics will have to be inferred from
situation cues. Chapter 3 provides initial evidence that they can be used to infer concepts
such as the priority of situations. In the future, we will explore whether that approach
can be applied to the psychological characteristics of situations.

Secondly, we detect more affected values in the manually defined situation subspaces.
While this approach is not necessarily weaker than an automatic approach, it has to be
tested with a wider range of situations. The reason for this is that it was crafted partic-
ularly for this set of situations, so its effectiveness for another set of situations is to be
determined. In the future, we will work on having a well-defined formal procedure on
how to form situation subspaces by using the psychological characteristics of situations
as context attributes. Another option will be to explore forming automatic clusters by
considering a subset of the dimensions.

Next, the promoted and demoted values need to be analysed further. We notice three
of the subspaces do not promote or demote any personal values, and some personal val-
ues are neither promoted nor demoted in any subspace. In future work, we will explore
using a more specific list of values which are salient to daily life situations. Lastly, we will
explore whether situation subspaces can help determine concepts other than personal
values, such as expected behaviour.



7
DISCUSSION AND CONCLUSION

The research presented in this thesis focuses on enabling support agents to exhibit social
situation awareness. As application domain the thesis focuses on agenda management
support agents that take into account the social aspect of meetings when making sug-
gestions to users regarding which meeting to attend when different meetings overlap.
The thesis answers this overarching research question:

What concepts and information processing techniques would enable support
agents to exhibit social situation awareness?

In this section, we start by providing a discussion of how the research questions were
tackled, and the results that were obtained. Secondly, we discuss the limitations of our
approach. Next, we formulate the scientific and practical contributions of our work, as
well as review possible ethical considerations. Lastly, we introduce possible directions
for future work based on our findings.

7.1. DISCUSSION
Five sub-questions were introduced in order to capture the different facets of the main
research question. The studies presented in this thesis aim to answer these research
questions. In this section we discuss the findings from these research questions:

RQ1: What components should a support agent include in order to manifest so-
cial situation awareness and how can these components be organized in a conceptual
architecture?
This question is tackled in Chapter 2. We started by providing a definition for social
situation awareness in support agents. Based on the literature, we identified five re-
quirements that support agents need to fulfill in order to be aware of the social situa-
tion of the user. To tackle these requirements we put forward a conceptual architecture
inspired by Endsley’s model of situation awareness [47], initiated with concepts from so-
cial psychology [135]. The proposed architecture (Figure 2.1) consists of three levels: 1)

101
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social situation perception, in which the social situation is modelled from the user’s per-
spective, 2) social situation comprehension, in which the social situation is described in
terms of its psychological characteristics, and 3) social situation projection in which the
expected behavior of the user and the promoted and demoted values of the situation are
determined. Implementing the levels of this conceptual architecture and transitioning
between levels is the focus of the next chapters.

RQ2: Which elements of the user’s environment should be modelled in order to
represent a present or future social situation of a user?
Chapter 3 focuses on modelling social situations from the point of view of the users
(Level 1: social situation perception). To identify the relevant elements of the social en-
vironment we explored literature from social sciences focusing on social relationships.
Based on the findings, we proposed a two-level ontology for representing social situ-
ations. The top level introduces the concepts that need to be represented in order to
capture social situations, whereas the bottom level contains the specific features that
can be used. Based on the ontology, we introduced a set of social situation features that
can be used to model meetings between two people (the user and the other person) from
the point of view of the user. These features consist of social background features that
describe the social relationship between the user and the other person, and social situa-
tion cues that describe other elements of the situation. We conducted a pilot study with
twenty subjects, and asked them to describe their relationships with five people from
their social circle using the social background model. Subjects found the features highly
understandable and moderately representative of their relationships with someone.

RQ3: To what extent can machine learning techniques predict the priority of the
situation for the user on the basis of social situation features as input?
The third research question builds upon the findings of the previous one, and is explored
in Chapter 4. Our aim was to explore the predictive capabilities of the social situation
features when used in agenda management support agents. Specifically, we used social
situation features as input in machine learning models to predict the priority of social
situations. First, we conducted a pre-study and an extensive literature search in order to
update and consolidate the set of social situation features proposed in Chapter 3. Then,
we conducted a crowd-sourcing user study where 278 subjects provided information
about their relationship with five people from their social circle. Then, the participants
were presented with eight hypothetical social situations involving them and one of the
people from their social circle, and were asked about the priority level that they would
assign to the situation. We used the data to train and test different learning algorithms.
The best performing model is a random forest regressor, with a mean absolute error of
1.35 (on a 7 points scale). We noticed that the error was partially caused by the imbal-
anced data set, and that the model performance was worse for situations with a low level
of priority, which is something that needs to be taken into account. Lastly, we showed
how we can determine the most informative features that contributed to the predictions,
which will serve as a basis for explanations given to users.

RQ4: To what extent can machine learning techniques predict the psychological
characteristics of a social situation on the basis of social situation features as input?
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In the previous chapter our predictive model went directly from Level 1 to Level 3 of
the social situation awareness architecture, and did not explicitly tackle Level 2 (social
situation comprehension). This is addressed in Chapter 5. We proposed to use the psy-
chological characteristics of situations as a basis for social situation comprehension in
an agenda management support agent. More specifically, we used the DIAMONDS tax-
onomy proposed by Rauthmann et al. [135]. The first part of the chapter explores the
usefulness of psychological characteristics of situations as predictors of the priority of
social situation. In this chapter, we used the data collected in Chapter 4 enriched with
information about the psychological characteristics of each situation from the point of
view of the users. First, we showed that using psychological characteristics of situations
as input to a random forest regressor leads to a better prediction of the priority of so-
cial situations than when using as input social situation features. Secondly, we showed
that it is possible to use machine learning models to automatically predict the psycho-
logical characteristics of a situation by using as input social situation features. In order
to evaluate the role of social situation features (Level 1 information) and psychological
characteristics of situations (Level 2 information) beyond their predictive power, we as-
sessed their role as a basis for explanations given by support agents. We conducted two
user studies with a total of 290 subjects, who were presented with explanations given
by a hypothetical agenda management agent regarding reasons why a meeting was se-
lected when two meetings were overlapping. The studies show that explanations based
on Level 1 and Level 2 information were complete, satisfying, and likely to convince
users. Furthermore, results show that whether subjects prefer explanations based on
Level 1 or Level 2 depended on the type of situation, thus showing the need for both.

RQ5: How can the promoted or demoted values of a social situation be determined
on the basis of the psychological characteristics of that situation?
Chapter 6 tackles our last research question, and deals with social situation projection.
Specifically, it focuses on assessing which personal values are promoted or demoted in
social situations. For this chapter, we conducted a user study in which we asked 150
participants to describe two social situations involving one other person who they inter-
acted with in the past week. Then, for each situation subjects answered a survey about
its psychological characteristics (based on the DIAMONDS taxonomy [135]), as well as
a survey about whether the situation promotes, demotes or does not affect specific per-
sonal values. As a first step, we grouped similar situations into situation subspaces based
on their psychological characteristics using insight from the data and domain knowl-
edge. Results showed that specific personal values are more promoted or demoted in
some situation subspaces. For instance, situations with high duty and high intellect pro-
mote values helpfulness, self-discipline, capability and success, while situations with a
high level of adversity demote the values safety, pleasure and enjoyment of life. These
insights serve as a basis for automatically assessing the promoted and demoted values
of a social situation based on the psychological characteristics of the situation.

7.2. LIMITATIONS
To fully appreciate the findings presented in this thesis, it is important to consider the
limitations of the described studies. The first limitation is related to our application do-
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main. Our instantiations were based on a socially aware agenda management support
agent, and the modelled concepts were related to this domain. This makes it difficult to
generalize our findings to other types of support agents. This is particularly relevant to
social situation projection, since the predicted behaviors (in our case, the priority level of
meetings) are directly related to the domain. However, this limitation only concerns our
evaluation, and not necessarily the applicability of the approach as a whole. We expect
that the proposed social situation awareness architecture can be adapted for different
application domains. For instance, stress management support has been identified as
a domain in which information about the social situation would be crucial [102]. Our
proposed Level 1 and Level 2 concepts would be suitable for that domain, particularly
features such as depth of acquaintance and quality of relationship and psychological
characteristics such as adversity and negativity. Level 3 information needs to be adapted
based on existing work on stress and its behavioral manifestation. Furthermore, user
studies need to be conducted in order to collect data to build predictive models needed
to transition between the different levels.

Secondly, the studies presented in this thesis were conducted online through crowd
sourcing platforms. Due to this, studies had to be shorter and more complex situations
had to be avoided. Furthermore, in some of the studies subjects were presented with
hypothetical scenarios. This choice was made in order to ensure a wider variety of situ-
ations, however there are no guarantees whether real-life situations would generate the
same results. Another limitation brought by the online nature of the studies was the fact
that we collected data regarding a small number situations for each participant, and the
predictive models were built on aggregated data. While this is not necessarily a limita-
tion, it is to be tested how the models would perform when tested on individual users.

Thirdly, in this thesis we focused on the levels of the social situation awareness ar-
chitecture individually, and transitioning between levels. This was a natural first step,
since it allowed us to draw conclusions regarding the feasibility of the architecture. Our
results indicate that it is possible to transition between individual levels, however all the
steps were not integrated into one system. Results presented in Chapter 5 showed that
the transition between the three levels in the same system is feasible.

Lastly, our user studies focused on modelling dyadic social situations, i.e. situations
involving two people: the user and another person. This was done to simplify the pro-
cess of modelling social relationships. Covering social situations involving more people
would not require changes to the components of the conceptual social situation aware-
ness architecture, however we expect changes in the instantiation of these components.
This is especially relevant for social situation perception (Level 1), which would need to
include further features regarding the social dynamics of the group.

7.3. CONCLUSION AND CONTRIBUTIONS

Tackling the research questions proposed in this thesis required developing a concep-
tual architecture, an ontology, a number of predictive models, collecting data to train
the models, as well as measurement tools for several user studies. The next paragraphs
highlight the main contributions of the thesis.
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7.3.1. SCIENTIFIC CONTRIBUTIONS

In this thesis we contribute to research on support agents by providing a definition of
social situation awareness in support agents as well as a set of requirements that sup-
port agents have to fulfill in order to be considered social situation aware. These re-
quirements are tackled through the proposed conceptual architecture for social situa-
tion awareness in support agents. To the best of our knowledge, this is the first attempt
to explicitly take into account social situations in situation awareness. To do so, we com-
bine existing work on situation awareness [47] and social sciences [135]. The resulting
conceptual architecture provides a description of the high level components needed to
tackle the requirements for social situation awareness in support agents, as well as how
these components should be interrelated.

Another contribution of the thesis is the translation into a computational model of
different concepts from social science research used to implement the different levels
of the proposed architecture. The ontology of social situations introduced in Chapter 3
can serve as an initial point for researchers aiming to model social situations, and it can
be extended to account for different types of social situation information. Furthermore,
this thesis contributes with an instantiation of the ontology for social relationships of
meetings involving two people. This involved extensively reviewing social science lit-
erature on social relationships. The derived list of social situation features can be used
as a baseline for future research. Another crucial contribution is the use of psycholog-
ical characteristics of situations for social situation comprehension. Recent research in
AI has included insights about the psychological characteristics of the user’s personal-
ity coming from social science such as the Big Five taxonomy [61] to tackle issues such
as user modelling for recommender systems (e.g., [114], [146]). However, to the best of
our knowledge, AI research has yet to systematically include the recent insights from so-
cial science about the psychological characteristics of situations (e.g., [126], [135]). We
contribute to this by showing how one of the existing taxonomies of psychological char-
acteristics of situations, namely the DIAMONDS taxonomy [135], can be used as a basis
for social situation comprehension. Lastly, we explored how the concept of personal val-
ues can be integrated in support agents, and specifically showed how it can be used for
social situation projection.

In order to evaluate the proposed concepts, several user studies were conducted to
collect data. Through them, we contribute to the scientific community by providing a set
of hypothetical and real social situations as well as different data sets that can be used
by researchers to investigate research questions related to social situations, priority of
situations, and personal values. Furthermore, different lessons were learned about how
to set up such studies. For instance, designers of user studies should instruct users to
provide information about diverse types of situations, because not having such guidance
can lead to unbalanced data sets.

The predictive models presented throughout the thesis provide the basis for transi-
tioning between the different levels of the architecture. In this thesis, we show how infor-
mation about a user’s social situation can be used to predict the psychological charac-
teristics of that situation, and in turn how the psychological characteristics of a situation
can be used to predict the priority of that situation and the personal values that the sit-
uation promotes or demotes. The evaluation of these models forms the first benchmark
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in these novel tasks.
Lastly, in Chapter 5 we show how the concepts introduced in our architecture can

be used as a basis for explanations that are satisfying, containing sufficient information,
complete, and convincing. This suggests that our proposed three-level architecture and
specific social science concepts can contribute to explainable support agents. This is
also corroborated by existing work [148] which proposes a situation awareness-based
framework for the design of explainable AI.

7.3.2. PRACTICAL CONTRIBUTIONS

Apart from the scientific community, different groups also benefit from the work pre-
sented in this thesis, as shown below:

DEVELOPERS OF SUPPORT AGENTS

Our thesis focuses on improving the support of support agents by allowing them to take
into account the social situation of the user. Our proposed architecture in Chapter 2 can
serve as a blueprint for designers and developers of support agents. The other chap-
ters present useful insights on the concepts and learning techniques that can be used to
implement the proposed concepts. Following our guidelines and fulfilling the require-
ments proposed in Chapter 2 would allow developers to incorporate information about
the social situation of the user in the support mechanism, which could result in a better
product.

END USERS

Once implemented and integrated in existing personal assistant agents, our proposed
agenda management support agent would be beneficial to people with busy schedules
who have to spend a lot of time to organize their commitments. The agent could deter-
mine the priority of each meeting from the point of view of the user, as well as assess the
promoted and demoted personal values, and present the information to the user in con-
junction with suggestions regarding which meetings can be postponed or canceled. This
would provide more comprehensive support, as opposed to existing systems that base
its suggestions mainly on slot availability. An adapted version of our envisioned agent
would also be beneficial to coordinators or human personal assistants who have to deal
with scheduling meetings for multiple people.

7.4. ETHICAL CONSIDERATIONS
Before implementing and deploying intelligent systems such as the one described in this
thesis, it is crucial to take into account ethical considerations related to their potential
impact.

The first ethical consideration is related to the proposed application domain. Having
support agents assist people in managing their agenda can be beneficial, but can also
have unwanted consequences. For instance, cancelling specific meetings might cause
misunderstandings between the user and people from their social circle, or in more ex-
treme cases it might negative repercussions on the user’s work or personal life. To mit-
igate this risk, in our proposed approach control stays in the hands of the user and the
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agent is limited to only making suggestions to the user rather than making decisions on
their behalf.

The second ethical consideration relates to the reflective nature of the approach. The
support agent explicitly reasons about the psychological characteristics of the social sit-
uation (Level 2), as well as the personal values that the social situation promotes or de-
motes (Level 3). This information can be conveyed to the user in the form of explana-
tions in order to make the support process transparent. However, this also leads to the
user more deliberately and explicitly thinking about their social interactions. While in
principle this can be a positive thing, instances can arise in which the user is notified
that a social situation involving a person close to the user has a high level of adversity
or negativity, or demotes values that are important to the user. This can be caused by
wrong inferences in the reasoning process of the agent, or in some cases by the fact that
the user is simply not explicitly aware of the nature of those social interactions. Both
cases, while not being negative per se, can cause distress to the user, which needs to be
taken into account.

Lastly, the use of machine learning models to transition between the levels of the
architecture requires consideration. Existing work shows that predictions of machine
learning models often involve bias caused by the learning algorithm, the data collec-
tion/generation, as well as by existing biases in the world [27], [70]. For this reason, a
more in-depth analysis needs to be conducted before these aspects can be deployed. In
our proposed architecture data is elicited directly from users rather than collected solely
from sensors or other already available data such as social media. This avoids some pos-
sible data collection biases, however on the other hand it can lead to reinforcing existing
user biases. Furthermore, when building models from aggregated data it would be im-
portant to analyze how well predictions work for groups that are underrepresented in the
training data. Having some degree of personalization would help predictions be more
accurate for individual users. To mitigate some of the risks, we propose the explanation
and feedback modules which contribute to more transparency and control.

7.5. FUTURE WORK
The work presented in this thesis puts forward a vision for enabling support agents to
exhibit social situation awareness. Our results support the feasibility of such a vision in
the domain of agenda management support agents. This opens the possibility for new
research towards fully social situation aware support agents.

The first step would be to integrate the different levels of the social situation aware-
ness architecture into a prototype system. This would first of all allow to then consolidate
and further expand our findings by conducting application-grounded user studies [40]
in which participants interact with an agent over a long period of time and provide in-
formation for a large number of their daily life social situations. Secondly, it would be
important to extend the architecture towards different application domains. This would
require further research into how the social situation awareness would have to be instan-
tiated, and what concepts would need to be modelled.

To enable the implementation of application-grounded user studies, more research
is needed on elicitation techniques and human-computer interaction. While eliciting
information from users on real life social situations is crucial, it is also important to have
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smooth interactions and to ensure that the system is not overly invasive. This requires
combining and further expanding on existing research on information elicitation from
users (e.g., [172]) as well as research on using active learning for personalization of sup-
port agents while minimizing the needed interaction with users (e.g., [118]).

Another important future direction is related to integrating the social situation aware-
ness component with the support component of the agent. Level 3 of the architecture
would provide insight regarding the expected behavior of the user as well as regarding
the promoted and demoted personal values of a social situation. This information can
inform the support actions of the agents, however more research is needed on the rea-
soning mechanisms that would allow this, as well as on the practical benefits of such an
approach. This requires implementing such a reasoning module in support agents and
testing it in user studies, as done in [83].

In this thesis, we showed how the proposed concepts can be used as a basis for expla-
nations given to users. It would be important to combine efforts to improve the explain-
ability of the agent with the implementation of a feedback module which would allow
the user to tell the agent when it made a mistake. The explainability step would be the
basis for this procedure [71], [98]. Research is needed on ways to effectively include this
information to the reasoning mechanisms of the agent.

Lastly, in this thesis when modelling social situations we focused on social relation-
ship features. However, there is also a vast body of research in social signal processing
focusing on social interaction features such as body language and their connection to
user behavior (e.g., [24], [124], [144]). Integrating this research with our social situation
awareness architecture would allow for a more comprehensive representation of social
situations. This way the agent would have both information about social relationships
elicited from the users, as well as information about the specific social interaction ac-
quired through multimodal sensing. Integrating such concepts in our proposed archi-
tecture would be a natural extension, and existing work suggests that information from
social interactions can be used to infer psychological characteristics of the situation such
as interdependence [41].
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