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Abstract—After the novelty effect wears off children need a
new motivator to keep interacting with a social robot. Enabling
children to build a relationship with the robot is the key for
facilitating a sustainable long-term interaction. We designed
a memory-based personalization strategy that safeguards the
continuity between sessions and tailors the interaction to the
child’s needs and interests to foster the child-robot relationship.
A longitudinal (five sessions in two months) user study (N = 46,
8-10 y.o) showed that the strategy kept children interested longer
in the robot, fosters more closeness, elicits more positive social
cues, and adds continuity between sessions.

Index Terms—child-robot interaction, social robots, personal-
ization, memory, long-term, longitudinal user study

I. INTRODUCTION

Many social robot applications have the intention to interact

on multiple occasions with people over an extended period of

time. This is especially true for socially assistive robots. The

need for social support does not stop after one interaction, nor

is it likely that the often complex goals are achieved. Simply

repeating the same interaction every time is not enough,

because most children will lose interest after a short while

[1], [2].

A more substantial approach is necessary. One that includes

adapting the behavior of the robot over time, to not only

introduce novel behaviors [2], [3], but to create a common

ground between the child and the robot [1]. A two-month field

study showed that children who felt they could be friends with

the robot kept on interacting, while peers who held a more

mechanistical view of the robot lost interest [4]. Fostering a

relationship between the child and the robot appears to be a

key step in keeping the interaction compelling long-term. The

big question is how to foster the child-robot relationship?

A logical step in the right direction is to tailor the in-

teraction to children’s interests, preferences, and needs [5]–

[8]. Reviewing interpersonal psychology literature we have

identified the need for novelty and narrative development,

continuity, and similarity and familiarity as important factors

for children to develop a relationship with the robot. To

address these needs we designed a novel serial narrative dialog

structure that enables the robot to autonomously engage in a

multi-session conversation. Each session has an overarching

narrative that adds continuity, familiarity, and a development

to the conversation. Each session has its own narrative arc

to add something new every time and to leave room for

personalization. A key feature to personalize the conversation

is a robot memory [3], [9]–[11].

With this work we contribute by providing a novel memory-

based personalization strategy (in sections II and III) that is

explicitly designed for fostering the child-robot relationship.

It personalizes the narrative conversation on a personal level,

rather than on a task level. Another novel contribution is the

longitudinal (five episodes in two months) user study (N =

46, 8-10 y.o school children) with which we demonstrate that

the strategy fosters the child-robot relationship and is able to

keep children interested to interact long-term (in sections IV

- VIII).

II. RELATED WORK

To understand how to design robot behaviors and interaction

content that facilitate the development of a child-robot rela-

tionship we need to understand what children are looking for in

a relationship with the robot. We can learn from how children

form relationships with people. Not in an attempt to copy those

behaviors, but rather to identify needs the children might have.

In this section we discuss which needs we identified as the

focus for the current study.

How the robot addresses those needs does not need to be the

same as how people do it. We do know that using a memory

to personalize each new interaction based on the previous

interactions is key for addressing the needs long term [3],

[6], [7], [9]–[11]. Our goal is not to mimic the function of

human memory, but to personalize a conversation using past

information. We reviewed different child-robot applications

that used this type of memory-based personalization.

A. Children’s Needs for a Long-Term Child-Robot Relation-

ship

There are many interpersonal needs at play when children

develop their relationships with people [12]. We made a

selection based on how suitable memory-based personalization

likely is to address them. The needs are summarized into three

categories: novelty and narrative development, continuity, and

similarity and familiarity.
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1) Novelty and narrative development: A straightforward

need, which has a clear impact on how viable a longer

interaction is, is the need for novelty. When children get a

sense of what the robot can and cannot do (i.e. when the

novelty wears off) their interest wavers [1], [13], [14]. A

direct way to address this problem is to keep introducing novel

interaction possibilities and content [3].

It is not only a matter of adding new content to the

interaction, the quality of that content is also important for

keeping children interested. They want to be gripped by the

interaction [15], [16]. Adding a narrative development to the

interaction content provides children with opportunities to be

invested in the interaction [17]. In other words, by including

a story for children to unravel, they will have to come back

and interact again to discover how the story progresses.

2) Continuity: Continuity during multiple interactions is

important on multiple levels. Firstly, continuity is an im-

portant factor for managing the quality of the conversation

[18]. Serving conversational content in line with the narrative

development or previously discussed topics leads to a more

grounded and relevant conversation [19]. This level of conti-

nuity is important for children to keep track of the conversation

and remain engaged by it [20]. Secondly, continuity is an

important social aspect. Children want to be remembered by

the robot [21]. They come to expect it as well, when the robot

is presented as a companion with whom they can repeatedly

interact [22].

3) Similarity and familiarity: People form relationships

more easily if they have similar values [23] and attitudes

[24]. The more children can relate to the robot and the more

similarities (e.g. shared interests) they feel they have with the

robot, the easier it is for children to view the robot as a friend

[25]. What the robot discloses about itself shapes how similar

children perceive the robot.

Besides feeling similar to the robot children also have a

need for familiar content and patterns of interaction [26].

Besides enabling children to navigate the conversation more

smoothly [18], familiar content allows them to construct a

consistent image of the robot‘s identity and supports forming

a relationship [26]. A balance needs to be found between

including novel and familiar content.

B. Memory-based Personalization in Human-Robot Interac-

tion

Memory is necessary for an efficient and pleasant con-

versation [19]. It also has an important social function in a

long-term conversation [27] by facilitating a common ground

[19] and a shared experience [28] between interlocutors. Both

aspects are important for a human-robot relationship as well

[11], [29], [30]. Memory is more than the passive storage of

semantic information [10] and thus the question is not only

what do we need to remember, but also how is the memory

going to tailor the interaction to satisfy the child’s needs?

We focus on the things the robot can elicit (e.g. like [31]),

store, and recall via the conversation. In related work we find

that memory systems in child-robot interaction typically store

information about the child, the conversation, and the task. For

example, information about the child include their name (e.g.

[26], [32]), interests (e.g. [31], [33]), and opinions (e.g. [11]).

Information about the conversation includes which questions

were asked before (e.g. [26]). Task information include per-

formance metrics (e.g. game scores [32] or adherence to a

diabetes regimen [26]) and task decisions (e.g. [11]).

From the literature we identified three strategies to per-

sonalize the conversation using the information that is stored

in the memory: memory references, content selection, and

content augmentation. Memory references are a direct way

for the robot to show that it remembers the child and make

the conversation more personal. Using templated dialog stored

information can be included in the conversation [26]. Using

the child’s name (e.g. [26], [32]), recalling something the child

previously disclosed (e.g. [11]), or recalling the score of a

previous game (e.g. [32]) are examples of memory references.

When selecting content the robot can use a memory select

topics that match with the child’s known interests (e.g. [33]).

Finally, conversational content can also be augmented with

memory information. For example, by adding an opinion

congruent with the child’s known opinion about a subject [11].

Children perceive a robot more as a friend and are more

interested to keep interacting when that robot uses memory

references [26]. Older children (7-10) show more positive

affect when the robot uses a memory, while younger children

(4-6) show more positive affect without a robot memory.

Furthermore, especially the older children preferred the robot

with memory augmentation and viewed it as more intelligent

[11].

Most studies evaluate memory-based personalization strate-

gies in the context of a task (e.g. diabetes management [26] or

vocabulary learning [15]) and study effects on task adherence

and performance or enjoyment [8]. How it influences a social

interaction and relationship formation is not yet systematically

studied. As far as we know no longitudinal studies (covering

more than a few sessions in a longer time frame) exist that

evaluate the long-term effects of memory-based personaliza-

tion on the child-robot relationship. By doing a longitudinal

study outside the lab with an autonomous robot we gain a

better insight into how the robot would perform in the real

world [34].

III. DESIGN RATIONALE

The two key element of the design are the serial narrative di-

alog structure and the memory-based personalization strategy.

Both design elements were implemented in an autonomously

operating robot (i.e. the researcher only has to start a session).

In this section we will specify and motivate the design

elements.

A. Serial Narrative Dialog Structure

The main activity of the interaction is a conversation with

the robot. To accommodate a multi-session conversation we

adopted a serial narrative dialog structure. A proper metaphor

would be a serial TV-show. It matches the rhythm of regular
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sessions that often occur in application contexts like healthcare

(e.g. weekly treatments [35]) and education (e.g. tutoring). All

the dialog content was developed in collaboration with three

professional writers.

The building blocks of the conversation are mini-dialogs.

A mini-dialog is a self-contained unit of discourse in the

conversation. It is the dialog equivalent of a paragraph in

written text. There are three types of mini-dialogs: narrative,

chitchat, and functional.

Narrative mini-dialogs are part of a multi-session thread

and deliver the overarching storylines of the conversation.

Typically there are more narrative threads that are interwoven

into the conversation. For example, one narrative thread in our

implementation are the Robot Olympics Hero is participating

in. Each episode Hero asks the child to help it prepare for

the next event and in the final session Hero reveals it won

a silver medal. With the narrative threads we aim to provide

development, continuity, and familiarity between sessions.

Chitchat mini-dialogs are oriented around a topic. There

are topic openers that help identify topics that children are

interested in and topic follow-ups to dive deeper into a topic.

For example, if the robot asks “what wild animal would you

like as a pet?” and the child answers with “a panda”, the robot

can include a follow-up mini-dialog about pandas next session.

With chitchats we aim to introduce novelty and similarity.

Finally, there are functional mini-dialogs that help manage

the conversation. For example, a greeting. A fun interaction

element we included as part of the greetings is a ‘secret

handshake’. Children could co-create their secret handshake

by choosing between two well known ‘tik tok’ songs and

choreograph a dance move or gesture with the robot’s arms

(similar to the co-creation process discussed in [36]).

In the user study each 15 minute conversation included

about 7 or 8 mini-dialogs (on average 2 minutes per mini-

dialog). The first and last were a greeting and goodbye. The

main narrative thread was about the Robot Olympics with

multiple mini-dialogs per session. There was a secondary

thread about dreaming with one mini-dialog per session. The

narrative mini-dialogs alternated with chitchats. Each session

typically had one topic opener, a topic follow-up, and a stand-

alone chitchat. To protect children’s privacy only topics were

covered that elicit low sensitive information, for example, chil-

dren’s favorite animals, food, color, and differences between

robots and children.

Google’s Dialogflow was used for automated speech recog-

nition and an artificial cognitive agent1 (implemented in

GOAL [37]) was used for dialog management. The whole

pipeline of streaming audio to Google (using the robot’s

onboard microphone), receiving data, and selecting a response

takes 600ms on average. To protect children’s privacy the

microphone was only turned on to register an answer (average

3s and max. 10s per attempt).

The agent followed the conversational design patterns de-

veloped by Ligthart et al. (2019) [31]. Children have two

1Code: https://bit.ly/3sdiQsd and video examples: https://bit.ly/3F0TOQF

speech attempts. When unsuccessful they have two touch

repair attempts. The robot lists a number of answer options and

by pressing the button on its foot children can select an answer.

Over five session the robot asked 2094 questions. In 82%

speech was sufficient and if a touch repair was necessary 94%

of the repairs were successful. In less than 1% no answer was

recognized. This facilitated a robust and fast yet autonomous

and speech-focused interaction.

B. Memory-based Personalization Strategy

We opted for a multifaceted memory-based personalization

strategy primarily aimed at manipulating the dialog. The

strategy combines memory references, content selection, and

content augmentation (as discussed in section II-B). Per sub-

strategy we designed multiple manipulations (see Table I for

a full overview). This section will cover which information is

stored and discuss each manipulation and how it contributes

to the overall strategy.

A Redis database is used to persistently keep an interaction

history. The main way for the robot to populate the history

is to ask questions about children’s interests, preferences,

and ask them to make narrative decisions. For example, the

robot would ask if the child has a pet, their favorite color,

or if they want to coach the robot during a Robot Olympics

event. The relevant entities are extracted from the answers

and stored in the history. Furthermore, the robot would store

which mini-dialogs it included in the conversation and the

secret handshake created by the child. The writers designed the

questions and relationships between mini-dialogs. The GOAL

agent reasons about these relationships and history items to

select the next mini-dialog. The history items are available to

the writers as placeholder variables with which they created

templated dialogs. During the conversation the robot will

retrieve the values (i.e. children’s processed answers) of the

placeholder variables from history at run time and insert them

in the dialog.

The first substrategy are memory references. Children want

to be remembered by the robot [21] and a powerful way

for the robot to do that is by using their names [22] and

recalling things the child shared with the robot [3], [33]. To

protect the child’s privacy their name was entered in advanced

instead of sending it to Google. The latter manipulation, a

personal reference, can be made explicitly (e.g. “I know you

like [sheep]”) or implicitly (e.g. “I’ll pet the cat and of course

you can pet the [sheep]”). Using the child’s name and personal

references are two manipulations that aim to add a level of

(personal) continuity. A third memory reference manipulation

aims to add (conversational) continuity and familiarity by

referring to a past conversational topic. For example, “last time

you mentioned [ice cream]”. Memory references can also be

chained, for example “wouldn’t it be cool to have a [purple]

[sheep]?”.

The second substrategy is content selection. The narrative

mini-dialogs offer children choices that influence the narrative

immediately (e.g. “should I go left or right in the forest?”)

and the overarching narrative (e.g. “do you want to be my
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Robot Olympics coach?”). Each narrative mini-dialog has a

branching structure and using the persistently stored choices

the branches are resolved. A second content selection ma-

nipulation is to select chitchat mini-dialogs that match with

children’s interests that are stored in the user model. These

two manipulations aim to increase the similarity between the

child and the robot.

The third substrategy is content augmentation. The secret

handshake is stored to augment the greeting and goodbye.

Repeating iconic parts of the conversation creates more fa-

miliarity [38] and additionally a unique secret handshake

reinforces the relationship with the child [39]. The second and

third augmentations aim to add continuity and familiarity by

embedding new content in the context of previous content [3].

The second augmentation motivates the inclusion of a mini-

dialog by relating it to the child. For example, “Let’s talk

about your favorite sport, [taekwondo]”. The third uses the

knowledge of the content selection to foreshadow future mini-

dialogs. For example, “Because you like [risotto], I’ll try to

make my own tonight” to subsequently tell about its risotto

cooking adventure the next time.

In the user study the memory-based personalization strategy

was used from the second session onward. Memory refer-

ences, content motivations, and foreshadowing manipulations

all affect one utterance at a time. Once every two minutes

one utterance was manipulated with one of these strategies.

In the control condition a generic alternative of equal length

is included instead. The duration of the conversation in both

conditions was the same each session. In each 15 minute

conversation the secret handshake (versus a wave in the

control condition) was used at the start and at the end. The

choices made during the narrative mini-dialogs persisted and

influenced the narrative branches (versus a default path). The

topics of two (out of seven) mini-dialogs were selected using

the memory (versus a random selection). This amounts to

approximately one manipulation every minute.

IV. RESEARCH QUESTIONS AND HYPOTHESES

The main goal of the memory-based personalization strategy

is to facilitate a sustainable long-term interaction. The main

means to achieve that goal is to foster the child-robot relation-

ship so that it can replace the novelty effect as a core motivator

for children to interact with the robot. Addressing the identi-

fied needs with the serial narrative interaction structure and the

personalization strategy are in turn the main mechanisms to

foster the relationship. The research questions revolve around

these three steps.

What is the effect of memory-based personalization on

RQ1. children’s willingness to continue interacting with

the robot?

RQ2. the child-robot relationship?

RQ3. children’s feeling of continuity, familiarity, and

similarity?

We expect that (hypothesis H1) with memory-based per-

sonalization children will be more willing to continue the

TABLE I
COMPARISON OF ALL THE MANIPULATIONS THAT ARE PART OF THE

MEMORY-BASED PERSONALIZATION STRATEGY AND A CONTROL

CONDITION.

Manipulation Personalization Control

Child’s name Used

Hi [name], nice to see you

Not used

Hi, nice to see you

Personal Explicit and implicit

I know you like [sheep]

Generic

I learned about dogs

Conversational Explicit

Last time you mentioned

[ice cream]

Generic

I saw someone eat

pizza

Narrative choices Persist across sessions Only immediate

Topic selection Child’s interests Random

Greeting Secret handshake Default wave

Motivation Related to child

Let’s talk about your

favorite sport, [taekwondo]

Generic

Let’s talk about a

cool sport, football

Foreshadowing Specific

Let’s talk about

[Risotto] next time

Generic

I hope to make

pizza someday

interaction over time than when there is no memory-based

personalization.

We measured the child-robot relationship with a closeness

self-report questionnaire, by counting the self-disclosures, and

annotating (the valence of) social cues. We expect that with

memory-based personalization strategy over time children will

(H2a) feel closer to the robot, (H2b) self-disclose more, and

(H2c) show more positive social cues towards the robot than

without personalization.

Finally, we expect that with memory-based personalization

children will experience the conversation with the robot as

more (H3a) continuous and (H3b) familiar and (H3c) rate

the robot as more similar to them.

V. METHOD

To answer the research questions and evaluate the memory-

based personalization strategy we ran a longitudinal user study.

46 school children interacted five times with the robot, roughly

on a weekly basis for approximately fifteen minutes in a two-

month period. We compared a robot that used the memory-

based personalization strategy (personalization condition) with

a robot not using any memory-based personalization (control

condition). In this section we discuss the methods used to run

the longitudinal study.

A. Experimental Design

To structure the study in general we used a mixed ex-

perimental design. The first independent variable was the

inclusion or exclusion of the memory-based personalization

strategy as a two-level between-subjects factor. The difference

between the resulting ‘personalization’ and ‘control’ condition

are listed in Table I. The second independent variable were

the five sessions (time) as a within-subjects factor. To address
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the third question only a between-subjects comparison was

performed. The dependent variables are the willingness to

continue (RQ1), closeness, self-disclosure count, and valence

of social cues (RQ2), and continuity, familiarity, and similarity

(RQ3).

B. Participants

46 Dutch school children (27 girls and 19 boys; 8-10 and

1x 11 y.o.) started the study. Participants were recruited by

their teachers from the participating school. The participants

represented a diverse population with a mix of different

ethnicities and social-economic backgrounds. Most partici-

pants had experience with interactive technologies (e.g. voice

assistants or toy robots), but none had a conversation with a

robot before. This study (ECIS-2021-03) was approved by the

Ethical Committee for Information Sciences of the institution

of the first author. The participants and their legal guardians

signed an informed consent form before participating. The

age and gender of the participants were kept balanced while

assigning participants to a condition. Participants with the

same age and gender were randomly paired. The pair was

randomly split between the personalization (N=24) and control

condition (N=22). Two participants from the control condition

dropped out after three sessions. They indicated they rather

wanted to focus on their school work.

C. Measures and Instruments

Measuring a complex concept like the child-robot relation-

ship is not straightforward. The outcomes of the HRI 2021

workshop on Interdisciplinary Research Methods for Child-

Robot Relationship Formation [40] showed that we need a

solid theoretical grounding for the measures and not limit

ourselves to self-report measures [41].

We aim to facilitate a companionship between the child and

the robot. A companionship is an interpersonal relationship

[42] that is operationally defined as “having fun while involved

in complementary and reciprocal social interaction” [43]. It’s

considered one of the most important functions of an early

friendship [44]. Closeness is a concept that characterizes a

companionship and is described as the sense of connectedness

to others [12], [45]. Van Straten et al. (2020) developed and

validated a self-report scale for child-robot closeness [45].

The next step is to extend the measurement toolkit with

behavioral measures. To get a closer relationship people self-

disclose increasingly intimate information to each other [46],

[47]. Counting children’s self-disclosures can be indicative

of how the relationship progresses [31], [48]. Another, more

basic, behavioral measure is to register the type and valence

of the social cues the children use during the interaction. The

more positive the social cues (e.g. smiling) are, the more

expeditious the relationship formation process likely goes [49].

The measures and their instruments are briefly discussed in

the remainder of this section2.

2A full overview of the measures: https://bit.ly/3sdiQsd

1) Willingness to continue: To measure participants will-

ingness to continue the interaction the robot acceptance 5-

point self-report scale developed and validated by de Jong et

al. (2020) was used. The four items (statements) all focused

on participant’s willingness to interact again with the robot.

The scale was developed for a Dutch child-robot interaction

with a Nao robot [50]. We added a fifth item asking about

participant’s willingness to recommend the conversation with

the robot to their friends. This measure was used after each

session.
2) Closeness: To measure the closeness of the child-robot

relationship a 5-point self-report scale developed and validated

by van Straten et al. (2020) was used. It contains five items that

directly ask about participants feelings of friendship towards

the robot [45]. It uses the same rating scale as de Jong et

al. (2020) [50]. This measure was used after the first, third

(middle) and fifth (last) session.
3) Self-disclosure: Following the work by Kory-Westlund

et al. (2018) on using self-disclosure to measure relationship

formation [48] we included three open questions as self-

disclosure opportunities each session. The prompts were the

same in both conditions. Google’s Dialogflow was used for

speech recognition. The resulting transcripts were used to

calculate a combined word count that was used as the self-

disclosure score for each session. The next fictional dialog

illustrates one of these opportunities.

R What is your favorite pizza topping?

C Chili pepper

R Why is chili pepper your favorite? (prompt)

C Because I like to spice up my pizza. (self-disclosure score

of 8)

4) Social cues: We used a focused and feasible approach

to measure the valence of social cues displayed by participants

similar to the approach used by Serholt and Barendregt (2016)

[49]. A probing strategy to collect the social cues, similar to

Corrigan et al. (2014) [51], was used. During each session

three personalization manipulations were selected as a probe

(secret handshake, personal reference, and motivation). With

a front-facing video camera short clips were made recording

the response of the participant to the manipulation. The

direction of the participants gaze (directed at, near, or away

from the robot), facial expression (e.g. smiling, concentrated,

neutral stare, or bored), and additional gestures (e.g. waving

or fidgeting) were annotated by one non-expert coder. Based

on these annotations a valence score (-2 to 2) was computed

for to each probe. For example, looking at the robot while

smiling gets a score of +2, looking concentrated at the robot

+1, starting neutrally or starting concentrated near the robot 0,

looking away -1, looking away bored or restless -2. An average

valence scored was calculated for each session. This measure

allows to directly assess the impact of the personalization

manipulations.
5) Continuity, familiarity, and similarity: Custom self-

report items were made to measure children’s feeling of con-

tinuity between interaction (4 items), their familiarity during

the conversation (3 items), and their similarity to the robot (4
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items). The continuity measure focuses on directly assessing

the influence of various memory-based personalization fea-

tures (e.g. “I had the feeling that the conversation with Hero

started anew each time”). The familiarly measure focused on

assessing the robot’s contribution to the familiarity of the

conversation (e.g. “While talking Hero mentioned things we

discussed in a previous conversation”). The similarity measure

focused on assessing how similar the child feels the robot is

to them (e.g. “Hero and I like the same things”). These items

were assessed with the same ‘rising bar’ rating scale as [45],

[50]. These measures were only used after the last session.

D. Set-up and Procedure

The study was conducted in an empty classroom at the

school. The robot was standing on the ground, the children

were asked to sit in front of it on a rug. The researcher

remained in the room, but was positioned behind the partici-

pant, at an appropriate distance, to avoid unnecessary contact

between the researcher and participant. The study was run

during normal school days and participants came in one-by-

one during their lessons.

There were five sessions with the robot. At the start of the

first session participants were briefed about what to expect

and their rights as participants. When ready, participants were

introduced to the robot. This included a five minute tutorial

on how to talk to the robot. For the other four interactions,

the interaction started right away with the conversation. The

conversation took approximately 15 minutes per session.

After the conversation the participants filled in the ques-

tionnaires and were interviewed (approx. 10 minutes). When

finished with a session, the participant went back to their

classroom and called the next participant.

VI. RESULTS

To answer the main research questions and to test the

hypothesis formulated in section IV a number of analyses were

performed. Only the participants that participated with all the

five sessions were included in these analyses (Nper = 24,

Ncon = 20). Data are mean ± standard error or median

[quartiles].

A. Willingness to continue

After each session the willingness to continue to interact

with Hero was measured. The scores were generally high

across the board (see top left in Figure 1), as is not uncommon

for these types of measurements in child-robot interaction

research. This negatively skewed the distribution of scores.

Therefore, the method of Brunner et al. (2002) [52], and

the nparLD R-package [53], for non-parametric analysis of

longitudinal data in factorial experiments (with the Wald-

Type Statistic [WTS]) is followed to investigate if there is an

interaction effect of condition and session on the willingness

to continue.

There was no statistically significant interaction between

the use of memory-based personalization and the sessions on

the willingness to continue, WTS = 8.59, p = .07. No

main effect of condition on the willingness to continue was

found, WTS(1) = 1.88, p = 0.17. However, the main effect

of session showed that there was a statistically significant

difference in the willingness to continue between different

sessions, WTS = 9.57, p = .04. Friedman’s tests were ran

post hoc to determine if the main effect of session was present

in both conditions. A Bonferroni correction was applied to

account for multipe testing.

The willingness to continue did not significantly change

between sessions in the personalization condition, χ2 = 5.24,

p = .26. The willingness to continue did significantly de-

creased between sessions in the control condition, χ2 = 22.24,

p < .0005. The differences were significant between the last

(4.3 [3.6, 4.7]) and the first and second (both 4.6 [4.4, 5.0])

sessions, p s < .04.

Looking at scores and 95% confidence intervals the scores

in both conditions appear to remain the same for the first three

sessions and seem to diverge in the last two sessions (due to

the decrease in the control condition). To explore this trend

Mann-Whitney U tests were ran on the last two sessions. In

session 4 the scores in the personalization condition (4.8 [4.4,

5.0]) and control condition (4.5 [3.8, 5.0]) were not statistically

significantly different, U = 300, z = 1.45, p = 0.15.

In session 5 participants were statistically significantly more

willing to continue in the personalization condition (4.8 [4.6,

5.0]) than in the control condition (4.3 [3.6, 4.7]), U = 350.5,

z = 2.68, p = .007, Cohen’s d = 0.85.
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Fig. 1. Scores with 95% CI of the willingness to continue (top left), closeness
(top right), and valence of social cues (bottom left) over time per condition
and the scores for continuity, familiarity, and similarity (bottom right) per
condition after the last session. All scores range from 1-5 except social cue
valence that ranges from -2 to +2.

B. Closeness

Closeness was measured after the first, third (middle),

and fifth (last) session (see top right in Figure 1). A two-

way mixed ANOVA was used to determine if there was an

interaction effect of condition and session on the scores. Post
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hoc ANOVA’s were ran to test simple main effects for con-

dition and session on the scores. Bonferroni corrections were

applied to account for multiple testing. There was a statistically

significant interaction between the use of personalization and

the sessions on closeness, F (2, 76) = 16.33, p < 0.0005,

partial η2 = .30.

Similarly to the willingness to continue, the closeness scores

remain fairly constant between the first and middle session.

Between the middle and last session closeness declines in

both conditions. However, the decline in the personalization

condition is less steep than in the control condition. This is

shown by the following results. For both the control condition

and the personalization condition there was no statistically

significant difference in closeness between the first and middle

session, δcon = .02± .09, pcon = 1.0 and δper = −.17± .09,

pper = .22. There was a statistically significant difference

between the first and last and the middle and last session for

both conditions (all δ s > .55 ± .11, all p s < .0005). There

was no statistical significant difference in closeness between

conditions after the first (δ = .222 ± .17, p = .20) and

middle (δ = .03 ± .12, p = .78) session. Closeness was,

however, statistically significantly higher after the last session

with personalization (M = 3.95±.07) compared to the control

(M = 3.41 ± .08), F (1.38) = 25.32, p < .0005, partial

η2 = .40.

C. Self-disclosure

A two-way mixed ANOVA was performed. No statistically

significant interaction between the use of personalization and

the sessions on the amount of self-disclosure was found,

F (4, 139.28) = .89, p = .46. No main effect of session on

self-disclosure was found, F (4, 139.28) = 2.19, p = .083.

No main effect of condition on self-disclosure was found,

F (1, 40) = .058, p = .81.

D. Social cues

To analyse the valence of social cues the method of Brunner

et al. (2002) [52] was used again. There was a statistical

significant condition and session interaction effect on social

cues, WTS(4) = 11.27, p = 0.02. Also a main effect

of condition, WTS(1) = 34.80, p < 0.0005, and session,

WTS(4) = 25.73, p < 0.0005 on social cues were found.

Post hoc testing were done with a Bonferroni correction. See

bottom left in Figure 1.

Mann-Whitney U tests revealed that only during the first

session there was no statistical significant difference between

the personalization (1.33) and the control (0.67) condition,

U = 294.00, p = .19. In all other sessions the social cues

were more positive in the personalization condition (≥ 1.0)

than in the control condition (≤ .67), all U  s > 391.50 and

p s < .0005. A Friedman test was run for both conditions to

determine if there were differences in social cues during the

five sessions. Pairwise comparisons were performed. In both

conditions no pair of sessions statistically significantly differed

from each other, all χ2 s ≤ 1.27, all p s ≥ .054.

The probes covered three types of personalization ma-

nipulations: personal memory references (δvalence = .75),

content motivation (δvalence = 1.0), and the secret handshake

(δvalence = 1.2). All three manipulations statistically signif-

icantly elicited more positive social cues, all U  s ≥ 413.5,

all p s ≤ .0005, Cohen’s d s ≥ 1.6. There was no statistical

significant difference in valence scores between the three ma-

nipulations, χ2 = 5.48, p = .07. Smiling responses are a big

factor that contributes to the valence scores. On average 44%

of the participants (compared to 14% in the control) smiled

during the secret handshake. A personal memory reference

resulted in 36% (vs. 6%) of the participants smiling and the

content motivation in 31% (vs. 9%).

E. Continuity, familiarity, and similarity

Mann-Whitney U tests were ran to determine if there

were differences in continuity, familiarity and similarity scores

between participants interacting with the robot in the person-

alization or control condition. A Bonferroni correction was

applied to account for the repeated testing. See bottom right

in Figure 1.

The continuity scores in the personalization condition (4.75

[4.3, 5.0]) were statistically significantly higher than in the

control condition (3.50 [3.0, 3.8]), U = 462, z = 5.27,

p < .0005, Cohen’s d = 2.57. The familiarity scores in

the personalization condition (4.67 [4.3, 4.7]) and control

condition (4.33 [3.3, 4.7]) were not statistically significantly

different, U = 302, z = 1.48, p = .14. The similarity

scores in the personalization condition (3.75 [3.3, 4.3]) and

control condition (3.38 [2.5, 3.9]) were also not statistically

significantly different, U = 314, z = 1.75, p = .08.

VII. DISCUSSION

A. Sustainable Long-Term Interaction

Overall the children were very willing to continue the

interaction. The mean scores were all between the 4 and 5 on

a 5-point scale. This is not uncommon for self-report measures

that focus on the subjective experience of the interaction.

The novelty in the beginning and the quality of the narrative

dialogs in general are two likely factors that contribute to

these high scores. However, after four sessions the value

of the memory-based personalization strategy starts to show.

Children’s interest in the interaction remains at the same

high level when the personalization strategy is used. In the

control condition children’s interest starts to decrease over

time. Children significantly are more interested to continue

the interaction after the last session with personalization than

without. These results confirm hypothesis H1. Memory-based

personalization is an investment that pays off after a few

sessions and contributes to facilitating a sustainable long-term

interaction.

B. Fostering the Child-Robot Relationship

Children experienced the same levels of closeness in their

friendship with the robot regardless of condition at the start

and half way. After the last sessions children significantly
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felt less close to the robot in both conditions. However,

children felt significantly closer to the robot that used the

memory-based personalization strategy. The overall decrease

in closeness does not necessarily mean that the relationship

with the robot deteriorated. It could also reflect a shift in

how children evaluated the robot. At first children might have

rated the idea of a relationship with the robot (‘as what could

be’) and later switched to rate it based on their experienced

closeness (‘as is’). This is one of the key reasons why it is

important to run a longitudinal study. The results did show

that after a while memory-based personalization fosters more

closeness between the child and the robot than without it,

confirming hypothesis H2a.

Children did not self-disclose more to a robot with a

personalization strategy. As a result we have to reject hy-

pothesis H2b. This might be a result of the fairly restrictive

way children could participate in the conversation. The self-

disclosure prompts were all in relation to explaining a choice

the child made (e.g. ‘Why is chili pepper your favorite?’).

Although children were free to elaborate as much as they

wanted, they resorted to giving basic factual explanations. It

is likely that their self-disclosures did not reflect how they

experienced their relationship with the robot. Whether self-

disclosure is a suitable measure is also up for discussion,

because it is likely affected by several social processes and

is subject to a lot of interpersonal variation, making it an

imprecise measure [54].

The results finally showed that the personalization manip-

ulations elicited more positive social cues compared to the

control condition. For example, children smiled more when

the robot displayed the secret handshake or made a personal

memory reference. This effect persisted over time. We can

accept hypothesis H2c. All manipulations that were probed

contributed equally to this effect. This shows the value of using

a multifaceted strategy.

C. Addressing Children’s Needs

The design of the memory-based personalization strategy

revolves around addressing certain needs children have for

their relationship with the robot. We measured for the need

for continuity, familiarity, and similarity. Only the need for

continuity is significantly supported by the personalization

strategy. No significant differences were found for familiarity

and similarity.

In hindsight, how me measured these needs might not reflect

their actual need satisfaction. Continuity was directly linked to

the memory manipulations and can be better interpreted as a

manipulation check. Familiarity and similarity are more tied to

the overall conversation. And although the manipulations ex-

plicitly highlight familiar content and similarities, the general

narrative design has probably a bigger impact on those aspects.

It likely equalizes any difference that might exist. Looking at

the scores children generally experienced that the conversation

contained familiar elements. Children felt neither similar or

dissimilar to the robot, although it is unclear what level of

similarity is fitting. More research is needed to get insight

into what kind of similarities are beneficial to highlight and

how to best highlight them.

D. Limitations and Future Work

In our longitudinal study we mostly observed differences in

the last session. To get a better picture of the development

of children’s interest and relationship with the robot more

sessions and participants are helpful. It can give insight in how

long the current personalization strategy remains effective and

to further ensure children evaluate the robot ‘as is’ and not ‘as

what could be’.

In our current study a more detailed examination of the ef-

fects and satisfaction of specific personalization manipulations

as well as the effect of the serial narrative dialog on the child-

robot relationship is lacking. We collected qualitative data to

facilitate that examination. That analysis is left for future work.

We furthermore used only one coder for annotating the social

cues. More coders would increase the reliability of the valence

scores.

The memory-based personalization strategy can be im-

proved by incorporating best-practices from the cognitive

architecture community.

VIII. CONCLUSION

Most social robot applications for children, especially those

that offer social support, are meant to operate long-term.

However, when the novelty of the robot wears off children

lose interest. To fully benefit from the support the robot has

to offer children need a new motivation to keep interacting.

Enabling children to form a relationship with the robot is key

for facilitating a sustainable long-term interaction.

To tackle that long standing challenge we share our designs

for a serial narrative dialog and memory-based personaliza-

tion strategy. The serial narrative dialog enables children to

robustly have a series of (speech) conversations with an au-

tonomous robot. The main challenge was to create enough high

quality content. We employed the help of three professional

writers. Evaluating that process and the created mini-dialogs

is left for future work.

The memory-based personalization strategy populates a

persistent interaction history by eliciting the children to self-

disclose about their interests and preferences. That information

is used to make the conversation more personal by making

memory references and to tailor the conversation to the child’s

interests via content selection and augmentation.

With a longitudinal (five sessions in two months) user study

(N = 46, 8-10 y.o) we successfully demonstrated that the

memory-based personalization strategy provides continuity be-

tween sessions. Children feel closer to the robot and they smile

more after a personalization manipulation. It keeps children

more interested to interact with the robot. With this paper

we contribute by proving a set of eight concrete, reusable,

and validated memory manipulations that long-term foster the

child-robot relationship and facilitate a sustainable long-term

interaction.
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