
 
 

Delft University of Technology

Assessing artificial trust in human-agent teams
A conceptual model
Centeio Jorge, C.; Tielman, M.L.; Jonker, C.M.

DOI
10.1145/3514197.3549696
Publication date
2022
Document Version
Final published version
Published in
IVA 2022 - Proceedings of the 22nd ACM International Conference on Intelligent Virtual Agents

Citation (APA)
Centeio Jorge, C., Tielman, M. L., & Jonker, C. M. (2022). Assessing artificial trust in human-agent teams: A
conceptual model. In IVA 2022 - Proceedings of the 22nd ACM International Conference on Intelligent
Virtual Agents (pp. 1-3). Article 24 (IVA 2022 - Proceedings of the 22nd ACM International Conference on
Intelligent Virtual Agents). https://doi.org/10.1145/3514197.3549696
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3514197.3549696
https://doi.org/10.1145/3514197.3549696


Assessing Artificial Trust in Human-Agent Teams
A Conceptual Model

Carolina Centeio Jorge
Delft University of Technology

Delft, Netherlands
c.jorge@tudelft.nl

Myrthe L. Tielman
Delft University of Technology

Delft, Netherlands
m.l.tielman@tudelft.nl

Catholijn M. Jonker
Delft Univ. of Tech. & Leiden Univ.

Delft & Leiden, Netherlands
c.m.jonker@tudelft.nl

ABSTRACT
As intelligent agents are becoming human’s teammates, not only
do humans need to trust intelligent agents, but an intelligent agent
should also be able to form artificial trust, i.e. a belief regarding
human’s trustworthiness. We see artificial trust as the beliefs of
competence and willingness, and we study which internal factors
(krypta) of the humanmay play a role when assessing artificial trust.
Furthermore, we investigate which observable measures (manifesta)
an agent may take into account as cues for the human teammate’s
krypta. This paper proposes a conceptual model of artificial trust
for a specific task during human-agent teamwork. Our model pro-
poses observable measures related to human trustworthiness (abil-
ity, benevolence, integrity) and strategy (perceived cost and benefit)
as predictors for willingness and competence, based on literature
and a preliminary user study.

CCS CONCEPTS
• Human-centered computing → Collaborative and social
computing.
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1 INTRODUCTION
Artificial agents are becoming more intelligent and able to execute
relevant tasks for our daily lives, including in work environments,
home assistance, battlefield and crisis response [15]. This holds
for chat-based agents, but also for intelligent virtual agents and
even robots. These tasks should complement human’s sensorial
and cognitive capabilities. For example, an intelligent agent can
quickly process large quantities of data, but it may require a human
to make ethical decisions. In these cases, humans and intelligent
agents should learn to cooperate, coordinate and collaborate with
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people, forming human-agent teams. A key driver for achieving
effective teamwork is mutual trust [24], i.e. teammates should trust
each other. While literature usually considers the human’s trust in
Artificial Intelligence, we also need to look at how an artificially
intelligent agent can trust a human teammate, i.e. when the agent
is the trustor and the human the trustee (we call this artificial trust,
as in [2]). This is important for agent decision-making [23, 28], e.g.
to know who to rely on for a particular task (we see reliance as
the resulting behaviour of trust evaluation), or who to help with
a certain task, mitigating the risks and ensuring the team’s goal.
However, for an agent to be able to trust, it needs to form beliefs
regarding a human’s trustworthiness [11]. Literature so far explores
how artificial agents can form beliefs regarding other artificial
agent’s trustworthiness, but not how they can form these beliefs
regarding a human teammate. Thus an open question is: how can
an artificial agent estimate trustworthiness of a human teammate
from observations, given a specific task? This paper explores how
these beliefs could be formed and proposes a conceptual model of
artificial trust in human-agent teamwork context, based on theory
and a preliminary user study.

2 CONCEPTUAL MODEL
Most research has focused on how humans trust agents, and not
vice versa. Although there is some work in this direction, see e.g.
[2, 27, 29], none of these works has tried to deconstruct trustworthi-
ness, but rather looked at it as a simple metric. Instead, we hypoth-
esise that we should take several dimensions into account when
determining trustworthiness. Our proposed conceptual model of
artificial trust in human-agent teams can be found in Figure 1. This
model is based on existing concepts within the literature and it was
explored in a preliminary user study where two artificial agents
requested human to help them with simple tasks.

We start by exploring how artificial agents can form trust, from
a computational perspective. We propose that artificial trust can be
deconstructed in two beliefs regarding trustee’s trustworthiness, i.e.
competence belief, and willingness belief [8]. The competence belief
reflects an evaluation of the trustee’s abilities, meaning that the
trustee can produce the expected results (i.e. can perform an action
as expected). On the other hand, the willingness belief translates
to whether the trustor believes the trustee will do the task (inde-
pendently of competence belief). These beliefs may be affected by
external factors like opportunities and interferences [8], which can
be part of activity context and process [10, 14]. In general, factors
such as propensity, preference, and perceived risk are often men-
tioned as elements that affect the trustor [10, 17]. We claim that
some of these factors form human strategy. Strategy is mainly re-
lated to the goal, the task, and the consequence of taking the task. It

https://doi.org/10.1145/3514197.3549696
https://doi.org/10.1145/3514197.3549696


IVA ’22, September 6–9, 2022, Faro, Portugal Centeio Jorge, et al.

Figure 1: Conceptual model of human artificial trust in
human-agent teams.

also plays a role in the decision-making of the trustee, determining
whether a task will be performed, thereby affecting the trustee’s
trustworthiness.

2.1 Human trustworthiness
2.1.1 Krypta. Krypta is the set of internal features of an agent
[3] that make them more or less trustworthy. We base our human
krypta on the ABI model of trust [17], which has been widely used
to study trustworthiness in organizational psychology. ABI says
that human trustworthiness depends on their internal features of
ability (group of skills and competencies of the trustee), benevolence
(whether the trustee wants to do good to the trustor) and integrity
(trustee’s set of principles and the extent to which the trustor finds
them acceptable). We associate ability with competence and benev-
olence and integrity with willingness by definition.

2.1.2 Manifesta. We looked into literature to find possible ways
of observing ability, benevolence and integrity, so that we can
have cues of the human krypta, and finally form beliefs regarding
human’s trustworthiness (i.e. willingness and competence). Ability
in the context of human teams can be observed through performance
(e.g. based on time or score of some kind), which reflects how much
effort was put to do a task well, and also in how appropriately the
tools (such as technology) were used [6]. Benevolence, however,
can take its time to meaningfully develop [17], since it is connected
to the relationship between the trustor and trustee. This makes the
process of observing it in first-time interactions hard. A benevolent
teammate accepts the requests of other agents, i.e. the one that
voluntarily helps another agent, without this serving or harming its
own goal [6, 16, 19]. In a team with several agents, we propose we
can estimate benevolence through observing favouritism towards
a certain agent, e.g. if a human is helping more one agent than
others. Integrity, finally, is by definition related to values and moral
principles. These principles can be such as honesty, truthfulness,
sincerity, fairness, and ability to keep commitments (i.e. reliability,
dependability) [18, 22]. As such, we can observe it through credible

communications, a strong sense of justice, consistency of word and
action, and availability [1, 6, 17]. Overall, in human-agent teamwork
we propose that an agent can observe integrity through measures
of commitment (e.g. how many times a human gave up their task),
honesty (e.g. how many times the actions of a human mismatched
their actions) and fairness (e.g. how many times a human broke
commitment or lied to a specific agent when compared to how they
treated the rest). It differs from benevolence, since it is related to
general principles and values of the trustee, rather than trustee’s
attitude towards one particular trustor.

2.2 Strategy
2.2.1 Krypta. During our user study we could observe that partic-
ipants might be following a strategy, i.e., to select their perceived
advantageous alternatives from the beginning and persist on these
lines of options [5]. Supported by literature [4, 5, 30] and the results
of our study, we propose we should consider human’s cost-benefit
evaluation, i.e. participants choose whether or not the perceived
benefit (e.g. score increment) is worth the perceived effort (e.g. time
it takes to complete a task), and this affects their decision of which
task to take or proceed with. In particular, the law of least effort
plays a central role in decision-making, i.e. when presented to two
tasks with equal rewards, one will choose the least effortful [26].
Perceived cost-benefit is affected by several factors, including goals,
motivation, engagement, perceived risk, perceived effort, difficulty,
time, utility, and overall cognitive characteristics [13, 21, 25]. Over-
all, what is effort and how a certain effort is rewarding to us depends
on our characteristics (krypta) [9] (e.g. a person with good photo-
graphic memory may find it effortless to collect a new product).

2.2.2 Manifesta. How an agent can observe the perceived cost and
perceived benefit is still an open question, as well as the relation-
ship with the three trustworthiness dimensions. We do speculate,
however, that the agent might be able to calculate perceived effort,
engagement and reward, through observation of repeated human
behaviour (see e.g. [7, 12, 20]).

3 CONCLUSION
In this paper, we presented a conceptual model of artificial trust, for
human-agent teams, which is based on literature and a preliminary
user study. We proposed a set of measures for observable human
behaviours (manifesta), representing their krypta in order to relate
them to artificial trust. This krypta is not only made of trustwor-
thiness dimensions, i.e. ability, benevolence and integrity, but also
strategy, i.e. perceived-cost and perceived-benefit which are used
for human’s cost-benefit analysis. We propose that with such mea-
sures it is possible for an artificial agent to build artificial trust,
forming beliefs of competence and willingness. This conceptual
model is a first step towards building an intelligent agent capable
of building trust in human teammates and therefore capable of
estimating human’s behaviour and making informed decisions to
achieve the team’s goal.
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