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Evaluation of a Decision-Based Invocation Strategy
for Adaptive Support for Air Traffic Control

Martijn IJtsma , Clark Borst , Marinus M. van Paassen , Senior Member, IEEE,
and Max Mulder , Senior Member, IEEE

Abstract—Air traffic controller workload is a limiting factor
in the current air traffic management system. Adaptive support
systems have the potential to balance controller workload and
gain acceptance as they provide support during times of need.
Challenges in the design of adaptive support systems are to decide
when and how to trigger support. The goal of this study is to gain
empirical insights into these challenges through a human-in-the-
loop experiment, featuring a simplified air traffic control environ-
ment in which a novel triggering mechanism uses the quality of
the controller’s decisions to determine when support is needed.
The designed system seeks to prevent high workload conditions
by providing resolution advisories when the controller exceeds a
threshold of “self-complicating” decisions. Results indicate that the
new system is indeed capable of increasing the efficiency and safety
compared to full manual control without intervention. More adap-
tive support, however, increased the frustration of participants,
decreased acceptance, and did not result in improved workload
ratings. These findings suggest that, unless we can better infer
human intent in complex work environments, adaptive support
at the level of decision-making is problematic. A potentially more
fruitful direction is to provide support at the level of information
integration, with full decision-making authority with the human.

Index Terms—Adaptive intervention system, air traffic control
(ATC), decision quality, triggering threshold.

I. INTRODUCTION

EXPECTED increases in air traffic volumes and operational
complexity require the air traffic control (ATC) commu-

nity to exploit more advanced automation support in order to
maintain safe and orderly traffic flows at acceptable workload
levels. Arguably one of the most difficult hurdles to overcome
is ensuring acceptance of automation that aims to take over
part(s) of the controller’s tasks [2], [3]. The concepts underlying
adaptive support systems, introduced by Rouse in 1976 [4],
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could provide a solution to both the workload and acceptance
problems. Adaptive systems are the “technological components
of a joint human–machine system that can change their behavior
to meet the changing needs of their users” [5, p. 1008]. One
class of adaptive systems is based on dynamic trading of control
authority between the user and the adaptive support system,
with the aim of off-loading the human user during periods
of high workload. Providing support only when needed most
could mitigate workload peaks. Designing an adaptive system
that provides the right support at the right time, however, is
challenging, with questions around what parameters would de-
termine a “time of need,” when the automation should intervene,
and when it should give back control [5], [6], [7]. Research on
adaptive systems has explored these questions in a variety of
domains, such as naval combat [8], smart manufacturing [9],
intelligence, surveillance & reconnaissance operations [7], and
intelligent tutoring systems (ITS) [10], [11]. Design of adaptive
systems requires decisions to be made about the following two
interrelated factors:

1) the type of adaptation, which can be based on changing
function allocation, task scheduling, interaction, and con-
tent;

2) the mechanism for triggering for adaptation, where
existing mechanisms can broadly be classified as
operator-based, system-based, environment-based, task-
and mission-based, or spatio-temporal [5].

While many studies investigated the effectiveness of various
of these triggering mechanisms, examples are studies examining
psychophysiological measures [12], there is little empirically
supported guidance for, once a triggering mechanism is decided,
determining a threshold for invoking adaptation. Only a few
studies of adaptive systems mention how a triggering threshold
is set, e.g., by comparing profiles of the triggering variable and
comparing them to known periods of high subjective work-
load [7] or through baseline experiments [13]. Addressing this
gap is important because the threshold determines to a large de-
gree the frequency of adaptation, with a lower triggering thresh-
old resulting in more frequent adaptations, which in turn affects
the operator’s workload, acceptance, and the performance of
the human–machine system. Without a good understanding of
the implications of various triggering thresholds, the design of
adaptive systems risks setting thresholds arbitrarily, reducing
their effectiveness.

This article aims to investigate the effect of various triggering
thresholds on operator workload, automation acceptance, and
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system performance, providing an empirical exploration of the
tradeoffs associated with setting a threshold. In addition, the
study examines the potential effectiveness of an operator-based
triggering mechanism, designed to prevent future workload
bottlenecks and supporting workload-mitigating strategies in
ATC. The majority of adaptive systems for mitigating tran-
sient workload peaks use triggers that are based on real-time
measurement or estimation of current workload status, with no
projection toward future states and task demands. Thus, the
system adapts after an increase in workload has occurred (and
has been detected). In work domains with a certain degree of
predictability, a solely reactive approach can be problematic
as it misses opportunities for anticipating future task demands
and supporting an operator proactively to prevent workload
bottlenecks. In ATC, evidence from naturalistic studies with
expert controllers [14], [15] suggests that more proactive support
can help reduce future task demands and workload.

By means of a human-in-the-loop (HITL) experiment, the
study aims to gain empirical insights into the issue of threshold
setting for adaptive systems, as well as to test a triggering
mechanism for preventative workload management. This article
first reviews related work on automation for ATC, triggering
thresholds for adaptive systems, and ATC strategies. The design
of the novel adaptive system is discussed in detail, including the
mechanism for monitoring operator performance and the type
of support that is invoked when the trigger variable exceeds a
critical threshold.

II. BACKGROUND

A. Automation Support for Conflict Detection and Resolution
(CD&R)

Maintaining separation between aircraft is a core respon-
sibility of ATC, with human controllers playing an essential
role because of their ability to integrate information and make
judgments in this complex work domain [16]. Tasks performed
by air traffic controllers include CD&R. Designing advanced
forms of automation to support air traffic controllers in CD&R
is common [16].

The body of literature on CD&R automation is too large to
discuss here but recent examples include the development of
controller assistance tools (CATO) [17] and conflict resolution
tools for flight-centric ATC [18], [19]. These tools provide
automation support at the level of information acquisition and
integration. Both studies have shown favorable results for reduc-
ing the controller workload and increasing airspace capacity.

Automation support at the level of action selection and im-
plementation is typically more challenging, because it requires
the controller to share control authority with the automation.
One of the challenges with providing automation support at this
level is its acceptance [2], [3]. A lack of acceptance might point
to underlying issues with human–automation interaction, for
example, the automation’s lack of support for individual strate-
gies or preferences [2]. Lack of acceptance can also be caused
by automation being clumsy, or interfering with a controller’s
workflow when support is not needed or appreciated.

Adaptive systems, which change their behavior to fit the
current context and user needs [5], could provide a solution
to these challenges. An effective adaptive system relies on an
unobtrusive assessment and interpretation of context—such as
controller state, task demands, or performance—and, much like
a human assistant, provides appropriate support in response to
this context. Design of such an intervention system is anything
but trivial [5], illustrated by the fact that research on adaptive
systems has been primarily experimental, with few practical
implementations.

B. Triggering Thresholds in Adaptive Systems

Design of adaptive systems requires formalized logic for
adaptation. Two interdependent design choices determine the
behavior of an adaptive system: the measures used to change be-
havior, and the thresholds at which these changes are triggered.
A brief overview of research related to these design decisions
is provided here. It focuses on systems for mitigating transient
workload peaks, an important application for adaptive systems in
ATC and similar domains. For a full review of other applications
of adaptive systems and related forms of triggering logic, see
Feigh et al. [5].

Measures for triggering adaptive support aimed at mitigating
workload are most commonly based on operator measurement
and/or assessment of environmental state [5], including instan-
taneous experienced workload (most commonly through elec-
troencephalograms (EEGs), electrocardiograms (ECGs), and/or
electromygrams (EMGs) [10], [12]), performance as an indi-
cator of workload [5], and external events that impact work-
load [20]. The majority of these triggering mechanisms invoke
support once they detect or infer an increase in workload. Thus,
they only provide support after workload has increased. Based
on research discussed in the next subsection, measures and
triggering mechanisms focused on preventing future workload
might be a more effective approach, especially when there are
significant risks of downstream or cascading effects of poor
decision-making under high workload conditions. A parallel
can be drawn between adaptive systems for mitigating work-
load peaks and intelligent tutoring systems (ITS), as another
application of adaptive systems, which often purposely provide
support early-on to prevent students from going too far along an
incorrect solution path [21].

Once a triggering variable is selected, the behavior of the
adaptive system is determined to a large degree by the thresholds
for invoking automation. Discussions of adaptive systems often
focus on the types of trigger, not the thresholds. There is little
empirically supported knowledge on the relation between trig-
gering threshold and an adaptive system’s effectiveness. Some
guidance can be inferred from existing research, with studies
on automation cycles [22], [23], in which control authority for
a tracking task is switched back and forth between manual and
automated control based on fixed time intervals, which show
that more frequent switching (corresponding to low thresholds)
increases performance but also results in higher workload rat-
ings. Likewise, the ITS community has looked at optimal tim-
ing of feedback, ranging from systems that provide immediate
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Fig. 1. Example of a separation monitor plot. (a) Traffic scenario. (b) Separation monitor plot.

feedback [21] to ones that withhold feedback until after the
student has gone several steps along an incorrect solution path or
after the student requests help [24]. Studies found that delayed
feedback results in reduced time efficiency (i.e., a lower learning
rate) compared to immediate feedback [21], [24], [25]. This
suggests that a tradeoff exists between immediate intervention
and a more “laissez-faire approach,” balancing performance
benefits of properly timed support with potential adverse effects
of invoking/revoking support too often.

C. Preventing Future Workload

To analyze and design the interactions between a controller
and an adaptive system requires understanding the cognitive
strategies applied by controllers to manage their workload.
Ethnographic studies of air traffic controllers [26], [27] show
that controllers are effective in managing their own workload:
Expert controllers switch their CD&R strategies in response to
changing work demands and can thereby maintain performance
under a wide range of complexity and workload conditions. For
example, a “wait-and-see” strategy, in which controllers identify
a conflict but then wait for the situation to evolve, requires
significant monitoring effort and is, therefore, used during low
workload conditions but not in high workload situations [26],
[27]. Likewise, several of the best practices for conflict resolu-
tion are more economical in terms of the amount of monitoring
that is required after implementation of the resolution [28], [29],
[30]. This matches general patterns found in research on expert
workers in complex work domains [31]: Experts switch to oppor-
tunistic but more cognitively economical strategies during times
of high task demands and, vice versa, employ more strategic yet
cognitively intensive strategies when task demands are low.

During high workload situations, however, controllers often
inadvertently exacerbate task demands when making oppor-
tunistic or tactical decisions. One study found that for one
out of two conflict resolutions following a short-term conflict
alert (STCA), the controller induced downstream conflicts with
additional STCAs [14]. Likewise, a similar experiment found
that high workload and complexity conditions resulted in several
participants creating additional conflicts, increasing workload
even further [15]. In these instances, decision-making can be

locally optimal, given the constraints on time and cognitive re-
sources, but fails to consider the global traffic situation resulting
in cascading effects that can further increase task demands.

A “self-complicating” decision is made when a controller
chooses an action, typically as a tactical measure, that may
temporarily solve a conflict, but creates a more complex traffic
situation, with conflicts introduced by the decision. Triggering
adaptive support based on increases in complexity can be seen
as a type of performance-based measure [5], but rather than
just indicating current high workload conditions, it also acts
as a predictor of future, downstream workload. Evaluating the
complexity of a future traffic situation is, however, not trivial, as
it would require comparison of chosen decisions against a norm.
As a practical measure, we count decisions as self-complicating
when they create one or more new conflicts.

III. ADAPTIVE SYSTEM DESIGN

Based on controllers’ strategies, an effective adaptive sys-
tem for CD&R should help prevent cascading effects and self-
induced workload by providing support during high workload
situations, and assist controllers in managing their own future
workload by promoting workload-mitigating strategies before
and during episodes of increased workload. One aim of this
study is to explore the design of such an operator-based adaptive
system, based on monitoring performance and providing support
when predicted cascading effects are likely to create downstream
workload.

The following three design aspects of such an adaptive system
are discussed:

1) a metric for monitoring control actions and their effect on
future task demands;

2) the type of support that is provided;
3) the automation’s logic for computing conflict resolutions,

as needed to provide automated CD&R support.

A. Monitoring Controller Performance

In tactical air traffic control operations, CD&R is charac-
terized by aircraft on straight trajectories. Conflict detection
algorithms predict each aircraft’s linear trajectory and estimate
the separation between two aircraft over time. When two aircraft
are closing in, the instance of minimum separation is referred to
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as the closest point of approach (CPA). For each aircraft pair in an
airspace, one can calculate the separation at CPA (dCPA) and the
time until the pair will reach this CPA (tCPA). The tCPA is positive
for converging aircraft pairs, and negative for diverging pairs.

The U.K.’s National Air Traffic Services (NATS) developed
a visual aid called the “separation monitor” [32], a 2-D plot of
the dCPA versus the tCPA, with each data point representing an
aircraft pair. Fig. 1 shows an example of a traffic scenario (left)
and the corresponding separation monitor plot (right). In the
latter, converging aircraft pairs are positioned to the right of the
y-axis, as they have yet to reach their CPA and have a positive
tCPA. With time, these aircraft pairs move to the left horizontally
as their tCPA reduces.

A critical area can be defined that indicates which aircraft
pairs should be closely monitored to prevent a loss of separation
(LOS), defined as an instance in which the separation between
aircraft is lower than a minimum required distance (5 NM for
en-route airspaces). Unless one of the aircraft alters their course,
an LOS event will occur when the aircraft pair has dCPA < 5 NM,
indicated with a horizontal dashed line in the separation monitor.
For aircraft pairs below this line, the time to LOS (tLOS) has been
plotted alongside the tCPA (LOS occurs prior to reaching CPA).
A second, vertical line indicates a time frame in which action
is desirable to prevent a future LOS, which can be thought of
as the minimum look-ahead time for resolving conflicts, with
5 min as a typical value [33].

When the controller commands a change in trajectory, e.g., by
changing the heading and/or speed of one or multiple aircraft, the
pairs are repositioned, indicated with the dotted blue arrows and
their new positions by red symbols (this change is not instant
because the dynamics of the aircraft will create a transient).
Successful conflict resolution actions move aircraft pairs out
of the critical area and do not move other aircraft pairs into
the critical area. If new pairs are moved into the critical area,
the action caused secondary conflicts, which decreases airspace
stability and creates future additional workload when these
conflicts need to be resolved.

Thus, the effectiveness of a controller’s action can be assessed
in real time by keeping track of the number of aircraft pairs
in the critical area before and after the controller’s action. An
effective action reduces this number. Vice versa, an ineffective
action causes an increase. This logic is the basis for the triggering
mechanism applied in this article. To account for special types of
conflicts for which it is inevitable to induce additional conflicts
(and should, therefore, still be counted as effective actions),
the system compares the controller’s resolution to four other
resolution options that are generated by an algorithm. Then,
if an action of the controller causes a bigger increase in the
number of pairs in the critical area compared to the best of the
four resolution options, the system records a self-complicating
control action.

B. Design of Support

Automation support for CD&R often involves automatic iden-
tification of conflict resolution advisories (RA), with various de-
grees of controller input and involvement. Our system provides

two levels of support to the controller. The low level supports
the controller with conflict detection through STCAs. A visual
alert is given 130 s before an LOS event, and an additional aural
and visual warning is given 1 min before LOS. The high level is
triggered after a critical number of self-complicating decisions
are recorded, and also supports with conflict resolution through
RAs. The controller has 15 s to accept or reject an RA, after
which it is implemented automatically.

Fig. 2 shows a schematic of the radar screen with five aircraft,
each with a circle indicating the minimum required separation
and a label ( 1©) showing its call-sign (ACID), flight level,
indicated airspeed, and target waypoint. Only aircraft within
the sector (enclosed by the lines connecting the way points) can
be controlled. In the upper left corner of the screen ( 2©), a box
with experiment information is shown.

When the high level of support is invoked, an aural alert
and a bar indicate that automated RAs are provided ( 3©). The
interface also shows why the controller’s action was considered
ineffective by highlighting all aircraft that are involved in any
downstream conflict created by the controller. RAs are provided
in a pop-up window ( 4©) that shows RAs with an ACID and
an expiration time, counting down from 15 to 0 s. Controllers
can select an RA, which highlights the aircraft involved and the
advised solution ( 5©), and click the buttons to accept or reject
the RA.

C. Workload-Mitigating Resolution Advisories

Based on best practices and strategies of air traffic con-
trollers [26], [27], [28], [29], [30], heuristics were used to auto-
matically construct RAs that conform to human reasoning. For
example, controllers prefer to vector just one aircraft to resolve
a conflict, and solutions are generally considered pairwise first,
followed by an assessment of how these solutions fit with the
broader traffic situation [33]. High conformance with human
reasoning is beneficial for the following two reasons:

1) acceptance of automation increases when the automation
uses similar strategies as the operator [2], [3], [34];

2) strategies of expert controllers have already been opti-
mized with respect to workload management, efficiency,
and safety, as discussed in the background.

The experiment focused on heading changes to resolve con-
flicts (i.e., no altitude or speed commands). When considering
conflicts pairwise and with vectoring just one aircraft (i.e.,
dual, complementary resolution actions are not considered), four
possible resolutions can be identified: vector aircraft A left or
right, or vector aircraft B left or right. Based on these four
options, the following best practices were identified based on
conflict geometry [33].

1) Overtaking conflicts, with a fast aircraft and a slow aircraft
traveling in the same general direction (heading difference
of 0 to 45°), and the slow aircraft is ahead of the fast
aircraft. A best practice is to vector the fast aircraft around
the slow aircraft.

2) Crossing conflicts, with two aircraft on crossing paths
(heading difference of 45 to 135°). A best practice is to
vector the slower aircraft behind the faster aircraft.
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Fig. 2. Schematic of the radar screen with the designed automation support that was used for the experiment. Dimensions are not to scale.

3) Head-on conflicts, with two aircraft traveling in opposite
directions (heading difference of 135 to 180°), and no clear
best practice. Any aircraft can be vectored left or right.

The algorithm computes the four possible resolutions based
on geometry and selects the option that fits these best practices.
Just like a human controller, however, the algorithm should
reflect that these best practices are only guidelines, i.e., the au-
tomation should use these practices as a template but then make
its own tradeoff based on contextual factors such as monitoring
load and efficiency. For example, for some asymmetrical conflict
in which vectoring an aircraft in front of the other requires a
notably smaller heading change, it could be more favorable to
not follow the best practice. Thus, the best practices have not
been hard coded, but have instead been used to develop and tune
a cost function. The following four factors were used for the cost
function.

1) Time-to-CPA of the resolution (tCPA). Because controllers
can only be sure that a conflict has been resolved when
aircraft start to diverge, the time-to-CPA can be regarded
as a measure for the required monitoring after a resolution
has been implemented. This has a direct effect on the
controller’s workload and is thus a factor that should
be minimized. For example, minimization favors sending
either of two aircraft behind another aircraft.

2) Heading deviation (ΔΨ). This should be minimized. This
factor is relevant for conflicts with a bias, in which vec-
toring one aircraft left or right requires a relatively small
heading deviation.

3) Separation-at-CPA (dCPA). This accounts for crossing con-
flicts in which one aircraft reaches the conflict point ahead
of the other, resulting in a bias for vectoring the aircraft
that arrives at the conflict point later.

4) Indicated airspeed (IAS). For crossing conflicts, there is a
preference for vectoring the slow aircraft. For overtaking
conflicts, the controller generally prefers to vector the fast
aircraft.

So far these factors consider pairwise resolutions. A fifth
factor was added to account for secondary traffic: the change
in number of aircraft pairs in the critical area of the separation
monitor (ΔN ), to make sure that the automation does not select

TABLE I
WEIGHTS FOR THE COST FUNCTION

solutions that create secondary conflicts. These five factors have
been combined into a cost function used to calculate relative
costs for the four resolution options

C = w1 · tCPA + w2 · |ΔΨ|+ w3 · dCPA + w4 · IAS

+ w5 ·ΔN. (1)

The weights (w1 − w5) were tuned such that the algorithm ap-
proximates the best practices. For the head-on conflict type, for
which there is no best practice, efficiency in minimum heading
deviation is the tuning goal. For each conflict type, a specific
combination of weights is found, see Table I. The automation
selected the resolution option with the lowest cost and presents
it as an advisory.

IV. EXPERIMENT DESIGN

A. Apparatus

The experiment was conducted in the Air Traffic Management
Laboratory (ATMLab), TU Delft. A simulated ATC radar screen
was shown on a computer screen; see Fig. 2. In the simulation,
participants controlled aircraft using a mouse and keyboard.
Instead of radio telephony (RT), aircraft heading commands
were given by clicking on an aircraft, setting the aircraft’s vector
toward the desired heading, and pressing the keyboard ENTER
key to send and implement the command. This represents a
near-future concept for ATC.

B. Independent Variable

The within-participant independent variable was the trigger-
ing threshold for invoking the high level of support. Three differ-
ent thresholds were tested: conditions AA1, AA2, AA3 represent
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a low/medium/high threshold condition in which automation
support triggers after one, two, or three self-complicating de-
cisions, respectively. Together with a baseline condition with
no automation support (MAN), this resulted in a total of four
conditions. Additionally, one run was performed with full au-
tomation, corresponding to a triggering threshold of zero, and
used as a baseline performance condition (AUTO). In AUTO, the
automation also vectored aircraft back to their target waypoints
as soon as a conflict-free path was available. Because this last
condition was fully automated, it was not observed by the
participants.

C. Control Variables

1) The revoking strategy (i.e., how and when support returns
to its low level), based on duration. A 30-s duration was
found effective during the preexperiment testing. After 30
s, any active RAs remained active until it either expired or
was accepted or rejected.

2) A 15-s expiration time for RAs.
3) Aircraft altitude was fixed to flight level 290 and could not

be changed.
4) Conflict resolutions were fixed to heading clearances.
The latter two control variables increase the likelihood of

conflicts and reduces the number of potential solutions compared
to current operations. This control was, however, implemented
to increase the difficulty of the task (reflecting increased de-
mands that future controllers might experience) and simplify
the design of the automation algorithm. In addition, the control
was expected to decrease variability in the controller’s resolu-
tions, which would ease comparison of the data from multiple
controllers and runs.

D. Participants and Instructions

Eighteen participants (2 female and 16 male, average age
27 years) were selected, all students and staff members of TU
Delft Aerospace Engineering. All participants had experience
with ATC through coursework and were aware of best prac-
tices through participating in earlier experiments featuring the
same simulation environment [35]. No professional controllers
participated because of their limited availability and the fact
that the experiment uses a future concept of operation (i.e.,
the novel interface, no RT but direct manipulation, the adaptive
support), which could make it challenging to obtain usable data
when experienced controllers are making comparisons to cur-
rent operations. The experiment consisted of the preexperiment
briefing, a training phase, and a measurement phase. During the
preexperiment briefing, participants were instructed to execute
the following two tasks:

1) maintain a separation of five nautical miles between air-
craft at all times;

2) guide all aircraft to their respective exit waypoints in
the sector, while minimizing the path deviation and the
number of control actions.

There were eight training runs for the participants to learn the
simulation environment, the best practices, and the interaction
with the adaptive support. The difficulty of the training scenarios

Fig. 3. Sketch of the traffic scenario used for the measurement runs.

increased with each run. Halfway the training, there was one
relatively difficult scenario to have participants experience a
high task demand. The last three training scenarios were of
medium difficulty. Training was followed by one experiment
run per condition, with a Latin square distribution to balance any
carryover effects across the conditions of interest. Participants
were told that the timing of the automation would differ per con-
dition, but they were not aware of the specifics of the triggering
threshold and order of the experiment conditions. Breaks were
held between the two phases and halfway the measurement runs.

E. Scenario

The traffic scenario was the same for each experiment condi-
tion to allow comparison without confound. The airspace was
rotated (90, 180, or 270°) between experiment runs such that par-
ticipants would not recognize the traffic scenario. The sector (see
Fig. 3) was about 90 by 90 nautical miles. On average about 11
aircrafts were in the sector at once, which is estimated to be fairly
typical for a busy, high-altitude sector such as those in Western
Europe [36]. The sector features three intersecting eastbound,
northbound, and southbound routes; again, similar to how traffic
in a high-altitude sector would be structured. The intersecting
traffic flows were perpendicular, resulting in primarily crossing
conflict geometry. Nine conflicts were built into the scenario,
with the two adjacent intersections requiring participants to
consider multiple traffic flows when resolving these conflicts,
increasing the likelihood of inducing downstream conflicts.

To test the overall effect of the intervention system and not just
the short-term responses, runs were 15-min long. The simulation
was run twice the normal speed because of the simplified task
(i.e., no RT, etc.). In the first half of the scenario, conflicts
emanated at a rate of one conflict per minute, for the second half
the rate reduced to one conflict per two minutes. The first two
minutes of the scenario were relatively easy to give participants
time to adjust.

F. Dependent Measures

Automation triggering is measured as automation operative
time, defined as the relative runtime that automation intervention
is provided, and the total number of RAs received.

Airspace stability is measured through the domino effect
parameter (DEP) [37], a measure for how many new conflicts
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are created as a result of conflict resolution. This measure is
widely used in studies of CD&R performance. New conflicts
are defined as the number of stable aircraft pairs with dCPA < 5
NM and tLOS < 5 min [see Fig. 1(b)].

Subjective workload is assessed through instantaneous self
assessment (ISA) ratings [38], performed once every minute,
and NASA-TLX ratings [39] at the end of each run.

Acceptance of automation support is assessed through con-
troller acceptance rating scale (CARS) ratings [40] after each
run, as well as the total number of RAs that were accepted,
rejected, or expired.

Efficiency is measured as the average additional track miles
flown (compared to a nominal trajectory without CD&R) and
the number of control actions. Safety is measured through the
number and duration of STCAs and LOS events.

G. Hypotheses

It was hypothesized that conditions with automation support
(AA1–AA3) have higher efficiency and safety compared to the
baseline condition with no automation support (MAN). Like-
wise, subjective workload ratings were expected to be lower
with automation support compared to MAN.

Additionally, conditions with a low to medium threshold
(AA1, AA2) were expected to trigger more interventions, re-
sulting in more pronounced effects on efficiency, safety, and
workload compared to higher thresholds (AA3). Automation
acceptance was expected to go down with lower thresholds, with
AA1 having the lowest acceptance, followed by AA2 and AA3.

V. RESULTS

When the data met conditions for fitting a normal distribution,
error bar charts are shown instead of box plots. Repeated-
measures ANOVA were performed for data that fit a normal
distribution. Although no significant carryover effects were ob-
served, the order in which the conditions were presented to the
participants was included as a between-subjects variable in the
ANOVAs. Nonparametric Friedman tests were performed when
normality assumptions were violated. Bonferroni correction was
applied for post hoc analysis. Unless statistics are noted, results
were not significant.

Data of two participants have been omitted, because their
performance was substantially lower than the performance of
other participants.

A. Automation Triggering

1) Automation Operative Time: Fig. 4 shows automation op-
erative time. Condition AA1, with the low triggering threshold,
has the automation support invoked on average 24% of the time.
Higher thresholds (conditions AA2–AA3) reduces the activa-
tion of automation support, as would be expected (F (2, 24) =
31.288, p < 0.001), significant differences between all condi-
tions.

2) Number of RAs: Table II shows the number of RAs that
were accepted, rejected, or expired. Most participants contribute
evenly to the total number of RAs, with a few exceptions. As

Fig. 4. Automation operative time.

TABLE II
NUMBER OF RAS

Fig. 5. Airspace stability (higher DEP means lower stability)

expected, in conditions with more support, more RAs were
given (F (2, 24) = 11.105, p < 0.001), with significant differ-
ences between AA1 and AA3.

B. Airspace Stability

Fig. 5 shows the airspace stability, measured as the DEP. A
higher DEP reflects a lower stability, with more conflicts created
by the controller. To calculate the DEP, the total number of
aircraft pairs in the critical area of the separation monitor was
divided by the total number of conflicts without CD&R, and
reduced by 1 (a bias to set DEP = 0 when no additional conflicts
are created). Transients of aircraft pairs moving in and out of the
critical area when one or more aircraft were making a turn have
been filtered out.

A DEP > 0 indicates that additional downstream conflicts
were created as a result of the control actions. The data show
that the automation (AUTO) solved the traffic scenario while
inducing three additional conflicts, with a DEP of 0.33. These
downstream conflicts were created beyond the look-ahead time
of the automation system. For AA1, on average eight conflicts
were self-induced, five more than the AUTO condition, with a
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Fig. 6. Mean of ISA ratings.

Fig. 7. Total NASA-TLX ratings

mean DEP of 0.86. Considering that AA1 did not allow any
self-complicating decisions, had the participants accepted every
RA, the condition AA1 would have shown the same number
of conflicts as AUTO. Thus, most self-induced conflicts in the
condition AA1 can be attributed to the participants rejecting the
automation advice. For conditions AA2, AA3, and MAN, more
conflicts were self-induced.

This figure confirms that the automation helped to reduce the
number of self-induced conflicts and increase airspace stability,
as there are notably fewer conflicts with lower threshold automa-
tion, and notably lower DEPs (F (3, 36) = 14.066, p < 0.001),
with significance between AA1 and AA3, AA1 and MAN, and
AA2 and MAN.

C. Subjective Workload

1) ISA Ratings: The recorded ISA ratings have been normal-
ized for each participant to obtain a Z-score. The means of the
Z-scores over each experiment run are shown in Fig. 6. With
low thresholds, ISA ratings are lower, suggesting a small yet
nonsignificant decrease in workload.

2) NASA-TLX: The total scores of NASA-TLX ratings are
shown in Fig. 7, with no clear or significant pattern. Fig. 8 shows
the various components of the NASA-TLX, averaged over all
participants. Participants made pairwise comparisons between
different components of the NASA-TLX, indicating which were
contributing most to their workload, and rated the magnitude of
each (on a scale from zero to ten). The pairwise comparisons
were used to calculate a weight factor for each component. The
product of the weight and the magnitude results in a total score

Fig. 8. NASA-TLX scores (rating multiplied with weight).

Fig. 9. Controller acceptance ratings (CARS).

for each component [39]. Because only one participant indicated
a contribution of physical demand, this source is not shown.

These data show that the largest contributor to workload is
mental demand. AA1 and AA2, with low to medium thresholds,
have slightly lower mental demand but more workload originat-
ing from effort and frustration. Given that the total NASA-TLX
ratings remained fairly constant, while lower thresholds reduces
mental demand, this effect is counteracted by increases in effort
and frustration.

D. Automation Acceptance

Fig. 9 shows CARS ratings, including the median and mean
rank (i.e., how conditions were ranked based on each partici-
pant’s CARS ratings) for each condition. Conditions with low
to medium thresholds show fewer participants rating the au-
tomation at an 8 or higher (which would indicate the participants
found “the system satisfactory without improvement”) and more
for 6 or below. The medians are between rating 7 (“a few
improvements are needed”) and 8 (“the system is acceptable
without improvements”). The mean ranks decrease with lower
thresholds, indicating a slight but nonsignificant decrease in
automation acceptance.

Approximately 85% of the RAs were accepted by the par-
ticipants. Ranking of the data showed that the percentage of
accepted RAs decreased slightly but nonsignificantly with lower
triggering thresholds.
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Fig. 10. Additional track miles.

Fig. 11. Implemented heading commands.

TABLE III
MEDIANS AND MEAN RANKS OF THE NUMBER OF STCAS

E. Efficiency and Safety

1) Additional Track Miles: Although inconsistent, a slight
reduction is found with lower thresholds; see Fig. 10.

2) Number of Control Actions: A distinction has been made
between the number of implemented control actions (i.e., actual
heading changes of aircraft) and the total number of control
actions, including interaction with the pop-up window (accept-
ing/rejecting an RA).

Fig. 11 shows the number of implemented control actions,
which decreases with lower triggering thresholds (F (3, 36) =
5.579, p < 0.01), with significant differences between AA1 and
AA3, and AA1 and MAN.

Fig. 12 shows the total number of control actions. Although
the number of implemented control actions decreased with lower
triggering thresholds, the total number of actions seems to be
constant or even slightly increasing (nonsignificant).

3) STCA and LOS: Table III lists the number of STCAs. The
mean ranks show fewer STCAs with lower triggering thresh-
olds (χ2(3) = 15.593, p = 0.001), with significant differences

Fig. 12. Total number of control actions.

between AA1 and the three other conditions. Finally, just one
LOS event was recorded during an AA1 run, after the participant
rejected an RA.

F. Questionnaire Results

Participants indicated that they felt the intervention system
helped to reduce workload. However, a frequently heard com-
plaint was that the interventions interfered with the participant’s
own plans, particularly with low and medium triggering thresh-
olds. For example, one participant stated: “Sometimes I had
another plan in my head (looking a step ahead in time).” Another
participant commented: “It [the automation] proposed a compli-
cated/undesirable situation which felt annoying... [There were]
a few stressful situations which were finally solved according to
my plan.”

During the experiment, it was observed that participants often
put aircraft on conflicting trajectories, commenting that they
were aware of downstream conflicts but intended to (re-)vector
one of the two aircraft in a different direction in the near future.
Thus, they would knowingly create additional conflicts (increas-
ing the DEP measure) to resolve near-term conflicts, with the
intent to resolve downstream conflicts later on. The adaptive
support did not take into account this intent information, and
thus, offered different solutions to the controller. This resulted in
participants disagreeing with the automation, which can explain
the higher frustration ratings for the lower threshold conditions.

VI. DISCUSSION

Results from this study support the notion of a forward-
projecting adaptive system to manage controller workload in
CD&R tasks. All conditions with automation support outper-
formed the manual baseline in the number of control actions that
were required to safely manage traffic. Moreover, the number
of self-induced conflicts was significantly reduced, meaning the
system was successful in preventing future workload spikes in
the form of controller-induced conflicts.

The results also confirm that the triggering threshold for an
adaptive support system has a significant effect on the human–
machine system behavior and performance. Lower thresholds
are associated with higher performance and safety. Differences
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in workload were not significant but showed some trends in ISA
ratings and mental demands for the NASA-TLX.

With the tasks and adaptive system tested in this study, the
results only marginally support the hypothesis that lower thresh-
olds lead to more pronounced decreases in workload. The results
show there is a cost associated with lowering the threshold too
far, with lower thresholds increasing the perceived effort and
frustration. Based on questionnaire results, higher frustration
primarily originates from the intrusiveness of more frequent
adaptation. Increases in frustration also correspond to decreases
in the automation acceptance ratings. Too frequent interventions
are being perceived as too disruptive during critical moments.
This echoes earlier findings in studies of adaptive systems. For
example, Munro et al. [41] found that an intelligent tutoring
system that provides immediate feedback reduces performance
compared to a less intrusive system in which students could
choose whether and when they wanted to view the feedback.

Vice versa, less-disruptive forms of support can reduce frus-
tration, but are likely to partially negate the positive effects
of early intervention (when there is still a chance to prevent
cascading conflicts). This suggests that an optimum triggering
threshold can be found through a tradeoff of mental demands
with effort, frustration, and acceptance. Where this optimum
lies depends on the specific weighing of workload, efficiency,
and safety, but also other factors, such as sector design, traffic
density, and controller proficiency, could play a role.

Frustration with the automation’s advice contributed to re-
duced effectiveness of the support. The support often interfered
with the controller’s own plans, resulting in disagreements. In
these situations—even though the automation’s advice was the
more-globally optimal solution—the controller preferred his/her
own solutions with the intention of later fixing any self-induced
conflicts. The RAs were designed to conform to controller’s
strategies while fostering more strategic resolutions, yet they
considered each control action as the final resolution without
regard of potential follow-up actions. The controller, however,
might think several steps ahead, and can sometimes tolerate
self-induced conflicts that can be resolved later. It is also possible
that the mental cost associated with switching to a new solution,
when the controller already assessed the situation and came up
with their own solution, decreases acceptance of the RAs; any
follow-up steps or predictions that the controller has made based
on their own solution now need to be reevaluated against the new
solution. Thus, the “distance” between operator and automation
solution can be another factor in the acceptance.

Thus, to improve the adaptive system, it would need to infer
and account for the intent of the operator, which illustrates a
broader challenge with automation that is involved in decision
making in complex environments [2]. With professional con-
trollers likely having more elaborate plans and intent compared
to the participants in this study, which would make it even more
challenging to infer intent, it is likely that the frustration issue
will be aggravated in a more realistic and complex environ-
ment. Thus, unless we can better infer the intent in complex
work environments, adaptive support at the level of decision-
making could be problematic and a more realistic approach is an

adaptable system in which the controller decides the level of
support. A potentially more fruitful direction for adaptive sys-
tems is to support controllers with information integration, with
full decision-making authority with the human. For example, vi-
sualizing functional constraints through an ecological interface
design [42] or showing the separation monitor as an overview
of conflicting aircraft pairs could be types of support that are
less intrusive to decision-making and their success relies less on
inferring intent.

Although findings from this study are specific to the adaptive
system designed for this experiment, these issues and the trade-
offs associated with triggering thresholds are likely to generalize
to other forms of adaptive systems and application domains.
The hope is that similar experiments can be conducted with
other adaptive systems, for example, by varying the thresholds
for psychophysiological measures such as ECGs. Interestingly,
the counterbalancing workload trends of mental demand versus
effort and frustration can be a challenge for psychophysiolog-
ical measures, as the different contributors to workload cannot
be distinguished. In addition, analysis of triggering thresholds
should also be conducted for revoking automation support [7].

This study has several limitations that should be addressed
in future experiments. Several dependent measures (e.g., the
ISA ratings) had relatively high variance, which is likely due to
divergence in the traffic situations during the experiment: Differ-
ent decisions made by participants early-on created variation in
traffic outcomes, such as complexity of the airspace. Although
the long runs provide a higher ecological validity to this study,
the high variances prevent making stronger claims backed by
statistical evidence.

In addition, although participants had experience with CD&R
from participation in earlier experiments, they otherwise had
relatively little experience compared to professional controllers.
Even though the experiments tasks involved a simplified ver-
sion of CD&R and significant attention was paid to training
the participants with controller best practices, the use of in-
experienced participants may have resulted in increased per-
ceived workload ratings and higher frequency of intervention
by the adaptive system. Future studies should, therefore, exam-
ine the effects of triggering thresholds with more experienced
controllers.

Another future research direction includes considering train-
ing as an alternate use case for the triggering mechanism. In the
training phase of the experiment, the adaptive system was used
to verify that participants met a baseline performance threshold.
Similarly, it can be used to help novices learn best practices by
providing personalized feedback based on their control actions.
Further analysis could explore a training tool and investigate
whether it can improve learning rate and problem-solving skills
compared to existing methods.

Likewise, considering the “distance” between the controller’s
decision and the automation’s suggested conflict resolution as
a factor in high frustration, the triggering mechanism could be
used to reduce this distance and create a more joint human-
automation system. The adaptive automation as a training tool
could nudge controllers toward the automation’s more global
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considerations. Likewise, through repeated measures and rein-
forcement learning, the controller could nudge the automation
toward solutions that better account for the intent of the con-
troller.

VII. CONCLUSION

Experimental results show that the adaptive system prevented
self-induced conflicts and increased airspace stability. Lower
triggering thresholds resulted in fewer self-induced conflicts,
and the operations were more efficient and safe. However, frus-
tration and effort of the controllers increased, and automation ac-
ceptance decreased. Fundamental tradeoffs are associated with
setting a triggering threshold, and these are important parameters
to account for in the design and tuning of adaptive systems.
Findings from this study provide, to the authors’ knowledge,
the first empirical exploration of the trade space associated with
this design variable. More research is needed to guide practical
implementation of adaptive systems in ATC and other domains
facing similar challenges.
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