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S U M M A R Y
The induced seismicity in the Groningen gas field, The Netherlands, presents contrasted spatio-
temporal patterns between the central area and the south west area. Understanding the origin
of this contrast requires a thorough assessment of two factors: (1) the stress development on
the Groningen faults and (2) the frictional response of the faults to induced stresses. Both
factors have large uncertainties that must be honoured and then reduced with the observational
constraints. Ensembles of induced stress realizations are built by varying the Poisson’s ratio in a
poro-elastic model incorporating the 3-D complexities of the geometries of the Groningen gas
reservoir and its faults, and the historical pore pressure distribution. The a priori uncertainties
in the frictional response are mapped by varying the parameters of a seismicity model based
on rate-and-state friction. The uncertainties of each component of this complex physics-based
model are honoured through an efficient data assimilation algorithm. By assimilating the
seismicity data with an Ensemble-Smoother, the prior uncertainties of each model parameter
are effectively reduced, and the posterior seismicity rate predictions are consistent with the
observations. Our integrated workflow allows us to disentangle the contributions of the main
two factors controlling the induced seismicity at Groningen, induced stress development and
fault frictional response. Posterior distributions of the model parameters of each modelling
component are contrasted between the central and south west area at Groningen. We find that,
even after honouring the spatial heterogeneity in stress development across the Groningen
gas field, the spatial variability of the observed induced seismicity rate still requires spatial
heterogeneity in the fault frictional response. This work is enabled by the unprecedented
deployment of an Ensemble-Smoother combined with physics-based modelling over a complex
case of reservoir induced seismicity.

Key words: Friction; Geomechanics; Inverse theory; Induced seismicity.

1 I N T RO D U C T I O N

Since the first earthquake recorded in the early 1990s at the Gronin-
gen gas field, the situation has evolved dramatically with damage
to over a thousand houses, culminating in an early phase-out of
gas production. In parallel, various state-of-the-art workflows for
probabilistic seismic risk assessment in the Groningen field have
been developed (e.g. Bourne et al. 2014, 2017, 2018; Dempsey &

Suckale 2017), which were primarily designed to explain the ob-
served nucleation rate of seismicity and the expected magnitude
of events instead of in-depth understanding and unravelling of the
relative contribution of each physical process at work. In the present
contribution, the focus is on understanding the observed nucleation
rate (hereafter called ‘seismicity rate’). Therefore, additional phys-
ical processes potentially controlling the event size but having no
control on the seismicity rate, such as fracture mechanics effects
(e.g. Dempsey & Suckale 2017), are disregarded.
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Induced seismicity in the Groningen gas field 1283

The induced seismicity rate in Groningen is potentially controlled
by the combination of two processes: (1) the development of the
induced stress changes on faults during gas production and (2)
the frictional response of each fault when subjected to these in-
duced stresses. In particular, depending on the fault frictional re-
sponse, strong and fast stress changes might potentially lead to
only low seismicity rates. Recently, Candela et al. (2019) proposed
that spatio-temporal variabilities of the observed Groningen seis-
micity rate could be entirely explained by heterogeneities in the
fault frictional response. However, spatial heterogeneities in elas-
tic properties [as a consequence of the variations in the reservoir
porosity (NAM 2016) and indirectly revealed by subsidence inver-
sion (Fokker & Van Thienen-Visser 2016; Smith et al. 2019)], which
can directly control the development of induced stress changes, were
disregarded in their modelling approach. The present contribution
deploys a modelling strategy specifically designed to disentangle
the relative importance between induced stress development and
frictional response in controlling the induced seismicity at Gronin-
gen. To do so, a transparent modelling strategy is developed which
allows to dissociate the contribution of each physical process.

When the objective is to disentangle the relative contribution of
each physical process at work, intrinsically the modelling complex-
ity increases as well as its computational demand and thus its run
time on a standard PC. This calls for an efficient data assimilation
procedure to reduce the number of models needed to appropriately
constrain the posterior distribution of each model parameter for
each physical process at work. Indeed, such complex and computa-
tionally heavier modelling strategy precludes the use of traditional
brute-force or Markov Chain Monte Carlo (Foreman-Mackey et al.
2013) methods to screen the prior space of each model parameter.
The present contribution develops an Ensemble-Smoother formu-
lation with a single-step of data assimilation (Emerick & Reynolds
2013a,b) which allows to constrain the posterior distributions of
each model parameter with a relatively small ensemble of models.
Combining both (i) a transparent physics-based modelling strategy
honouring all the available a priori knowledge and (ii) an efficient
and robust data assimilation procedure, the causes of the spatio-
temporal evolution of the seismicity at Groningen are effectively
isolated and identified.

2 A T R A N S PA R E N T P H Y S I C S - B A S E D
M O D E L L I N G S T R AT E G Y

The deployed modelling strategy is tailored to honour both: (i) the
physics of the processes at work and (ii) all the pre-existing a priori
knowledge. The starting modelling ingredient is the flow simula-
tion of the entire Groningen gas field, computed by the field opera-
tor, incorporating all the prior knowledge in terms of geology and
subsurface hydrogeology, and history-matched with the subsidence
observations (Bierman et al. 2015; Fokker & Van Thienen-Visser
2016; Smith et al. 2019). The 3-D numerical flow model for the
full field contains approximately 650 000 cells, with an average cell
size of 725 × 725 m and cell thickness of 5–10 m.

From this discretized pore pressure evolution, the second mod-
elling step consists in computing the induced stresses at the Gronin-
gen faults. We make use of the same semi-numerical approach as
Candela et al. (2019), the so-called MACRIS method (Mechani-
cal Analysis of Complex Reservoirs for Induced Seismicity, see
van Wees et al. 2018, 2019). MACRIS is a mesh-free approach in
which there is no need to build a dedicated grid for the geome-
chanical analysis. The 3-D yearly pressure fields of the Groningen

field are thus directly used as input, and each cell is considered as a
compacting nucleus of strain (centre of compression; Mindlin 1936;
Geertsma 1973; Okada 1992). One key aspect of MACRIS is the use
of the Barnes–Hut algorithm (Barnes & Hut 1986; van Wees et al.
2019) to rediscretize the initial reservoir grid for two purposes: (i)
clustering the nuclei of strain close to the faults in order to increase
the spatial resolution of stress and (ii) shortening the computation
time. The induced displacement vector at a receiver point (hereafter
also called observation point) caused by a compacting nucleus of
strain (i.e. a point source) is defined as:

ui (x1, x2, x3) = M0

2πG

[−ui,A (x1, x2, −x3) + ui,A (x1, x2, x3)

+ ui,B (x1, x2, x3) + x3ui,C (x1, x2, x3)
]
, (1)

where ui are displacement vector components (u1, u2, u3), x1 and
x2 are the x,y-coordinates of the receiver point relative to the point
source located at (0,0,-c). x3 and -c are z-coordinates of the receiver
point and point source, respectively, relative to the surface. The
term M0

2πG represents the strength of the source, with the moment M0

defined as:

M0 = αBiot · �P dV, (2)

where �P is the reservoir pressure change (with a negative value de-
noting depletion) in volume dV, represented by the point source, and
the Biot coefficient αBiot is considered equal to unity. The strength
of the point source M0

2πG is thus dependent on the elastic properties
(G stands for shear modulus) of the medium, here corresponding to
an elastic homogeneous reservoir and burden. The shear modulus
is related to the Young’s modulus and Poisson’s ratio by:

G = E

2 (1 + ν)
, (3)

where E and ν are the Young’s modulus and Poisson’s ratio, respec-
tively. The first term on the right-hand side of eq. (1) represents the
displacement field due to an inflation force in an infinite medium.
For receiver positions far from the surface and close to the source,
this term dominates. The second term of eq. (1) originates from a
similar image source above the surface; the third and fourth terms
also originate from the image position but have a different form.
The contribution of each of these nuclei is integrated to compute the
induced poro-elastic strain changes along each Groningen fault with
a metre-scale spatial resolution. More precisely, the receiver points
are chosen along the pillars of the reservoir mesh corresponding
to the faults (Fig. 1). Along these fault pillars, the receiver points
are regularly spaced every 5 m and extended along the fault dip
at a distance of up to a few hundred metres above and below the
reservoir. To convert induced poro-elastic strain changes �ε into
induced stress changes �σ at the receiver points, the generalized
Hooke’s law is applied as:

�σxx = λ�e + 2G�εxx , �σxy = G�εxy

�σyy = λ�e + 2G�εyy, �σyz = G�εyz

�σzz = λ�e + 2G�εzz, �σxz = G�εxz (4)

with

�e = �εxx + �εyy + �εzz (5)

and with

λ = νE

(1 + ν) (1 − 2ν)
. (6)

In order to account for the direct effect of the pore pressure on
the effective normal stress at faults, the pore pressure at the faults is
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1284 T. Candela et al.

Figure 1. Coulomb stress changes obtained with MACRIS for the Groningen faults at the end of 2017 (the ‘base-case’ Poisson’s ratio of 0.2 and a friction
coefficient of 0.6 have been used for this figure). Figures realized with PARAVIEW (Ahrens et al. 2005). Top: includes all the faults of the Groningen reservoir
flow model. Bottom-left-hand panel: zoom of the top figure for detailed visualizing of the metric stress resolution of MACRIS. Bottom-right-hand panel (up
and down): zoom of the bottom-left figure, where now the along-pillars observation points are displayed.

sampled from the fault compartments which have experienced the
largest pressure changes. In a nutshell, MACRIS offers the unique
opportunity to honour: (1) the heterogeneous spatio-temporal dis-
tribution of the pressure fields, (2) the fault geometry including its
large-scale roughness and offset juxtaposing non-depleting rocks
against the depleting reservoir, (3) the poro-elastic stress changes
and (4) the direct pore pressure effect at faults. The restriction still

present in MACRIS is that only one-way coupling is considered.
We deem this acceptable for gas reservoirs, where the effect of
compaction on the gas pressures in the pores is small.

Combining both the poro-elastic and direct pore pressure effects,
the modified Coulomb stress function can be calculated as:

S = τ − [μ − α] σ ′
n, (7)
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Induced seismicity in the Groningen gas field 1285

Table 1. Model parameters used for MACRIS.

Parameter Symbol Value Unit

Young’s modulus E 18 GPa
Poisson’s ratioa v 0.2 -
Fluid density ρf 1150 kg m−3

Rock density ρr 2260 kg m−3

Horizontal to vertical effective stress ratio K0eff 0.45 -
Initial minimum to maximum horizontal stress ratio Sh/SH 0.9 -
Direction of the maximum horizontal stress (with respect to north) - N135E degrees
aOnly the ‘base-case’ Poisson’s ratio is displayed in this table. The Poisson’s ratio will be also varied to build prior ensembles of
MACRIS simulations.

where τ is the shear stress acting along the fault plane, σ ′
n is the

effective normal stress, μ the friction coefficient and α is a consti-
tutive parameter (zero in this study). All the model parameters used
in MACRIS up to the Coulomb stress calculation are displayed in
Table 1. These model parameters are representative of the Gronin-
gen field (e.g. van Eijs 2015). The reader is referred to appendix A1
(and results of van Wees et al. 2019) to evaluate the excellent match
between the MACRIS stresses and the solution obtained with a com-
mercial finite element code (DIANA FEA, http://dianafea.com).

MACRIS gives access to the stress changes along the 3-D fault
surfaces of the Groningen field. Fig. 1 displays the Coulomb stress
changes along the 800 Groningen faults, corresponding to more
than two million observation points, distributed over about 21 000
fault pillars. Because of the lack of constraint on the depth of the
observed events, the seismicity catalogue can be seen as a 2-D field
evolving over time. Consequently, for model-data comparison, the
MACRIS output needs to be represented in 2-D through time as
well. There are a number of ways in which the upscaling from 3
spatial dimensions to 2 spatial dimensions can be achieved. The
‘strictly correct approach’ consists in calculating first the seismic-
ity rate at each receiver point along the length and width of the
Groningen faults and then calculating the integral over each pillar
to get the seismicity rate per pillar in 2-D. To gain in computational
speed, we followed the approach of Candela et al. (2019) to rep-
resent each 3-D fault pillar by its observation point recording the
maximum Coulomb stressing rate. Appendix A1 of Candela et al.
(2019) demonstrates that this approximation captures the temporal
evolution of the seismicity rate at each pillar location. This can be
explained by the fact that for each pillar the integrated seismicity
rate for all the observation points is expected to be dominated by the
location where the seismicity rate is the highest (Kroll et al. 2017).
The downside of this approach is that stress peaks at the reservoir
edges can control the maximum Coulomb stressing rate. However,
it is not possible to relax these stress peaks which are intrinsic to
our elasticity assumption. Even for the ‘strictly correct approach’,
these stress peaks are part of the integral.

From the 2-D upscaled induced stress changes on the fault,
the seismicity rate can be computed incorporating the fault fric-
tional response. Ignoring the fault frictional response, the tradi-
tional Coulomb failure model predicts that whenever the Coulomb
stress reaches a threshold value, an earthquake is generated. This
prediction is not in agreement with the observed seismicity, which
generally shows a gradual decay following the onset of Coulomb
stress decrease. Instead, the rate-and-state formalism reproduces
the fact that the onset of frictional sliding is a non-instantaneous
time-dependent process (as opposed to the instantaneity assumption
of the Coulomb model), which introduces a time-dependent failure
mechanism for the generation of earthquakes. Assuming a popu-
lation of faults following a rate-and-state frictional behaviour, and

where the time-to-failure of the nucleation spots along the faults is
uniformly distributed, Dieterich (1994) derived the following seis-
micity rate model:

RD = r0

θ Ṡ0

, where
dθ

dt
=

[
1 − θ

dS

dt

]
(8)

and where RD is the seismicity rate, θ is a state variable, S is the
modified Coulomb stress function defined in eq. (7). The constant
r0 is the steady-state background seismicity rate at the reference
stressing rate Ṡ0. A is a dimensionless fault constitutive parameter.

Segall & Lu (2015) reformulated this seismicity rate equation to
eliminate the state variable θ . They defined a normalized seismicity
rate, relative to the background rate, as:

R = RD

r0
. (9)

The differential equation for R, derived from eqs (8) and (9) (see
Appendix A2 for the detailed derivation), is:

dR

dt
= R

ta

[
Ṡ

Ṡ0

− R

]
, (10)

where the Coulomb stressing rate Ṡ is defined as:

Ṡ = τ̇ − [μ − α] σ̇ ′
n . (11)

In eq. (10), ta = Aσ ′
n/Ṡ0 is the characteristic time delay for the

earthquake nucleation process. Note here that when solving the
ordinary differential equation (eq. 10), and as implemented by Rubin
& Ampuero (2007), the changes in effective normal stress during
the induced stressing history are honoured. Indeed, the changes in
effective normal stress are accounted for at three levels: (1) the
Coulomb stress rate Ṡ, (2) the friction (defined as μ = τ/σ ′

n) and
(3) ta .

In summary, the physics-based modelling strategy involved two
key steps: (1) computing the development of induced stress changes
along the Groningen faults during reservoir production and (2) com-
puting the seismicity rate taking as input the induced stress changes
and honouring the fault frictional response. Both the induced stress
development and the fault frictional response can control the spatio-
temporal evolution of the seismicity rate at Groningen. In the se-
quel of the manuscript, the induced stress development refers to the
MACRIS calculation, and the fault frictional response is embedded
in Dieterich’s seismicity rate theory.

Candela et al. (2019), instead of modelling the entire Groningen
field, focused on two subareas: (i) the central area (C-area) where the
seismicity rates are the highest and (ii) the south west area (SW-area)
which has a much lower seismic activity (see Fig. 2). They concluded
that the difference in seismicity rate between these two subareas
can be explained by a difference in the frictional response of the
faults. This conclusion was based on the assumption of spatially
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1286 T. Candela et al.

Figure 2. Contrast in the seismicity dynamics and porosity at the Groningen gas field (modified from Candela et al. 2019). Left-hand panel: location of the
two selected subareas (cyan: C-area, blue: SW-area) inside the Groningen gas field (black contour); the grey dots indicate the locations/hypocentres of the
observed induced events with a minimum magnitude of 1.0. Middle panel: weighted average porosity of the Groningen reservoir layer. Right-hand top panel:
map of the Netherlands and Groningen gas field (green). Right-hand down panel: observed yearly event rates with a minimum magnitude of 1.0.

homogeneous elastic properties when computing the poro-elastic
stress changes. However, it is well-known that the porosity of the
Groningen reservoir is spatially heterogeneous. More specifically,
Fig. 2 displayed the weighted averaged porosity of the Groningen
reservoir flow model used as input for MACRIS; at the C-area lo-
cation the Groningen reservoir is relatively more porous compared
to the SW-area. This porosity contrast attests for the reservoir-scale
heterogeneities in the uniaxial compaction coefficient Cm (NAM
2016), which is linked to the reservoir Young’s modulus and Pois-
son’s ratio by:

Cm = (1 + ν) (1 − 2ν)

E (1 − ν)
. (12)

Inversions of subsidence measurements have also highlighted the
spatial heterogeneities in the compaction coefficient of the Gronin-
gen field (Bierman et al. 2015; Fokker & Van Thienen-Visser 2016;
Smith et al. 2019). In the present contribution, we test the hypothe-
sis that the spatial heterogeneities in the Poisson’s ratio can explain
the difference in the seismicity history between the C-area and SW-
area. Candela et al. (2019) assumed an identical Poisson’s ratio of
0.2 for both areas of interest. However, using a lower Poisson’s ratio
for the C-area should lead to a much steeper stress path (Segall
& Fitzgerald 1998; Hettema et al. 2000; Buijze 2020), and thus to
relatively higher Coulomb stress rates. For uniaxial strain condi-
tions (that is considering a laterally extensive depleting reservoir
undergoing uniaxial compaction), the stress path is defined as:

γ = �σh

�P
= αBiot

1 − 2ν

1 − ν
, (13)

where �σh is the change in horizontal stress and αBiot = 1 as stated
previously for the MACRIS calculation. The increase in horizontal
stress and thus the increase in Coulomb stress scale linearly with
the increase in the stress path caused by a lowering of the Poisson’s
ratio.

Assuming now that the frictional response of the Groningen faults
is spatially uniform (that is, identical for both the C-area and the SW-
area), these higher Coulomb stress rates might explain the earlier

kick-off of the induced seismicity in the C-area relatively to the SW-
area (see Fig. 2). Note here that since MACRIS assumes an elastic
homogeneous reservoir and burden, varying the Young’s modulus
would lead to an identical stress path and thus identical Coulomb
stress rate history.

With MACRIS the Poisson’s ratio is involved at two levels in
the calculation of the stress changes induced by the poro-elastic de-
formation of the reservoir (Fig. 3). First, the Poisson’s ratio scales
the strength of the compacting sources (see eqs 1–3), that is the
compacting grid cells around the Groningen faults. Secondly, the
same Poisson’s ratio is used when the induced elastic strains along
the Groningen faults are converted into induced elastic stresses by
applying the generalized Hooke’s law (see eqs 4–6). Varying the
Poisson’s ratio in MACRIS, one can generate multiple stress solu-
tions and thus test our hypothesis. To test the spatial heterogeneity
in the Poisson’s ratio, the two areas of interest, C-area and SW-area,
are treated separately. The Poisson’s ratio is kept spatially uniform
at the scale of each area, but an ensemble of stress solutions is
computed by varying the Poisson’s ratio.

Figs 4 and 5 display the spatio-temporal evolution of the Coulomb
stress changes along the Groningen faults of respectively the SW-
area and C-area, assuming an identical Poisson’s ratio of 0.2. The
C-area presents a large number of faults with high Coulomb stress
changes kicking off early in the history. Instead, in the SW-area, a
single fault strand (oriented NW–SE) concentrates almost all the
high Coulomb stress changes, and it is only late in the history that
multiple faults start to experience high Coulomb stress changes.
The contrast of fault orientation between both areas explains part
of the difference in the spatio-temporal evolution of the Coulomb
stress changes. Most of the faults of the C-area are optimally ori-
ented; in contrast, the SW-area contains only one optimally oriented
NW–SE fault strand. Fig. 6 quantitatively confirms this qualitative
assessment by showing the cumulative distribution of the Coulomb
stress rate for all the ‘fault patches’ of both areas. A ‘fault patch’
corresponds to the observation point where the stress changes have
been computed. Note that the length-scale covered by each fault
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Induced seismicity in the Groningen gas field 1287

Figure 3. Schematics of the use of the elastic properties in MACRIS.

Figure 4. Spatio-temporal evolution of the Coulomb stress changes (MPa) for the SW-area using a Poisson’s ratio of 0.2.
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1288 T. Candela et al.

Figure 5. Spatio-temporal evolution of the Coulomb stress changes (MPa) for the C-area using a Poisson’s ratio of 0.2.

patch (that is, the distance between two pillars) is roughly constant
for all the faults of the Groningen field. Overall the cumulative
distributions of Coulomb stress rate of fault patches of the C-area
are much narrower than those of the SW-area. Three key observa-
tions can be drawn. First, the C-area contains a higher fault density
underlined by a higher total number of fault patches. Second, the C-
area presents a higher number of fault patches experiencing average
to high Coulomb stress rates (between 0 and 0.2 MPa yr–1). Thirdly,
the SW-area displays a higher number of fault patches experiencing
very high Coulomb stress rates (>0.35 MPa yr–1). To summarize,
the C-area is characterized by a higher density of fault patches with
an average to high Coulomb stress rate kicking off early in the
history. Instead, the SW-area is characterized by a lower density
of fault patches, with a relatively large number of them experienc-
ing very high Coulomb stress rates at a late stage during the field
history.

Focusing on the C-area and now assuming an uniform but rela-
tively small Poisson’s ratio of 0.05, Figs 7 and 8 indicate, respec-
tively, the spatio-temporal evolution of the Coulomb stress changes
and the cumulative distribution of the Coulomb stress rates. As ex-
pected, for each time step, both the magnitude of stress changes and
the number of fault patches experiencing high Coulomb stress rates
are larger than in the previous scenarios with a Poisson’s ratio of 0.2.

3 E N S E M B L E - S M O O T H E R F O R
S E I S M I C I T Y DATA

The objective is now to develop an efficient data assimilation scheme
in order to find the optimum set of posterior model parameters that
give the best agreement between the observed seismicity rate and
the computed rate. More specifically, the objective is not only to
find the best set of model parameters: (1) to explain the observed
temporal evolution (as performed e.g. by Dempsey & Suckale 2017
or Heimisson et al. 2020) and (2) but also to match the spatial pat-
tern (as e.g. Bourne et al. 2018). Before describing the details of the
data assimilation procedure, it is important to define the earthquake
catalogue used as data. This earthquake catalogue has been com-
piled by the Royal Netherlands Meteorological Institute (KNMI).
KNMI has monitored seismicity in the Netherlands since at least
1986. From the dedicated borehole network deployed since 1995
by KNMI and constantly upgraded over the years, the earthquake
detection capability improved: the magnitude of completeness kept
decreasing from 1.5 in 1995 to around 0.5 today. For sake of direct
comparison of our results with the ones of Candela et al. (2019), we
restrict our analysis to all events with ML ≥ 1.0. As mentioned pre-
viously, constrained by the large uncertainty attached to the depth
of each observed event, the seismicity catalogue is considered as a
2-D field.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/229/2/1282/6459727 by Technische U

niversiteit D
elft user on 15 D

ecem
ber 2022



Induced seismicity in the Groningen gas field 1289

Figure 6. Cumulative distribution of the Coulomb stress rate using a Poisson’s ratio of 0.2 for all the ‘fault patches’ of both areas of interest. C-area: solid
lines, SW-area: dashed lines. The large number of ‘fault patches’ with negative stressing rates, in 2015 and 2016 for, respectively, the C-area and SW-area,
marks the decrease of the gas production rates imposed by regulators.

In order to compare the computed 2-D seismicity rates to the
observed ones, both uncertainties in model (e.g. pore pressure dis-
tribution, fault orientation, stress calculation) and data (e.g. earth-
quake location) should be accounted for. We applied a Gaussian
smoothing to the seismicity rate RD fields to incorporate uncertain-
ties. In order to compute the smoothed seismicity rate fields, RD , for
each RD field, the following integration over space is performed:

RD (x, y) =
∫ +∞∫
−∞

RD(x − x ′, y − y′)G
(
x ′, y′) dx ′dy′, (14)

where Gaussian operator is defined as:

G(x, y|σs) = 1

2πσ 2
s

e
− x2+y2

2σ2
s . (15)

As a result, the five model parameters to be optimized are: (1)
the Poisson’s ratio used in the computation of the stress develop-
ment with MACRIS and (2) the three parameters [A, r0, Ṡ0] of the
Dieterich’s seismicity rate theory governing the fault frictional re-
sponse, and the characteristic length scale (standard deviation) of
the Gaussian smoothing σs .

It is important to note here that MACRIS is probably the only
modelling approach that resolves 3-D poro-elastic stress changes
along multiple faults with a metre-scale spatial resolution while hon-
ouring the full details of the reservoir and fault geometries. Finite-
element numerical computations could achieve this only through a
tremendous meshing effort and running time. Here, it takes 5 hr
on a standard PC for MACRIS to compute the depletion-induced
stress changes along the 76 faults of the C-area with a metre-scale

spatial resolution. Even if such achievement is exceptional, this run
time is still not adapted for a traditional data assimilation scheme
such as brute-force grid search or the Markov Chain Monte Carlo
algorithm. A much more efficient data assimilation procedure, with
a low number of forward simulations, needs to be developed for a
robust calibration of model parameters.

An ensemble-based approach is deployed to update the prior
model ensembles with the use of the data. The Ensemble Kalman
Filter has proven to be very effective in weather forecasting, but also
in reservoir engineering approaches (Evensen 2009). Every time
that new data are collected, the Ensemble Kalman Filter procedure
is applied, and the model parameters and predictions are updated. A
progressively developing forecast mean and bandwidth is created.
Another alternative, often used for subsidence inversion (Fokker et
al. 2012, 2016; Baù et al. 2015), is to use an Ensemble-Smoother
where the new posterior ensemble is constructed in a single step
(van Leeuwen & Evensen 1996). This is the data assimilation pro-
cedure deployed here for the first time over a complex case with
real seismicity data. Another alternative is to apply multiple steps
of data assimilation, so called Ensemble-Smoother MDA (Emerick
& Reynolds 2013a). In this last approach, the update of the model
parameters is more ‘progressive’, and in some cases it allows to
prevent the emergence of an ensemble collapse where the poste-
rior ensemble converges towards one unique solution (Emerick &
Reynolds 2013a).

One outstanding challenge is the discrete nature of the seismic
events. Indeed, ensemble-based approaches, both Ensemble Kalman
Filter and Ensemble-Smoother, are designed for assimilating contin-
uous data. As developed by Tarrahi & Jafarpour (2012) and Tarrahi
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1290 T. Candela et al.

Figure 7. Spatio-temporal evolution of the Coulomb stress changes (MPa) for the C-area using a Poisson’s ratio of 0.05.

et al. (2015) for the Ensemble Kalman Filter and for synthetic sce-
narios and data, a Gaussian smoothing is applied here to the real
discrete seismicity data before applying the Ensemble-Smoother in
the same fashion as defined in eqs (14) and (15). Thus two distinct
Gaussian kernels are applied here. The first one σs to smooth the
model outcomes and honour model uncertainties, and as mentioned
previously considered as a model parameter to be optimized dur-
ing the data assimilation step. The second Gaussian kernel must
be applied to the seismicity data where the standard deviation of
the kernel is fixed and is intended to map the uncertainty in event
locations. Note here that, in practice, this approach would allow to
handle: (1) different uncertainties for each event location and (2)
different uncertainties between x and y directions. In this study, a
unique, isotropic Gaussian kernel is selected.

The Ensemble-Smoother approach consists of an inversion
scheme, for which the goal is to maximize an objective function
of the form (Menke 1989; Tarantola 2005):

J (m) = exp

[
−1

2

(
(G(m) − d)T C−1

d (G(m) − d)

+ (m − m0)T C−1
m (m − m0)

)]
, (16)

where m and G(m) are, respectively, the optimized (posterior) vector
of model parameters [ν, A, r0, Ṡ0, σs] and model predictions.

Following this approach, the objective function is integrated in an
inversion scheme seeking the solution for the vector m of model
parameters that optimize the match with data d and with prior
information m0. The Ensemble-Smoother explicitly includes our
prior knowledge m0 and the model covariance matrix Cm (explained
in the sequel of this section) with the term (m − m0)T C−1

m (m − m0).
The optimal ‘least-square’ solution for one particular realization,

assuming a linear inverse problem, is given by:

m̂ = m0 + Cm GT
(
GCm GT + Cd

)−1
(d − Gm0) . (17)

For an ensemble-based estimate with a non-linear problem we
define G M0 as the result of the non-linear forward model working on
all the members Ne of the ensemble m0. Then, G M0 is the ensemble
of prior event density predictions covering the time window of
interest. For an ensemble-based estimate, the Ensemble-Smoother
then gives as updated model parameter ensemble:

M̂ = M0 + M ′
0

{[
G M ′

0

]T
C−1

d G M ′
0 + (Ne − 1)I

}−1

× [
G M ′

0

]T
C−1

d (D − G M0) . (18)

Eq. (18) uses the expression for the empirically estimated model
covariance matrix CM = M ′

0 M
′T
0 /(Ne − 1) for the ensemble of
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Induced seismicity in the Groningen gas field 1291

Figure 8. Cumulative distribution of the Coulomb stress rate for all the ‘fault patches’ of the C-area, either using a Poisson’s ratio of 0.2 (solid lines) or a
Poisson’s ratio of 0.05 (dashed lines). The large number of ‘fault patches’ with negative stressing rates in 2015 marks the decrease of the gas production rates
imposed by regulators.

model realizations. The estimate for CM includes the known and be-
lief bandwidths of the model parameters. Primes in eq. (18) indicate
anomalies with respect to the ensemble mean as M ′

0 = M0 −<M0>.
Finally D = (d + ε1, d + ε2, . . . d + εNe ) corresponds to an ensem-
ble of seismic event density data realizations created adding to the
vector data d different random noise vectors ε that lie within the
data uncertainty range. Following Tarrahi & Jafarpour (2012), the
error of the event density data is considered as proportional to the
value of the event density data and the variance at the kth grid block
of the event density data ρ is computed as:

σ 2
k =

(
σmin + (σmax − σmin)

(
ρk − ρmin

)
(ymax − ymin)

)2

,

k = 1, 2, . . . , Nd , (19)

where σmax and σmin are, respectively, the minimum and maximum
variances of the event density data, and Nd is the total number of
grid block of the event density data. The member j of the perturbed
observed event density at the kth grid block, can then be written
as:

ρ
j

k = ρk + ε
j
k , j = 1, 2, . . . , Ne, (20)

with ε
j
k ∼ N (0, σ 2

k ). (21)

Two ensembles of forward simulations thus need to be run, the
prior ensemble with the prior ensemble of model parameters M0,
and the posterior ensemble with the updated posterior ensemble of
model parameters M̂ . A simple sensitivity analysis revealed that

once the size of the prior ensemble is as large as 100–200 members,
M̂ is stable. Thus the total number of forward simulations can be
kept as low to 100–200 (prior + posterior) in order to obtain a robust
model conditioning. This is an excellent achievement considering
that with traditional estimation algorithms (e.g. brute-force grid
search or the Markov Chain Monte Carlo algorithm), several thou-
sands of simulations would be required for a proper coverage of the
prior model parameter space. Fig. 9 illustrates the pre-processing
procedure we described and to be applied to both the modelled pre-
dictions and observations before an Ensemble-Smoother update.

4 F U L L G RO N I N G E N F I E L D W I T H O N E
S I N G L E S T R E S S S C E NA R I O

Before running prior ensembles of MACRIS stress realizations
varying the Poisson’s ratio for both the C-area and SW-area (covered
in the next Section 5), the full Groningen field is considered with a
single MACRIS stress realization computed with a fixed Poisson’s
ratio of 0.2. In other words, we seek to optimize, for the time window
from 1 January 1993 to 31 December 2017 [1993–2018], solely 4
model parameters: the three parameters [A, r0, Ṡ0] of Dieterich’s
seismicity rate theory governing the fault frictional response, and
the standard deviation of the Gaussian smoothing σs .

Posterior ranges of model parameters (Fig. 10) for the full Gronin-
gen field are similar to the ones derived by Candela et al. (2019) for
the C-area (see Table 2). More specifically, for the full Groningen
field and considering an average effective normal stress of 12.5 MPa
(derived from MACRIS) the mean characteristic relaxation time of
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1292 T. Candela et al.

Figure 9. Schematic of the pre-processing workflow to apply the Ensemble-Smoother procedure.

seismicity ( ta = Aσ ′
n/Ṡ0) is 108 yr. In Candela et al. (2019), for the

C-area ta was estimated to be 87 yr and for the SW-area to be 6700
yr. The similarity between the ta derived from the whole Groningen
field and the ta derived for the C-area is not surprising: because
most of the induced events are located in the C-area, during the data
assimilation step, the C-area dominates the update-procedure of the
spatially uniform sets of model parameters of the full Groningen
field.

The temporal evolution of the mean posterior event rate for the
full Groningen field closely follows the one of the data (see Fig. 11).
This match is solely controlled by the update of the three parameters
[A, r0, Ṡ0] modulating the fault frictional response. Indeed, the up-
date of the Gaussian smoother σs solely controls the spatial pattern.
Consequently, since the calibration of the model parameters is dom-
inated by the C-area, where most of the data-events are located, a
significant residue is observed between the spatial patterns of event
density of the mean posterior and the data (Fig. 12). The temporal
event rate is nothing more than the spatial integration of the event
density. Thus in order to match the spatial pattern of the data event
density, the mean posterior model overestimates the event density at
the locations (including the SW-area) surrounding the C-area, and
it underestimates the event density in the C-area.

To conclude for the full Groningen exercise, the Ensemble-
Smoother performs well, although the spatial pattern of event den-
sity of the posterior clearly diverges from that of the data. This
mismatch must be attributed to our forward modelling strategy,
which is certainly missing complexities when the model parame-
ters of both the induced stress development and the fault frictional
response are assumed spatially uniform.

5 D UA L C O N T R I B U T I O N O F S T R E S S
D E V E L O P M E N T A N D F R I C T I O NA L
R E S P O N S E

Varying the Poisson’s ratio, two separate prior ensembles of
MACRIS stress realizations are now computed for both the C-area

and SW-area. For the sake of comparison with the results obtained
by Candela et al. (2019), the calibration time window is now from 1
January 1993 to 31 December 2015 [1993–2016]. We seek to opti-
mize both the parameters controlling the stress development and the
ones controlling the fault frictional response (that is, the Dieterich’s
model parameters).

The resulting posterior distributions of the frictional parameters
[A, r0, Ṡ0] (including the Gaussian smoother σs) are significantly
different for both areas of interest (Fig. 13). Considering an av-
erage effective normal stress of 10 and 12.5 MPa (both derived
from MACRIS) for, respectively, the C-area and SW-area, the mean
characteristic relaxation times of seismicity are 90 and 5470 yr,
respectively.

The posterior distributions of the Poisson’s ratio (Fig. 14 and
Table 2) are also significantly different for both areas of interest.
The mean posterior of the SW-area is very close to the a priori
constant value of 0.2 used in Candela et al. (2019). Instead, the
inverted mean posterior Poisson’s ratio of the C-area is very low,
close to 0.015.

For both areas of interest, the posterior ensembles of event rates
(Fig. 15) follow very closely the long-period fluctuations of the ob-
servations. In both cases, the range of variability of the posteriors
is sufficiently large, demonstrating that the collapse of the posterior
ensembles towards one unique solution has been prevented (Emer-
ick & Reynolds 2013a). This is particularly interesting considering
that a rather drastic update procedure of both prior ensembles were
imposed since only one step of data assimilation has been per-
formed. Following a more progressive update procedure applying
multiple steps of data assimilation is apparently not warranted in
our case. The larger variance of the posterior ensemble event rate
of the SW-area is a direct consequence of the relatively broader
posterior distributions of its model parameters.

Figs 16 and 17 display the posterior event densities for the C-
area and SW-area, respectively. Visual inspection reveals a persistent
mismatch between model and observations. However, compared to
the full Groningen inversion (with a constant Poisson’s ratio of 0.2),
the spatial patterns of the posterior event densities have improved.
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Induced seismicity in the Groningen gas field 1293

Figure 10. Posterior probability distributions of the parameters controlling the fault frictional response (including the Gaussian smoother) for the full Groningen.
Bounded uniform prior distributions for each model parameters are: A: U(1e−3, 10), Ṡ0: U(5e−6, 0.5), r0: U(5e−4, 5), σs : U(500, 10 000)—with U(a, b) is
a uniform distribution between a and b.

Table 2. Comparison of the mean posterior model parameters of this study and the ones derived in
Candela et al. (2019).

This work Candela et al. (2019)

Full Groningen C-area SW-area C-area SW-area

A 0.13 0.22 0.35 0.14 0.8
Ṡ0 (MPa yr–1) 0.015 0.025 0.0008 0.02 0.0015
r0 (event yr–1) 0.27 0.35 0.07 0.4 0.075
σs (m) 1750 1750 2500 1700 2750
ν 0.2 (constant) 0.015 0.2 0.2 (constant) 0.2 (constant)

This improvement can be visualized for the C-area where now the
posterior event density does not systematically underestimate the
observed event density over the entire surface area anymore.

Fig. 18 demonstrates that the difference in the posterior model
parameters between the C-area and SW-area has a significant im-
pact on the modelled cumulative number of events. Using the mean
posterior model parameters of the SW-area for the C-area, the cu-
mulative number of events is significantly lower than both (i) the
observations at the C-area and (ii) the modelled cumulative number
of events for the C-area using the mean posterior model parameters
of the C-area.

6 R E S O LU T I O N O F T H E P O I S S O N ’ S
R AT I O

Can our inversion procedure effectively constrain the Poisson’s ra-
tio? Can we demonstrate that a seismicity history cannot be equally
explained by two different Poisson’s ratios even after tuning the
Dieterich’s model parameters? Our objective here is to assess if our
inversion procedure can discriminate two models computed with
two different Poisson’s ratios. A corollary is: can we estimate why
our results indicate that a model with a lower Poisson’s ratio can
better explain the C-area seismicity rate history? We address these
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1294 T. Candela et al.

Figure 11. Comparison of the predicted seismicity histories (yearly event
rate) with the data (dark) for the full Groningen. Cyan thin lines: prior
ensemble with mean (thick blue line). Magenta thin lines: posterior ensemble
with mean (thick red line).

questions for the C-area by comparing the quality-of-fit of the data
by the optimum model obtained in this study and the one derived
for a Poisson’s ratio of 0.2 by Candela et al. (2019). We use two
metrics to assess the quality-of-fit. Our first metric is the RM SE ,
defined as the root-mean-square of the residuals between data and
the optimum model:

RM SE =
√∑i=Nd

i=1 (d − G (m̂))2

Nd
, (22)

where Nd is the number of observations. Our second metric is the
χ 2 method, which judges if the average of the squared residuals is
of the order of the sum of the covariances of the data and model.
The normalized χ2

Nd
reads:

χ 2

Nd
= 1

Nd
(d − G (m̂))T [

Cd + CG(m̂)

]T
(d − G (m̂)) , (23)

where Cd and CG(m̂) are, respectively, the covariances of data and

model. Lower values of RMSE indicate a better fit. A χ2

Nd
close to

unity means that the model matches the data at a level consistent
with the error covariance of the data. For the C-area, both metrics
indicate a better fit of the model derived here (RM SE = 5.4, χ2

Nd= 0.8) than of the one derived in Candela et al. (2019) (RM SE

= 7.9, χ2

Nd
= 2.8). Our inversion procedure can thus effectively

discriminate predictions with two different Poisson’s ratios, and
using a lower Poisson’s ratio for the C-area leads to a better match
of the observations.

To further examine the resolution of the Poisson’s ratio and to
gain confidence in the results obtained by our inversion procedure,
we consider an ‘ideal’ case of laterally extensive depleting reser-
voir undergoing uniaxial compaction. Appendix A3 demonstrates
that a seismicity rate history obtained with one stressing history
(that is generated by one Poisson’s ratio) cannot be reproduced
by a different Poisson’s ratio adjusting the Dieterich’s parameters.

Both the performance metrics (RM SE and χ2

Nd
) of the real case

and our analytical exercise (see Appendix A3), reveal that the Pois-
son’s ratio (controlling the stress development during the Groningen
depletion history) and the Dieterich’s model parameters (control-
ling the frictional response of the Groningen faults) can be well
constrained.

7 C O N C LU D I N G D I S C U S S I O N

7.1 ‘Apparent’ background stressing and seismicity rates

Our assimilation procedure of observed events started in 1993 when
a significant earthquake activity started to be recorded. Conse-
quently, Dieterich’s seismicity rate eq. (4) was solved assuming
an initial condition at steady state, that is R (0) = 1 in 1993. How-
ever, the start of the human-induced perturbation of the Groningen
field goes back to 1968, and hence it is most likely that the back-
ground activity was not at steady state in 1993. The background
stressing rate and seismicity rate inferred for 1993 should not be
interpreted as real steady state background values (before the start
of human-induced perturbations by gas production), but should be
understood as ‘apparent background values’, which are actually the
reference values at the initial time of the analysis, here 1993. Other
alternative strategies could have been deployed to start the analysis
at the onset of gas production in 1968 and to honour the fact that
the Groningen faults were probably far from failure at this time.
One such approach is to add an activation threshold as suggested
by Zhai et al. (2019) to model Oklahoma induced seismicity, or
more recently by Heimisson et al. (2020) to handle the Groningen
dormant faults. Heimisson et al. (2020) reformulated the seismicity
rate theory of Dieterich (1994) to take into account that seismic
sources can be initially far from instability. Their proposed solution
is the following (eq. 1 of Heimisson et al. 2020):

R (t ′) = RD

r0
=

exp
(

�S′(t ′)−�Sc

Aσ0

)
1
ta

∫t ′
tb

exp
(

�S′(t)−�Sc
Aσ0

)
dt + 1

if t ′ ≥ tb

RD

r0
= 0 if t ′ < tb,

(24)

where tb is the time when the Coulomb stress threshold �Sc was
reached, and σ0 is the effective normal stress at t ′ = 0, when field
production started. Setting t = t ′ − tb and noting that �S(t) =
�S′(t ′) − �Sc is the Coulomb stress change after time tb, eq. (24)
has the same form as the ‘integral form’ of the original seismicity
rate equation of Dieterich (1994), but integrated starting at time tb:

R = RD

r0
=

exp
(

�S(t)
Aσ0

)
1
ta

∫t
0 exp

(
�S(t)
Aσ0

)
dt + 1

. (25)

Appendix A4 gives the detailed derivation of eq. (25) starting
from eq. (8).

Future work should leverage our fine-scale Coulomb stress model
and compare our current approach starting the analysis in 1993 with
the one of Heimisson et al. (2020) starting the analysis at the onset
of gas extraction. However, the objective of this paragraph is to show
the validity of our approach. Solving the original differential eq. (8)
starting in 1993, we assumed that the Groningen faults were less
than one stress drop away from failure, that is, critically stressed
in 1993. This assumption is valid if the Coulomb stress threshold
�Sc was reached before 1993 at the C-area and SW-area; that is,
if tb ≤ 1993. The average pressure-drop from the onset of gas ex-
traction to 1993 is roughly twice the average pressure-drop from
1993 to 2016, that is, at least 15 MPa (NAM 2021). Following the
analytical solution (A15) for a laterally extensive depleting reser-
voir undergoing uniaxial compaction, the effective normal stress at
the start of gas extraction σ0 was ∼5 MPa, that is ∼5 MPa lower
than the average value of ∼10 MPa in 1993. Since A is assumed
to be a time-independent fault constitutive parameter, one can use
the values derived in our analysis at 1993 (see Table 2) to calculate
the Coulomb stress threshold �Sc, which is expected to be in the
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Induced seismicity in the Groningen gas field 1295

Figure 12. Comparison of the spatial pattern of the models and data event densities (events per km2) for the full Groningen. Top panels: model, middle: data,
bottom panels: residue. The residual map is the difference between data and model.

range 1 − 10 Aσ0 (eq. A9 of Heimisson et al. 2020), that is 1–17.5
MPa for both the C-area and SW-area. On the other hand, since
the average pressure-drop from the onset of gas extraction to 1993
is roughly twice the average pressure-drop from 1993 to 2016, to
first order, the induced Coulomb stress changes from the onset of
gas extraction to 1993 are also expected to be twice those derived
from 1993 to 2016 (Figs 5 and 7), that is ∼20 MPa. The induced
Coulomb stress changes caused by pressure depletion up to 1993
of ∼20 MPa are thus higher than the range of expected Coulomb
stress thresholds � Sc = 1 − 17.5 MPa. Therefore, the threshold
in Coulomb stress was probably reached before 1993, and our as-
sumption that the Groningen faults were within one stress drop away
from failure in 1993 is plausible. This assumption is also supported
by the fact that at least ∼10 events of a magnitude higher than 1.0
were recorded before 1993 at Groningen (Dost et al. 2018), even
if the spatial coverage of the Groningen seismic network was still
suboptimal then.

We thus demonstrated that in 1993 the Coulomb stress threshold
was very likely already reached at the C-area and SW-area. Fur-
thermore, performing our analysis separately for the C-area and
SW-area we intend to honour the difference in background seismic-
ity rate r0 at 1993 between the C-area and SW-area. The original
differential eq. (8) are thus solved starting at 1993, with initial con-
ditions r0 and σ0 taken at that time and separately for both the C-area
and SW-area. Equivalently, the integral form (25) can be integrated
starting at 1993 (the start time is encapsulated in the definition of
t = 0). In our analysis, we make use of the Coulomb stress rate
when solving the ordinary differential eq. (10). Thus, our analysis
involves only Coulomb stress changes after 1993, relative to the
stress values at 1993. In particular, as long as the Coulomb stress
threshold is reached before 1993 and that the background seismicity
rate can be considered spatially uniform over the C-area and SW-
area, our modelling (and our inferred values of Dieterich’s model
parameters and Poisson’s ratio) is not affected by whether or not
there is a threshold reached at tb.

It is important to mention again that in our approach, the mod-
elled seismicity rate accounts for the changes in effective normal
stress during the depletion history. Instead, in eq. (24) proposed by
Heimisson et al. (2020) and in eq. (25) these changes in effective
normal stress are not honoured. Indeed, the effective normal stress
σ0 (used in the calculation of ta and the Coulomb stress) is assumed
constant and equal to the initial effective normal stress at t = 0;
and the friction coefficient (used in the calculation of the Coulomb
stress) is also assumed constant and equal to the ratio between the
initial shear and effective normal stress.

7.2 Potential missing modelling ingredients for the stress
development

The lower Poisson’s ratio of the C-area might be a direct conse-
quence of its relatively higher reservoir porosity compared to the
SW-area (Fig. 2). Still it remains to be understood why our inver-
sion procedure favors such very low mean posterior Poisson’s ratio
(0.015) for the C-area. Poisson’s ratio values inferred from small-
scale laboratory experiments (e.g. Hol et al. 2018; see Buijze 2020
for an exhaustive summary) performed on Groningen core material
are around 0.25, and range from 0.07 to 0.34. Thus, the very low
Poisson’s ratio inverted here seems to be very unlikely. This tends
to indicate that our approach might be missing modelling compo-
nents which will be discussed in this section. Clearly further efforts
will have to be devoted to identify these missing modelling compo-
nents. Nevertheless, we consider that our current approach captures
the correct stress development even if an unreasonably low Pois-
son’s ratio is needed, and advances the core goal of the present work
to disentangle the relative contributions of (1) the induced stress de-
velopment and (2) the fault frictional response. Interestingly, results
of the inversion performed by Dempsey & Suckale (2017) with a
different modelling approach for induced stresses and seismicity at
Groningen also favored a very low Poisson’s ratio.
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Figure 13. Posterior probability distributions of the parameters controlling the fault frictional response (including the Gaussian smoother) for both the C-area
(up) and SW-area (down). Bounded uniform prior distributions for each model parameters are: A: U(1e−3, 10), Ṡ0: U(5e−6, 0.5), r0: U(5e−4, 5), σs : U(500,
4500)—with U(a, b) is a uniform distribution between a and b.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/229/2/1282/6459727 by Technische U

niversiteit D
elft user on 15 D

ecem
ber 2022
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Figure 14. Posterior probability distributions of the Poisson’s ratio (controlling the induced stress development) for both the C-area (left-hand panel) and
SW-area (right-hand panel). The bounded uniform prior distribution is: ν: U(0.01, 0.5)—with U(a, b) is a uniform distribution between a and b.

Figure 15. Comparison of the predicted seismicity histories (yearly event rate) with the data (dark) for the C-area (left-hand panel) and SW-area (right-hand
panel). Cyan thin lines: prior ensemble with mean (thick blue line); note that the mean prior for the C-area is outside the vertical axis-range. Magenta thin
lines: posterior ensemble with mean (thick red line).

It is also important to mention that the uncertainties in the ini-
tial stress state were not fully honoured in our current modelling
approach. Indeed, the horizontal to vertical effective stress ratio,
the initial minimum to maximum horizontal stress ratio, and the
direction of the maximum horizontal stress were all considered as
constants (Table 1). In a future implementation, these uncertainties
could be honoured. However, even if the initial stress state were
spatially variable at the Groningen scale, this variability would not
influence the Coulomb stress rate and thus would not explain the
very low Poisson’s ratio inferred for the C-area.

7.2.1 Stress interactions between events

For a lower Poisson’s ratio, the seismicity data requires a higher
stressing rate. One missing ingredient that could lead to higher
stressing rates without the need of a very low Poisson’s ratio is
the elastic stress transfers between induced events. Instead of tack-
ling the difficult challenge of explicitly modelling the additional
stress changes induced by each earthquake, we here focus on the
statistical removal from the observed catalogue of the events trig-
gered by these stress transfers. Candela et al. (2019; Appendix A3)
applied the declustering procedure developed by Zaliapin and co-
workers (Zaliapin et al. 2008; Zaliapin & Ben-Zion 2013; Zaliapin

& Ben-Zion 2016) for both the C-area and SW-area. Interestingly,
the declustering analysis of Candela et al. (2019; Appendix A3)
indicates that the C-area is more prone to earthquake triggering
than the SW-area: the aftershock proportion is 15 per cent for the
C-area and only 4 per cent for the SW-area. The relatively higher
percentage of triggered aftershocks might explain why only the C-
area is characterized by a very low mean posterior Poisson’s ratio.
This hypothesis can be further tested by comparing the modelled
event rate of the C-area using a Poisson’s ratio of 0.2 against the
declustered catalogue (Fig. 19). As expected, using a Poisson’s ratio
of 0.2, the modelled cumulative number of events is significantly
lower relatively to the one derived using the mean optimum inverted
value of 0.015. More importantly, using a Poisson’s ratio of 0.2, the
modelled cumulative number of events is lower than the cumulative
number of main shocks of the declustered catalogue. The difference
in optimum Poisson’s ratio between the C-area and SW-area should
thus persist even after accounting for the elastic stress transfers.

7.2.2 Plastic compaction

An additional missing modelling ingredient is the plastic com-
paction of the reservoir. Indeed, recent laboratory experiments on
core samples of the Groningen reservoir rock show that a large part
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Figure 16. Comparison of the spatial pattern of the models and data event density (events per km2) for the C-area. For each year, the left column corresponds
to the event densities and residues displayed in Fig. 12 for the inversion of the full Groningen with a constant Poisson’s ratio of 0.2. For each year, top row:
model, middle row: data, bottom row: residue. The residual map is the difference between data and model.
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Figure 17. Comparison of the spatial pattern of the models and data event density (events per km2) for the SW-area. For each year, the left column corresponds
to the event densities and residues displayed in Fig. 12 for the inversion of the full Groningen with a constant Poisson’s ratio of 0.2. For each year, top row:
model, middle row: data, bottom row: residue. The residual map is the difference between data and model.
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Figure 18. Joint effect of contrasted stress development and fault frictional
response on the temporal evolutions of the cumulative number of events.
Black: data for the C-area. Red: model of the C-area using posterior param-
eters of the C-area. Green: model of the C-area using posterior parameters
of the SW-area.

Figure 19. Effect of the Poisson’s ratio and elastic stress transfers on the
temporal evolutions of the cumulative number of events. Black: data for the
C-area. Grey: declustered data for the C-area. Red: model for the C-area
using posterior model parameters of the C-area. Green: model for the C-
area using model parameters inverted by Candela et al. (2019). Magenta:
model for the C-area using model parameters of the C-area except that the
Poisson’s ratio is fixed at 0.2.

(up to 50 per cent) of the deformation occurring during laboratory-
simulated depletion is inelastic (Hol et al. 2015, 2018; Pijnenburg et
al. 2018, 2019). Can the relatively lower optimum Poisson’s ratio of
the C-area compared to the one of the SW-area be explained by plas-
tic compaction? In other words, can the higher propensity to plastic
compaction of the C-area explain its apparently lower Poisson’s ra-
tio? Multiple factors can potentially control the relative proportion
between elastic and plastic deformation, for example rock poros-
ity, clay content, initial mean effective stress directly linked to the
reservoir depth (Buijze 2020). These factors are contrasted between
the C-area and SW-area; for example rock porosity (Fig. 2) and
reservoir depth are both higher for the C-area. Interestingly Buijze
(2020) indicates that the primary response of the Groningen stress
path can be approximated with a linear elastic behavior. In other
words, using an apparent Poisson’s ratio, the laboratory-observed
elasto-plastic stress path of the Groningen reservoir rocks can be
mimicked. One can thus postulate that the difference in optimum
Poisson’s ratio between both areas of interest could be an apparent
result of a difference in the relative proportion of elastic and plastic
deformation.

7.2.3 Vertical elastic contrast between reservoir and burden

Another elastic parameter which could have been considered in ad-
dition to the Poisson’s ratio is the Young’s modulus. However, as
mentioned previously, the MACRIS calculation (as well as any poro-
elastic solutions honouring the fault offsets and depletion hetero-
geneities) would lead to an identical stress path and thus Coulomb
stress rate history when varying the Young’s modulus (Fjaer et
al. 2008; van Wees et al. 2018). Indeed, when elastic properties
are considered identical between the reservoir and its surrounding,
varying the Young’s modulus has no effect on the stress path. How-
ever, refining the current MACRIS calculation in order to handle
the potential contrast in Young’s modulus between the reservoir
and its surrounding, would lead to different stress paths. Using a
finite-element approach van Wees et al. (2018) already showed that
for a synthetic gas field mimicking the Groningen field, a reservoir
with a relatively lower Young’s modulus compared to its surround-
ing leads to a steeper stress path than in an elastically homogeneous
reservoir-burden scenario. Van Eijs et al. (2006), screening multiple
hydrocarbon fields in the Netherlands, also showed that the stiffness
contrast between seal and reservoir rock is highly correlated with
the occurrence of induced earthquakes.

As introduced previously for the elastically homogeneous
reservoir-burden scenario, considering a laterally extensive deplet-
ing reservoir undergoing uniaxial compaction, the Coulomb stress
change scales linearly with the stress path and thus the Poisson’s
ratio (see eq. 13). The lowering of the Poisson’s ratio from 0.2 to
0.015 corresponds to an increase of the stress path from 0.75 to
∼1. This last 25 per cent increase of the stress path should thus
lead to an equal increase of 25 per cent of the Coulomb stress rate.
Interestingly, the Coulomb stress rates obtained with MACRIS for
all the ‘fault patches’ of the C-area using a Poisson’s ratio of 0.015
are also ∼25 per cent higher than those obtained with a Poisson’s
ratio of 0.2 (Fig. 20).

The objective is now to identify if a realistic contrast of Young’s
modulus between reservoir and its surrounding could lead to such a
25 per cent increase of Coulomb stress rate relatively to the elasti-
cally homogeneous reservoir-burden scenario. While keeping con-
stant the Poisson’s ratio (ν = 0.2), the relatively higher porosity of
the reservoir layer at the C-area (Fig. 2) would lead to a relatively
lower reservoir Young’s modulus and thus a relatively higher con-
trast with the stiff surrounding. Considering a synthetic single-fault
reservoir model (similar to van Wees et al. (2018) and mimicking
the Groningen field), finite-element results screening a range of re-
alistic contrast of Young’s modulus between reservoir and burden
demonstrate that a 25 per cent increase of Coulomb stress rate rela-
tively to the elastically homogeneous reservoir-burden scenario can
be reached (see Appendix A5). Indeed, keeping an identical Pois-
son’s ratio of 0.2 for both reservoir and burden but using a Young’s
modulus between 10 and 20 GPa for the reservoir and 50 GPa for
the burden, can lead to 25 per cent increase of the Coulomb stress
change relatively to the elastically homogeneous reservoir-burden
scenario.

Two independent modelling strategies, one honouring the effect
of the contrast in Young’s modulus between the reservoir and its
surrounding, and our approach with MACRIS honouring the Pois-
son’s ratio effect, thus point toward the same: a relatively higher
Coulomb stress rate for the C-area. The reality is probably in be-
tween, and the relatively higher Coulomb stress rate for the C-area
might be a consequence of both: (1) Young’s modulus contrast and
(2) low reservoir Poisson’s ratio; both effects being associated to
the relatively higher porosity of the C-area.
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Figure 20. Distribution of the Coulomb stress rate for all the ‘fault patches’ of the C-area. Colour solid lines: Coulomb stress rates calculated with
Poisson’s ratio of 0.2 have been multiplied by 0.25. Dashed black lines: difference between the Coulomb stress rates calculated with a Poisson’s ratio
of 0.015 and the Coulomb stress rates calculated with a Poisson’s ratio of 0.2. The two sets of lines (i.e. distributions) are well aligned. When using a
Poisson’s ratio of 0.015, the Coulomb stress rates are thus increased of ∼25 per cent relatively to the Coulomb stress rates calculated with a Poisson’s ratio
of 0.2.

7.3 Concluding remarks

One key advantage of our forward modelling strategy (coupling
MACRIS with Dieterich’s seismicity rate theory) is that the effect
on the seismicity predictions of each modelling component (stress
development and frictional response) can be individualized and thus
tracked down. Indeed, our prime achievement is the disentanglement
of the relative contributions of each physical process controlling
the occurrence of induced seismicity at the Groningen gas field.
Without deploying an efficient Ensemble-Smoother formulation,
which only requires a small prior ensemble to constrain the posterior
distribution of each model parameter, this disentangling exercise
would not be feasible.

Our integrated workflow (coupling a physics-based forward mod-
elling and an efficient data assimilation procedure) demonstrates
that even after honouring the potential spatial heterogeneity in stress
development across the Groningen gas field, the spatial variability
of the observed induced seismicity at Groningen requires spatial
heterogeneity in fault frictional responses. A corollary is that any
modelling strategy seeking to predict seismicity in the Groningen
field must explicitly honour spatial heterogeneities in both (1) stress
development and (2) fault frictional response.
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A P P E N D I X

A1 Comparison MACRIS versus finite-element solution

The MACRIS stress solution has been already extensively com-
pared against finite element code in van Wees et al. (2018, 2019).
The objective here is to follow the same benchmarking exercise
for the specific case of Groningen as followed by van Wees et al.
(2018). We use the commercial finite-element (FE) package DIANA
FEA [http://dianafea.com, for more details about the FE modelling
procedure the reader is referred to Orlic & Wassing (2013)]. The
selected, and built for this exercise, plane-strain elastic FE model
of a depleting gas reservoir includes two reservoir compartments,
separated by a fault with a throw of half the reservoir thickness
(Fig. A1 and Table A1). This specific fault offset is one of the key
ingredients of the induced stress developed along the Groningen
faults (Van den Bogert 2015; Buijze 2020). The reservoir depth
and thickness of the numerical model, as well as all the underlying
parametrization (including the elastic properties) are representative
of the inputs used for MACRIS when running the real Groningen
case. The final spatially uniform depletion throughout the reservoir
is 25 MPa, again mimicking the present depletion at Groningen
and modelled via the reservoir flow simulation used as input for
MACRIS.

For MACRIS, we use a 3-D representation of the single-fault
reservoir with a square geometry in map view, and with a lateral
x, y dimension of 60 km (Fig. A2). This very large lateral dimen-
sion, mimicking an infinite lateral extension of the reservoir, is
required to match the plane strain boundary condition of the 2-D
FE model. The 3-D MACRIS model used same parametrization for
initial stress conditions and elastic properties as the 2-D FE model
(see Table A1), and the same spatially uniform depletion throughout
the reservoir of 25 MPa.

For the comparison of both solutions, the MACRIS-based and the
FE-based, the stresses along the centre-pillar of the 3-D MACRIS
model (Fig. A2) are compared against the ones of the 2-D FE
model. Fig. A3 demonstrates that the effective normal, shear and
Coulomb stress calculated with MACRIS are well superposed on
the ones of the FE model. The stress peaks at the reservoir edges
are identically captured by both approaches.

A2 From Dieterich (1994) to Segall & Lu (2015)

This section presents the detailed derivation from the original equa-
tion of Dieterich (1994) [eq. (8) in the current manuscript] to the
formulation proposed by Segall & Lu (2015) [eq. (10) in the current
manuscript].

Dieterich (1994) initially proposed:

dθ

dt
= 1

Aσ ′
n

[1 − θ Ṡ], (A1)

where θ is a state parameter, A is a frictional parameter, σ ′
n is the

effective normal stress and Ṡ is the Coulomb stressing rate. The
current seismicity rate is defined as:

RD = r0

θ Ṡ0

, (A2)

where r0 is the background seismicity rate and Ṡ0 is the background
stressing rate.

Segall & Lu (2015) derived an alternative formulation of the
Dieterich’s model to eliminate the state parameter θ . They defined
a normalized seismicity rate as:

R = RD

r0
. (A3)

Using (A3) and (A2), leads to

θ = 1

RṠ0

. (A4)

Injecting (A4) into (A1) gives

d
[

1
RṠ0

]
dt

= 1

Aσ ′
n

[
1 − Ṡ

Ṡ0 R

]
, (A5)

1

Ṡ0

d
[

1
R

]
dt

= 1

Aσ ′
n

[
1 − Ṡ

Ṡ0 R

]
, (A6)

d
[

1
R

]
dt

= Ṡ0

Aσ ′
n

[
1 − Ṡ

Ṡ0 R

]
= 1

ta

[
1 − Ṡ

Ṡ0 R

]
, (A7)

where ta = Aσ
′
n/Ṡ0.

It follows:

d
[

1
R

]
dt

= dR

dt

1

−R2
= 1

ta

[
1 − Ṡ

Ṡ0 R

]
(A8)

dR

dt
= −R2

ta

[
1 − Ṡ

Ṡ0 R

]
= −R2

ta
+ R2 Ṡ

Ṡ0 Rta

= −R2

ta
+ 1

ta

Ṡ

Ṡ0

R = R

ta

[
Ṡ

Ṡ0

− R

]
. (A9)

That is the eq. (10) of this current manuscript as proposed by
Segall & Lu (2015).

A3 Resolution of the Poisson’s ratio

The objective of this section is to demonstrate that a seismicity rate
history obtained with one stressing history (that is generated by one
Poisson’s ratio) cannot be reproduced by a different Poisson’s ratio
adjusting the Dieterich’s parameters. In other words, the objective is
to demonstrate that our modelling approach can effectively constrain
the Poisson’s ratio.

Re-writing eqs (9) and (10) in dimensional form it reads:

Ṡ = (
Aσ ′

n

) ṘD

RD
+

(
Ṡ0

r0

)
RD . (A10)

Eq. (A10) tells us that the same seismicity history can be fitted
by another Coulomb stressing rate history of different amplitude
but same time-dependence (i.e. x times the original Ṡ) by adjusting

the Dieterich’s model parameters Aσ ′
n and Ṡ0

r0
(multiplying both by

the constant x). In other words, if varying the Poisson’s ratio would
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Figure A1. Geometry of the 2-D FE reservoir model. Left-hand panel: full-scale view of the 2-D model of 6 km width and 6 km depth. Right-hand panel:
zoom in on the left-figure at the centre-location (that is the underlined red square) of the model. The mesh size is refined around the reservoir and the fault with
a resolution of 1 m at reservoir depth.

Table A1. Model parameters used for the 2-D FE single-fault model and the 3-D MACRIS single-fault model.

Parameter Symbol Value Unit

Young’s modulus E 18 GPa
Poisson’s ratio v 0.2 -
Fluid density ρf 1150 kg m−3

Rock density ρr 2260 kg m−3

Horizontal to vertical effective stress ratio K0eff 0.45 -
Initial minimum to maximum horizontal stress ratioa Sh/SH 0.9 -
Direction of the maximum horizontal stress (with respect to North) - N180E degrees
Fault dip - 70 degrees
Friction coefficient μ 0.6 -
Depletion �P −25 MPa
aOnly used for the 3-D MACRIS model.

solely modify the amplitude of the Coulomb stressing rate, the ob-
served seismicity rate history could be equally fitted/explained by
multiple Poisson’s ratio after adjusting the Dieterich’s model pa-

rameters Aσ ′
n and Ṡ0

r0
. Therefore, our inversion procedure would not

help to constrain the Poisson’s ratio. However, this conclusion only
holds if changing the Poisson’s ratio only modifies the amplitude of
the Coulomb stressing rate but not its shape (i.e. Ṡ0 normalized by
its max value), which is only fulfilled when the friction μ is kept
constant in the calculation of the Coulomb stressing rate (eq. 11).

In our case, as implemented by Rubin & Ampuero (2007), the
changes in the friction (defined as μ = τ/σ ′

n) during the induced
stressing history (that is the depletion history in our case) are hon-
oured. Therefore, when the Poisson’s ratio varies, both the ampli-
tude and the time-dependent shape of the Coulomb stressing rate
are modified. This can be demonstrated by considering the analyti-
cal solution for a laterally extensive depleting reservoir undergoing
uniaxial compaction (e.g. Fjaer et al. 2008) where the changes in ef-
fective normal stress and shear stress induced by a depletion history
�P(t) are, respectively:

�σ ′
n (t) = [0.5γ (1 + cos (2ϕ)) − 1]�P (t) , (A11)

and

�τ (t) = [−0.5γ sin (2ϕ)]�P (t) . (A12)

where ϕ = 90 − fault dip. Assuming initial conditions as τinit =
5 MPa and σinit = 13 MPa, and a depletion history representative
of the Groningen gas field, Fig. A4 presents the Coulomb stress-
ing rate histories and effective normal stress histories considering
two different Poisson’s ratios. Aσ ′

n in eq. (A10) cannot be inter-
preted as a constant, since in our approach the temporal changes
in effective normal stress are honoured when solving the ordinary
differential eq. (10). Modifying the Poisson’s ratio affects thus sub-
stantially the shape of both the Coulomb stressing rate history and
the effective normal stress history (see Fig. A4). Our inversion pro-
cedure should thus effectively constrain the Poisson’s ratio since
an observed seismicity rate history can only be reproduced by one
unique modelled seismicity rate history generated by one unique
Poisson’s ratio. In other words, a seismicity rate history obtained
with one stressing history (that is generated by one Poisson’s ratio)
cannot be reproduced by a different Poisson’s ratio adjusting the
Dieterich’s parameters.

To discuss the resolution of the Poisson’s ratio, one can rearrange
eq. (A10) as:

a X (t, ν) + bY (t, ν) = 1, (A13)

where for a given Poisson’s ratio ν value, X = σ ′
n ṘD/Ṡ RD and

Y = R/Ṡ are known time series, and a = A and b = Ṡ0
r0

are the
unknown Dieterich’s model parameters. For each given Poisson’s
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Induced seismicity in the Groningen gas field 1305

Figure A2. Geometry of the 3-D MACRIS single-fault reservoir model. Figures realized with ResInsight (https://resinsight.org). Left up and down: full-scale
view of the 60 km laterally extended reservoir. Right up and down: zoom in of the left-side figures at the centre of the reservoir. The reservoir model cell size
is about 100 × 100 m in x, y and about 15 m in depth. The vertical red-dashed line corresponds to the centre-pillar of the reservoir where the MACRIS stresses
are displayed in Fig. A3.

Figure A3. MACRIS stress solution vs. finite-element stress solution. The
MACRIS stresses corresponds to the ones calculated at the centre-pillar
of the 3-D reservoir model (see Fig. A2). Plain lines: FE stresses. Dashed
lines: MACRIS stresses. The depth extent of both reservoir compartments
is indicated on both sides of the fault in grey.

ratio ν, the optimal values of a and b can be readily obtained
by standard least-squares regression of eq. (A13). The objective
function is defined as:

J (m) = ‖G (m) − d‖2, (A14)

where m = [a, b] , G is a matrix [X, Y ] and d is a vector of ones
[1]. The least-squares solution is:

m̂ = (
GT G

)−1
GT d. (A15)

To account for the covariances of X and Y , an orthogonal re-
gression solver can be used. X and Y are combinations of model
predictions (σ ′

n and Ṡ) and synthetic data (ṘD and RD will be gen-
erated by the model with true/known model parameters). In order
to identify the resolution of the Poisson’s ratio, one can consider, as
previously for Fig. A4, the analytical solution for the development
of stresses (see eqs A11 and A12) induced along a fault embedded
in a laterally extensive depleting reservoir undergoing uniaxial com-
paction. In our analytical example, the synthetic data (ṘD and RD)
are generated with a known set of parameters: ν = 0.05, a = 0.22
and b = 0.31. Note that the Dieterich’s model parameters are simi-
lar to the inverted mean optimums for the C-area, and the Poisson’s
ratio of 0.05 is considered as representative of the low inverted
mean optimum value of 0.015 for the C-area (see Table 2). For
each member of the prior range of Poisson’s ratio, the least-squares
regression problem is solved and both the optimal values of a and
b, and the two metrics for the quality-of-fit (eqs 22 and 23) are
obtained. Fig. A5 demonstrates that, according to both metrics, the
best model is effectively the one computed with a Poisson’s ratio
of 0.05 as the one of the data. In addition, the minimum values of
both metrics (that is the best model) is rather sharp and well defined,
meaning that small deviations from the optimum Poisson’s ratio of
0.05 already result in suboptimal match between model and data.
This last observation demonstrates that the Poisson’s ratio can be
well resolved following our inversion procedure. In other words, the
seismicity history of the data can only be explained by one unique
Poisson’s ratio.

Fig. A6 indicates that suboptimal models generated with Pois-
son’s ratios higher than the one used for the data (that is, 0.05),
are characterized by lower Dieterich model parameters a and b rel-
atively to the ones used for the data (that is respectively 0.22 and
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Figure A4. Effective normal stress and Coulomb stress rate histories for two different Poisson’s ratio (blue curves: ν = 0.2; cyan curves: ν = 0.05) computed
with the analytical solution of a fault (with zero offset and a dip of 70◦) embedded in a laterally extensive reservoir undergoing uniaxial compaction (Fjaer
et al. 2008). Top left-hand panel: depletion history representative for Groningen. Top right: effective normal stress. Bottom left: Coulomb stress rate. Bottom
right-hand panel: Normalized Coulomb stress rate, that is the Coulomb stress divided by its max value.

Figure A5. Distribution of the performance metrics (left-hand panel: RMSE and right-hand panel: χ2

Nd
) as a function of the Poisson’s ratio for the analytical

exercise. The vertical dashed red lines indicate the Poisson’s ratio of 0.05 used for the analytical exercise.

0.31). This same trend derived for the synthetic analytical case is
also observed using MACRIS and the real seismicity catalog. The
optimum Dieterich’s parameters a and b derived in this study with
the optimum Poisson’s ratio of 0.015 are higher relatively to the
ones obtained by Candela et al. (2019) where a fixed Poisson’s ratio
of 0.2 was used (see Table 2).

Our analytical exercise can be considered as representative of
the behavior of each fault patch constituting the C-area. Since the

modelled seismicity rate for the C-area results from the integration
of the local seismicity rate for each fault patch, one can also expect
the Poisson’s ratio to be well resolved for the real case C-area as
indicated by the posterior distribution of the Ensemble-Smoother

procedure (Fig. 14). Both the performance metrics (RM SE and χ2

Nd
)

of the real case and our analytical exercise, reveal that the Poisson’s
ratio (controlling the stress development during the Groningen de-
pletion history) and the Dieterich’s model parameters (controlling
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Induced seismicity in the Groningen gas field 1307

Figure A6. Covariances between the Poisson’s ratio and the Dieterich’s model parameters for the analytical exercise. The colourbars display the RMSE values.
The red squares indicate the model parameters used for the data of the analytical exercise.

the frictional response of the Groningen faults) can be well con-
strained.

A4 Derivation of the ‘integral form’ of Dieterich’s
seismicity rate (Dieterich 1994)

Here we give the detailed derivation from eq. (8) to the ‘integral
form’ presented in eq. (25).

Eq. (8) can be re-written as:

Aσ0 θ̇ = 1 − θ Ṡ, (A16)

where σ0 corresponds to the initial effective normal stress. In eq.
(A20) and in the following derivation, the changes in effective nor-
mal stress are not honoured.

Eq. (A16) is a first order linear ordinary differential equation with
the following solution:

θ (t) = θ0 exp

⎛
⎝−

t∫
0

Ṡ (t)

Aσ0
dt

⎞
⎠ + exp

⎛
⎝−

t∫
0

Ṡ (t)

Aσ0
dt

⎞
⎠

×
t∫

0

exp
(
−∫t

0 − Ṡ(t)
Aσ0

dt
)

Aσ0
dt (A17)

θ (t) = θ0 exp

⎛
⎝− 1

Aσ0

t∫
0

Ṡ (t) dt

⎞
⎠ + exp

⎛
⎝− 1

Aσ0

t∫
0

Ṡ (t) dt

⎞
⎠

× 1

Aσ0

t∫
0

exp

⎛
⎝ 1

Aσ0

t∫
0

Ṡ (t) dt

⎞
⎠ (A18)

θ (t) = exp

(−�S (t)

Aσ0

)⎛
⎝θ0 + 1

Aσ0

t∫
0

exp

(
�S (t)

Aσ0

)
dt

⎞
⎠ .

(A19)

From eq. (8) RD = r0
θ Ṡ0

, and thus at t = 0,

θ0 = r0

Ṡ0 RD(t=0)

= 1

Ṡ0

(A20)

Combining (A19) and (A20) leads to

RD (t)

r0
= 1

Ṡ0θ (t)

= 1

exp
(

−�S(t)
Aσ0

) (
1
Ṡ0

+ 1
Aσ0

∫t
0 exp

(
�S(t)
Aσ0

)
dt

)
Ṡ0

(A21)

RD (t)

r0
= 1

exp
(

−�S(t)
Aσ0

) (
1 + Ṡ0

Aσ0
∫t

0 exp
(

�S(t)
Aσ0

)
dt

) (A22)

RD (t)

r0
= 1

exp
(

−�S(t)
Aσ0

) (
1 + 1

ta
∫t

0 exp
(

�S(t)
Aσ0

)
dt

) (A23)

RD (t)

r0
=

exp
(

�S(t)
Aσ0

)
1
ta

∫t
0 exp

(
�S(t)
Aσ0

)
dt + 1

. (A24)

A5 Comparison between Poisson’s ratio effect and
reservoir/burden contrast of Young’s modulus effect

This section explores the amplification of the Coulomb stress rate
due to a contrast of Young’s modulus between the reservoir and
burden. Ultimately this amplification effect is compared to the one
caused by the decrease in Poisson’s ratio for an elastically homoge-
neous reservoir-burden. The idea here is that the very low inverted
Poisson’s ratio for the C-area might also be caused by the additional
amplification of the Coulomb stress rate by the potential contrast
of Young’s modulus between the reservoir and burden. Due to the
relatively higher porosity of the C-area (see Fig. 2), this Young’s
modulus contrast could be more pronounced, and this might par-
tially explain the very low inverted Poisson’s ratio for the C-area.

We make use of the same 2-D FE single-fault reservoir model in-
troduced in Appendix A1. However, this time the Poisson’s ratio is
kept constant (ν = 0.2) and a realistic range of contrast of Young’s
modulus between the reservoir and burden is screened. To illustrate
the effect of the reservoir/burden contrast of Young’s modulus on
the Coulomb stress changes, the reservoir Young’s modulus is var-
ied from 10 to 50 GPa while its surrounding remains with a unique
Young’s modulus of 50 GPa. As mentioned previously, the Young’s
modulus has no effect on the Coulomb stress changes when con-
sidering an elastically homogeneous reservoir and burden. Thus,
the Coulomb stress changes of the homogeneous scenario with a
Young’s modulus of 50 GPa would be unchanged if a Young’s mod-
ulus of 18 GPa would have been used as for the Groningen inversion
with MACRIS. Fig. A7 indicates that using a Young’s modulus be-
tween 10 and 20 GPa for the reservoir and 50 GPa for the burden
can lead to an increase in the Coulomb stress changes of 25 per
cent. This 25 per cent increase corresponds to the amplification in
Coulomb stress rate when the Poisson’s ratio decreases from 0.2
to 0.015 as predicted analytically but also observed for the C-area
with MACRIS (see Section 7.2.3).
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Figure A7. Coulomb stresses for a range of Young’s modulus contrast between reservoir-burden and obtained with the FE single-fault reservoir model
presented in Fig. A1 The right-figure is a magnified section of the left-figure. For the right-figure, the depth extent of both reservoir compartments is indicated
on both sides of the fault in grey. The Poisson’s ratio of both reservoir and burden are kept constant equal to 0.2. The Young’s modulus of the burden remains
constant equal to 50 GPa while the Young’s modulus of the reservoir Er varies from 50 GPa (homogeneous reservoir-burden scenario) to 10 GPa (strong
Young’s modulus contrast). The dashed black curves correspond to the homogeneous reservoir-burden scenario (with a Young’s modulus of 50 GPa) amplified
of 25 per cent.
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