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Case Study

Assessing the Effectiveness of the IJmuiden Salt Screen
Design for Nonuniform Selective Withdrawal by Physical

and Numerical Modeling
Anton de Fockert1; Tom S. D. O’Mahoney2; Helena I. S. Nogueira3; Gosse Oldenziel4;

Arnout C. Bijlsma5; and Hans Janssen6

Abstract: Salt water intrusion through the New Sea Lock of IJmuiden, Netherlands requires mitigation to ensure availability of enough fresh
water further inland. For this purpose, a salt screen has been proposed for selective withdrawal of salt water from the Noordzeekanaal in the
vicinity of the lock complex. Formulas to assess the withdrawal rate of selective withdrawal are based on idealized layouts and conditions. In
the case of IJmuiden, the flow surrounding a salt screen has a strong nonuniform character, such that these formulas are not applicable to
predict the correct withdrawal rate and the effectiveness of selective withdrawal accurately. In this case physical scale modeling or computa-
tional fluid dynamics (CFD) modeling can be applied. This article discusses the limitations of the formulas for a three-dimensional (3D) flow
application near the locks of IJmuiden and presents the use of CFD and physical scale model research to assess the flow patterns around the
salt screen and the effectiveness of selective withdrawal. The CFD model was validated against the physical scale model and represented the
complex flow fields around the salt screen to within acceptable deviations for both steady and transient states. This gives confidence
in applying these more advanced modeling tools for the design and positioning of salt screens in confined complex 3D flow areas.
DOI: 10.1061/(ASCE)HY.1943-7900.0001958. © 2021 American Society of Civil Engineers.

Author keywords: Selective withdrawal; Salt screen; Salt intrusion; New sea lock IJmuiden; CFD validation; Physical scale model; Particle
image velocimetry (PIV); Three-dimensional particle tracking velocimetry (3D-PTV); Density measurements; Density currents.

Introduction

The lock complex at IJmuiden (Fig. 1) in the Netherlands is the
point of entrance for seagoing vessels into the Noordzeekanaal,
leading to the port of Amsterdam. The Noordzeekanaal is con-
nected to water bodies that are used as a source of fresh water
for industry, agriculture, and for drinking water. Operating the
locks for shipping traffic leads to salt water entering the canal
(Kerstma et al. 1994). Owing to the construction of a new larger
shipping lock (Nogueira et al. 2018), the salt intrusion through
the lock complex is expected to increase if no mitigation measures
are taken (locks labeled new and old, respectively, in Fig. 1).
Because of the large depth of the Noordzeekanaal, the salt water

from the locks will penetrate far inland, up to the connecting
Amsterdam-Rijnkanaal. In addition, fresh water availability is at
risk due to climate change with sea level rise and the increased fre-
quency and intensity of droughts (van den Brink et al. 2019). For
the Noordzeekanaal, the historical measure for mitigation of salt
intrusion has been flushing the canal into the North Sea via the
pumping station and discharge sluices north of the lock complex.
However, in the dry year of 2018, not enough water was available
for this measure and additional (temporary) measures were needed
to keep the salt concentration in the canal within acceptable levels.
The environmental impact assessment of the new lock was based
on the requirement that the operation of the new sea lock does not
lead to an increase in salt concentration further inland. In order to
achieve this, additional (permanent) mitigation measures are re-
quired. There are a number of mitigation measures possible at
sea locks (Abraham and van der Burgh 1964; Van der Kuur 1986;
Kerstma et al. 1994). The method of selective withdrawal will be
applied in the case of IJmuiden by placing a salt screen in the
existing channel to the discharge sluices and pumping station. A
similar system has been employed since 1973 in the north of
the Netherlands, at the pumping station De Helsdeur near a smaller
sea lock near Den Helder (Kerstma et al. 1994). Owing to the re-
quirements of the government and other stakeholders of the canal,
the salt screen at IJmuiden needs to be designed for a range of dis-
charges through the sluices and pumps up to about 300 m3=s
(extreme discharges may reach up to 960 m3=s).

Because the inlet channel to the pumping station and discharge
sluices in the Binnenspuikanaal is shallower than the Noordzeeka-
naal, the salt water from the locks will accumulate in the Noordzee-
kanaal due to gravity. By installing a salt screen with an opening of
560 m2 (80 m wide and 7 m deep) at the entrance of the Binnens-
puikanaal (Fig. 2), selective withdrawal is facilitated to discharge
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mainly salt water from the deeper parts of the Velserkom to the slui-
ces and the pumping station and eventually to the North Sea. Install-
ing a salt screen at this location in an already existing structure,
surrounded by other infrastructure, does not allow for a hydrody-
namically optimal design for fully effective selective withdrawal.

Selective withdrawal can be an effective measure to subtract
water from a specific layer of a stratified water body. Selective
withdrawal has seen many applications in the management of water
quality in reservoirs (see e.g., Imberger 1980; Thendrup 1980), for
cooling water intake at thermal power stations (e.g., Harleman and
Elder 1965; Ettema et al. 2005), and for shipping locks (Mausshardt
and Singelton 1995). Selective withdrawal is used here to describe
the process in stratified reservoirs whereby the discharge through an
outlet of the reservoir is made wholly or primarily from a single
stratified layer. As the stratification significantly reduces momentum
exchange in the vertical direction, a horizontal flow can be initiated at
a certain level to extract water from that level.

Theoretical work on the physical processes that are relied upon
in selective withdrawal has focused on two-dimensional (2D) flows
of two-layer fluids (e.g., Hocking 1991, 1995). The three-
dimensional (3D) characteristics of the flow are neglected in most
cases because the effects are usually limited to a smooth contraction
of the flow from the reservoir into an outlet channel with a

horizontal bed (e.g., Harleman and Elder 1965; Wood and Lai
1972; Delft Hydraulics Laboratory 1973; Jirka 1979; Yu et al.
2004) such that the flow upstream and downstream of the outlet
in the channel is still uniform across the width. This represents
a line sink. Some studies are available for point sinks with a uni-
form approach flow channel (e.g., Jirka and Katavola 1979) and for
outlets (both two- and three-dimensional) in a linearly stratified res-
ervoir (e.g., Wood 2001). A review of these and other similar stud-
ies is given in Fan (2008). The emphasis of most of these studies
has been in finding the limiting withdrawal ratio for which the
lower layer is withdrawn without the upper layer being withdrawn.

The line sink outlet is created in practice by a skimmer wall or
salt screen. Harleman and Elder (1965) investigated different types
of skimmer walls to subtract the cold water from a reservoir. They
performed physical model tests using salt and fresh water and
found that the densimetric Froude number and the level of the inter-
face determine whether a skimmer wall will lead to effective selec-
tive withdrawal. Jirka (1979) expanded on the data set generated by
Harleman and Elder and updated the effectiveness diagram with the
rate of effectiveness of a skimmer wall by using the measurement
data of Delft Hydraulics Laboratory (1973). He also found the
incipient withdrawal flow to be independent of the skimmer wall
conditions when the opening under the skimmer wall is lower than
2=3 of the height of the interface. Shamaa and Zhu (2010) per-
formed an experimental study on the use of a curtain to control
the temperature from a two-layer stratified reservoir. In this analy-
sis, the flow is measured by means of particle image velocimetry
(PIV) and laser induced fluorescence (LIF) in a flume presenting
the detailed description of the flow around the curtain.

The above reported studies of selective withdrawal have been per-
formed for small two-dimensional applications, where the interface
is constant over the width of the selective withdrawal. For a salt
screen with a uniform approach channel in width, the diagrams
by Jirka (1979) could be used to assess the behavior of the selective
withdrawal. Relatively small 3D effects in the close vicinity to the
point of extraction (such as shape of the intake structure) have been
accounted for in the past (Fan 2008). However, for the IJmuiden lo-
cation, the cross-sectional area of the entire inflow channel decreases
abruptly by a factor of 3 between the entrance to the Binnenspuika-
naal and the opening at the salt screen (Fig. 3). As the level of the
interface between layers and the mixing between layers is dependent
on the velocity difference between the layers, the empirical formulas

North Sea

Velserkom

Noordzeekanaal

Binnenspuikanaal
(discharge canal)

N

Salt screen  (Selective Withdrawal)

Fig. 1. Map of the IJmuiden Locks and Discharge Complex with
the location of the salt screen. The salt water from the North Sea enters
the Velserkom through the locks. By means of selective withdrawal, the
additional salt in the Velserkom will be discharged back to the North
Sea through the discharge canal, sluices, and pumping station north of
the locks. The dashed lines show the transit of the saltwater.

North Sea Binnenspuikanaal

Discharge
complex

Salt screen

Noordzeekanaal

Fresh water

Salt water

Principle selective withdrawal

Salt water

Salt
water

Fig. 2. Schematic representation of the salt screen at the entrance of the
Binnenspuikanaal, allowing mainly salt water to flow to the discharge
sluices and pumping station. (Reprinted with permission from Rijks-
waterstaat.)

6.2 m

6.6 m
28.4 m

10.7 m

3.2 m
2.3m

11.0 m
Salt screen

Velserkom
Inlet

Lock chamber

Binnenspuikanaal

Collector tank

z-level [mm; w.r.t. NAP]

fresh salt
Inlet

Fig. 3. Overview of the physical scale model with main dimensions
including bathymetry in model scale (relative to Amsterdam Ordnance
Datum–NAP on model scale).
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that assume a uniform flow velocity in the width upstream of the
screen will incorrectly characterize this flow. If the width at the
screen is used, the velocities will be too high in the approach channel.
Similarly, due to the expected oblique flow at the entrance of the
Binnenspuikanaal near the approach harbors of the navigation locks
(Fig. 1), complex three-dimensional flow patterns including flow de-
tachment and buoyancy effects will be present. In combination with
the bottom geometry near the salt screen (Fig. 2) and the gradual
interface between salt and fresh water, all these aspects will lead
to significant discrepancies between the empirical relations available
in literature and the achieved withdrawal ratio.

The effect of all of these aspects on the withdrawal ratio could
be studied by means of physical modeling, as has been done in the
past for the salt screen in Den Helder (Kerstma et al. 1994).
Numerical investigations have almost all been limited to the sim-
plest of outtake and channel geometries and compared with theory
or experiments in those cases (Farrow and Hocking 2006; Boschetti
et al. 2017; Islam et al. 2018). Due to the lack of validation cases in
literature on three-dimensional effects near a selective withdrawal,
validation is needed to assess whether a computational fluid dy-
namics (CFD) model can be used to correctly represent three-
dimensional flow patterns near the salt screen. In this article, the
withdrawal ratio of the proposed salt screen for selective with-
drawal at IJmuiden is studied with physical scale modeling and
by a CFD model validated against the physical scale model tests.

Materials and Methods

Physical Model

Physical scale model tests were performed in the Deltares Lock
Facility at a scale of 1∶40. The scale model covered the inner ap-
proach harbor (Velserkom), the salt screen and part of the Binnens-
puikanaal (Fig. 3). The salt screen in the physical model is
supported by two pillars and consists of three openings 17.5 cm
high, with a width of 68.5 cm (outer openings) and 62.5 cm (center
opening). The bottom edge of the salt screen is curved to limit flow
contraction. The salt screen has open chambers at the back provid-
ing space for the recirculation current generated at the tip. The flow
direction toward the salt screen is mainly from the Velserkom and
the Noordzeekanaal. In IJmuiden, the salt water enters the Velser-
kom via the lock, after which it is transported further inland by
density currents. The salt water in the Velserkom collects near
the bed in the periods between the flushing windows at low tide.
This was represented in the boundary conditions of the physical
scale model tests, where the inlet boundary condition is located
in the Velserkom near the entry of the Noordzeekanaal (Figs. 3
and 4). Salt intrusion directly from the lock chamber to the salt
screen and discharge channel was not considered in the validation
tests but has been studied numerically.

The model was scaled keeping the Froude number (Fr ¼ U
ffiffiffiffiffi
gh

p
)

and the densimetric Froude number (Frdens¼Us

ffiffiffiffiffiffiffiffiffi
g 0hs

p
, with

g 0 ¼ gΔρ=ρ) equal in model and prototype, where U is the flow
velocity, Us is the velocity of the salt layer, g is the gravitational
acceleration, h is the water depth, hs is the depth of the salt layer,
and ρ is the density. The relatively large geometrical scale of 1∶40
was chosen to ensure that the turbulent mixing represented by the
Richardson number (θ) was able to create sufficient mixing in the
model. Monish (1938) reformulated the Richardson number to
be easily applicable in experiments. Monish (1938) proposed to use
the reciprocal of the Richardson number, which is a ratio between the
gravitational force multiplied by the viscous force and the inertial
force, defined as

1

ϑ 0 ¼
ρ
Δρ

u3rel
gν

ð1Þ

where urel = relative flow velocity between the salt and fresh layer;
and ν = kinematic viscosity. To avoid significant scale effects, the
reciprocal of the Monish number (ϑ 0) should be larger than 175
(Delft Hydraulics Laboratory 1958), which is the case for velocities
larger than 3 cm=s in the physical model.

The salt water (density 1,014.9 kg=m3) and fresh water (density
998.8 kg=m3) entered the model by flowing over the edges of two
separate rectangular boxes at the inlet section. Between the two
boxes, a separation plate was installed to prevent early mixing.
The fresh water inflow was at the side of the scale model (Fig. 3)
and the salt water flowed under the separation plate into the model.
This created the desired two-layered flow. Two meters downstream
of the inlet, the water flowed through flow stabilization pipes to
ensure a uniform flow in the model toward the salt screen. Down-
stream of the salt screen, the flow entered the Binnenspuikanaal
where it was discharged over an adjustable linear free overflow
weir. The mixed water from the model flowed into the collector
tank from where it was pumped to a mixing tank. In the mixing
tank the water was upgraded to the required density for reuse at
the inflow boundary. The remainder of the water was discharged.

The set of boundary conditions applied in the physical model
cannot be used to directly assess the effectiveness of the salt screen
since a fixed salt flux is prescribed at the inlet of the physical
model, which is automatically present at the outlet. At the salt
screen in the Binnenspuikanaal (Fig. 2), the salt flux is determined
by the salinity profile at the Velserkom (inlet) and the discharge at
the discharge sluices and pumping station (outlet). Alternative
boundary conditions were tested (a discharge boundary at the outlet
with a density profile at the inlet) but it turned out that this combi-
nation of boundary conditions did not lead to a representative flow
behavior around the salt screen due to the strong stratification at the
salt screen.

Water levels were measured upstream and downstream of the
salt screen with floater sensors with an accuracy of 0.1 mm. Addi-
tionally, the head difference over the salt screen was recorded for all
measurements using a differential pressure cell with an accuracy of
0.03 mm. Vertical density profiles were measured at nine different
locations in the model using vertical conductivity meters (VEZO’s
and GCM’s, see Fig. 5). AVEZO gauge measures conductivity at
12 points in the vertical with an interval of 23 mm and a GCM
gauge measures the conductivity at 8 points in the vertical at an
interval of 67 mm. At each conductivity meter, temperature sensors
were installed at the highest and lowest measurement points and
these were used to derive the density profiles. Three conductivity
gauges were movable (indicated with a “B” in Fig. 5), measuring
the entire vertical salinity profile with an interval of 2 mm by con-
tinuously traversing the gauge up and down in the water column.

Three flow velocity components were measured in one location at
the inlet and the horizontal flow velocity components were measured

Salt screen 0 m NAP

- 400 mm NAP

- 575 mm NAP
Binnenspuikanaal

- 437.5 mm NAP

Velserkom

- 300 mm NAP

1
5

505 mm

1
50

flow

Fig. 4. Schematic representation of the floor levels along the axis of the
salt screen; screen represented by solid shape and pillars by dashed
rectangle.
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at four locations upstream of the salt screen using two electromag-
netic water velocity sensors (EMS) with a measuring frequency of
1 Hz. Detailed flow velocity measurements were also performed us-
ing three-dimensional particle tracking velocimetry (3D-PTV) and
planar PIV (Adrian and Westerweel 2011). In addition, the general
flow patterns were visualized and quantified by means of dye injec-
tion at various locations in the model.

Flow velocities were measured by means of PIVat five vertically
oriented planes (P1 to P5–Fig. 6) distributed over the width of the salt
screen. Two planes at 1=3 breadth and 2=3 breadth in the southern
and northern opening and one plane in the middle of the center
opening. For these measurements a double-pulsed laser (Nd:YAG,
532 nm green, Litron Lasers–Nano series) was used as a light source.
Two monochrome CMOS cameras (Imager MX4M, LaVision,
2,048 × 2,048 pixels) imaged the field of view of approximately
0.6 m × 0.6 m through the acrylic sidewalls near the salt screen.
The objectives for cameras 1 and 2 had a 28 mm and 16 mm focal
length, respectively. The image calibration was performed using a
custom plate with a regular dot pattern. For the center plane (P3),
the area between the two pillars could not be measured due to optical
blockage by the pillar, resulting in a very limited field of view. Seed-
ing particles with 100 μm diameter and particle density of
1,060 kg=m3 (Vestosint®) were used to seed both the salt- and fresh-
water flow at the inlet such that the flow near the salt screen was not
disturbed. The time between laser pulses was 26.3 ms, and the ac-
quisition frequency of image pairs was 1 Hz. 600 images per

measurement plane were recorded. The PIV cross-correlation was
applied and the resulting vector spacing was 5.9 mm. The percentage
of valid vectors was 95%–98%, except for the region downstream of
the salt screen where mixing of the fresh and salt water occurred and
in the mixing layer upstream of the salt screen, where a much lower
valid vector percentage is found. Due to refraction of the laser light at
the interface between salt and fresh water, the full vertical plane
could not be measured with a single light source. For this reason,
focus was given to properly capture the bottom salt layer.

After reaching a steady state condition, 3D-PTV measurements
were carried out. For these tests, particles with a diameter of 20 mm
and a known specific density were created with a 3D printer. Par-
ticles with a mass density of 1,020, 1,005, and 990 kg=m3 followed
the flow near the bottom, at the interface, and at the free surface,
respectively. The particles were imaged simultaneously at 1 Hz by
three color cameras with complementary metal–oxide–semicon-
ductor (CMOS) sensors (Flir BlackFly 5.0 MP), which were
mounted at approximately 9 m above the free surface of the model.
The imaged region was approximately 8 m × 10 m covering the
upstream area of the salt screen. The extrinsic calibration was per-
formed using ArUco markers at fixed positions on the model and
the intrinsic calibration was performed separately using a checker-
board pattern and applying the algorithm as proposed by Heikkila
and Silvén (1997). The particles were seeded to the flow at approx-
imately 6 m upstream of the salt screen (see the three particle dis-
penser devices in Fig. 7), after which they attained their equilibrium
depth and were transported by the flow toward the screen. This
provided a uniform spreading of particles upstream of the screen
as visible in Fig. 7. The surface particles were seeded manually
over the upstream area, as the surface flow velocity was very small.
The 3D-PTV algorithm was based on an extended version of the
method as described in Duinmeijer et al. (2019).

The saltwater density was adjusted by mixing fresh water and
brine (mainly NaCl with a brine density of approximately
1,200 kg=m3), after which the conductivity was measured. The
conductivity (σ) was converted into salinity (S) through the formula
of Kohlraush and Holborn (1916), using the measurements of Lab-
rique (1964) for the correction factor mt for temperature (T) for a
temperature range 0°C < T < 35°C

Collector tank

Velserkom

Salt
screen

Lock chamber
s1

s7

s2

s3

s5
s6

s8

s4

s9

To mixing tank

Inflow salt

N

Inflow fresh

y

x

a

b

s1: BVEZO
s2: GCM
s3: VEZO, WL, DP
s4: BGCM
s5: GCM
s6: VEZO, WL, DP
s7: GCM
s8: BVEZO
s9: GCM

a: EMS – XYZ
b: EMS – XY

Fig. 5. Location of measurement instruments during testing (EMS: two
velocity component measurements (at position a, two EMS devices are
installed: one for the XY component and one for the XZ component),
VEZO and GCM: vertical salinity profilers, WL: floaters, dP: differ-
ential pressure sensors).

North South

1650
Cam 2

400 100 720 250
595

1200

P2 P4P3 P5P1
1790

Laser

Perspex

Cam 1

595

Fig. 6. Schematic sideview of the PIV setup with the measurement
planes P1 to P5. The laser is positioned at the hall floor below the Per-
spex box with the salt screen. The laser beam is directed by means of
lenses and mirrors to the correct measurement plane. Camera 1 captures
the measurement planes P1 to P3 and Camera 2 captures the measure-
ment planes P4 and P5. All dimensions are in mm.

Particle
injection

ArUco
markers

s3

s9

s4 s5

Salt screen

x [pix]

y
[p

ix
]

Fig. 7. Image of camera 1 used for 3D-PTV measurement. The tracer
particles and the 8 ArUco markers are visible at the white floor of the
scale model. The three particle dispensers are located in the upper left
corner of the photo. The measurement stations s3–s5 and s9 are visible
in the photo (see Fig. 5).
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SðT;σÞ ¼
�

σmt

2.134

�
1=0.92

ð2Þ

with

mt ¼
1

ð0.008018T þ 1.0609Þ2 − 0.5911
ð3Þ

Using detailed measurement data, Delft Hydraulics Laboratory
(1981) defined an equation for the conversion for salinity to density
(ρ) for solutions prepared with NaCl with a maximum error of
26 ppm (2.5°C < T < 35°C; 0% < S < 35%), which is seen as a
realistic compromise between the formula complexity and the cor-
related error:

ρðT; SÞ ¼ 999.904þ 4.8292 · 10−2T − 7.2312 · 10−3T2

þ 2.9963 · 10−5T3 þ 0.76427S − 3.1490 · 10−3TS
þ 3.1273 · 10−5T2S ð4Þ

Various measurements were carried out covering different ver-
tical density profiles and different levels of the interface. These tests
were based on representative discharges in the Binnenspuikanaal,
which range between 50 and 500 m3=s with extreme discharges up
to maximum 900 m3=s. A discharge of 300 m3=s (prototype value)
was selected for the physical model tests, which is the expected
turning point between fully and partially selective withdrawal.
The tested conditions are listed in Table 1, covering tests with fresh
water only and with varying ratios of fresh and salt discharges
(Qf=Qs). To reach steady state conditions in the model, long spin
up times were required. Test 300F ran for 38 hours over four meas-
urement days. The three stops during the night had no significant
impact on the density profiles as the profiles were recovered within
one hour at the start of a new measurement day. Steady state con-
ditions were judged by the rate of change of the vertical salinity
profiles in all measurement points.

One test has been performed to investigate the transient behavior
of the model. In this test (300G), the inflow discharge was stopped
abruptly, after which internal waves were generated and recorded
by the measurement devices.

Numerical Modeling

The validation of the numerical model (CFD) was carried out on the
same domain and scale as the physical model. The boundary con-
ditions were kept the same as much as possible. To assess the ef-
ficiency of the selective withdrawal in IJmuiden, additional CFD
simulations at scale and in prototype dimensions were carried
out using a velocity boundary at the outlet and a pressure boundary

at the inlet. These simulations are not reported in this article as they
were not part of the validation.

A CFD model of the physical scale model has been set up using
the commercial software package StarCCM+, version 14.02.10
(STAR-CCM+ 2019). The mesh was generated using the built-
in Star Trim mesher algorithm. The mesh has been generated in
StarCCM+ using multiple areas of mesh refinement. The largest
cells in the domain were located in the Velserkom and Binnenspui-
kanaal with a horizontal resolution of 10 cm and a vertical resolu-
tion of 2.5 cm. The slopes upstream and downstream of the salt
screen contained cubic cells with a resolution of 2.5 cm and the
area around the salt screen and the inner bend contained cubic cells
with a resolution of 1.25 cm. The time step used in the unsteady
RANS simulation was 0.015 s. The total number of cells for the
simulations is approximately 7.3 million and the simulations took
about four weeks to reach a steady solution using 40 cores on a
cluster of an Intel Xeon E3-1276 v3 processors of 3.6 GHz.

De Loor et al. (2018) compared different turbulence models for
buoyancy driven flows using StarCCM+ and found that the realiz-
able k-ε model was able to correctly predict the mixing between
shear layers in a stably stratified flow. This was attributed to the spe-
cific implementation of the buoyancy production terms in the turbu-
lent kinetic energy and turbulent dissipation transport equations. As
mentioned by Uittenbogaard (1989), the turbulent Reynolds number,
Ret ¼

ffiffiffi
k

p
L=ν (with turbulent kinetic energy k, mixing lengthL, and

kinematic viscosity ν) should be larger than 100, which is the critical
value for artificial damping of the turbulent structures by viscous
dissipation. This value was approximately 200 at the measured in-
flow velocity of the physical scale model, which is sufficiently high
to simulate the mixing layer with high Reynolds turbulence models
(Uittenbogaard 1989). Boschetti et al. (2017) simulated the hydraulic
model tests of Delft Hydraulics (1973), which were validated by
Jirka (1979) and found a good agreement between the numerical
model and the 2D measurements for a similar model setup.

Due to the limited head difference over the model, a rigid lid ap-
proach was used for these simulations to reduce the computation
time significantly compared to using a free water surface. The geom-
etry of the CFD model was generated based on a 3D scan of the
bathymetry of the physical scale model. The 3D scan was carried
out using a Faro Focus 3D X130 laser scanner with a vertical accu-
racy of 1 mm. The spatial resolution of the scan is about 3 mm,
which was converted into a bathymetry for the CFD model with
a resolution of 2.5 cm. The velocity and density profile at the inlet
of the CFD model was prescribed at 3 vertical sections, in the fresh-
water layer, in the mixing layer and in the saltwater layer. Using the
continuity equation in combination with the densities and the mea-
sured flow velocity in the saltwater layer at the inlet (see measure-
ment point “a” in Fig. 5), the corresponding flow velocities at the
freshwater layer and in the mixing layer were derived. This resulted
in a vertical density profile similar to the vertical density profile of

Table 1. Test program

Test ID Type test zinterface (mm NAP) Qf=Qs (l=s) Δρ (kg=m3) PTV PIV

300A Determination discharge coefficient N/A 29.6=0 0 — —
900A Determination discharge coefficient at max discharge N/A 85.0=0 0 Y —
300C Density difference 1, sharp interface at high level −300 1=28.6 15.9 Y —
300D Density difference 1, sharp interface at low level −340 3=26.6 15.9 Y —
300E Density difference 2, sharp interface at low level −340 3=26.6 7.4 Y —
300F Reference test, density difference 1, gradual interface −340 7=22.6 15.9 Y Y
100A Lower discharge, density difference 1, gradual interface −340 2.3=7.6 15.9 Y —
Stop test (300G) Transient test | reference test 300F | inflow stopped abruptly −340 N/A 15.9 N/A —

Note: Qf = fresh discharge inflow; Qs = salt discharge inflow; Δρ = density difference salt/fresh influx; and Y = measurement carried out.
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the measurements at the inlet. At the outlet, a Neumann boundary
was present with a zero-gradient for pressure and velocity.

Results

The results of the scale model are presented for all tests and
measurements that were carried out and the CFD model has been
compared to test 300F with the most realistic condition.

Flow Behavior

At the inlet the salt and fresh water entered the scale model
perpendicular to the inlet construction (Fig. 3). From the inlet,
the water flowed over the downward sloping bed toward the salt
screen. Due to the geometry of the southern bend and the local
bathymetry, the flow tended to detach from the southern bend at
the interface. Lower, in the salt layer, the flow generally remained
attached to the southern bend and side wall. This led to a complex
three-dimensional flow pattern at this location. In Figs. 8 and 9, the
observed flow patterns upstream and around the salt screen are sche-
matically shown. The indicators between brackets in the following
section refer to the positions in Figs. 8 and 9. In the salt layer, the
approach flow was generally perpendicular to the salt screen for all
openings (1), while at the interface between fresh and salt water, the
flow approached the screen at an angle (4), which led to a small re-
circulation zone at the interface (5). In the upper (fresh) part of the
water column, the flow velocities upstream from the screen were
very small and did not show a clear preference in direction. A large
recirculation zone (6) was present at the interface level upstream of
the screen attached to the northern bank of the approach area; a

similar circulation pattern was also observed in the salt layer (2),
in a smaller area close to the northern bank.

Due to little flow detachment in the salt layer, a return flow was
present at the bed level at the southern side (3) immediately down-
stream of the screen. This return flow did not reach the screen.
Downstream of the screen, a strong vertical upward flow was ob-
served (7) at the north and central openings. This upwelling was
caused by the relative fresh water that passes under the tip of
the screen. At the southern opening, the flow patterns were different
and the upward flow was less strong (8), as the salinity profile was
less stratified. The flow velocities at the north side under the screen
reached up to 12 cm=s, while the maximum was 7 cm=s at the
south side for the discharge of 29.6 L=s.

The vertical flow velocities measured with PIV and simulated
with the numerical model for planes P1 and P5 are shown in Fig. 10.
The CFDmodel was able to capture the velocity patterns around the
screen well. The upwelling behind the screen was well represented.
The flow patterns around the screen depend on the approach flow
conditions. More flow detachment at the southside will result in
higher flow velocities at the northside of the screen. The CFD
model predicted a slightly stronger flow detachment than what
was observed in the physical model, which is shown in the flow
velocity magnitudes below the screen. Because of continuity, this
leads to a lower flow velocity in the southern opening in the CFD
model (P5 of Fig. 10). Close to the southern wall, this even resulted
in a return flow under the screen in the CFD model (not visible in
P5 of Fig. 10), which was absent in the physical scale model.

Horizontal flow velocities were measured at the inflow of the
physical scale model by means of two electromagnetic water veloc-
ity sensors at a distance of 10 cm above the bed. During a meas-
urement period of 3 hours for test 300F (Table 1), an average

Salt layer

North

South

North

South

Interface

A

A’

B

B’

Fig. 8. Schematized flow patterns in the salt layer and at the interface, measured by means of PTV and dye injection.

North side (A-A’)

quasi-stagnant
flow7

(a)

South side (B-B’)

quasi-stagnant
flow

8

(b)

Fig. 9. Governing flow patterns around the screen at the (a) north side and (b) south side of the screen as measured by PIV and dye injection.
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velocity of 8.14 cm=s was measured with a turbulent intensity (k)
of 0.073 cm2=s2. Fig. 11 shows the flow patterns upstream of the
salt screen derived from the 3D-PTV measurements and simula-
tions at horizontal planes at the mixing layer immediately below
the screen (−0.41 m NAP) and in the salt layer just above the bot-
tom (−0.55 m NAP). The flow patterns at the mixing layer just
below the screen are matching well at the south side. The measured
flow patterns in the salt layer at the southern opening are slightly
different. The measurements show a flow pattern toward the screen
in front of the southern opening, while the simulations show a
slightly more oblique flow. This indicates that the CFD model

predicts a slightly larger zone of flow detachment. The arrows
in the 3D-PTV measurements depict particle velocities.

Density Effects

The measured density profiles at various positions in the model
(Fig. 5) are presented for all test conditions at the inlet and at the
screen (Fig. 12), as well as for the case validated by the CFD model.
In the model, a fixed inflow of salt and fresh water was defined for
each test (Table 1). This also defined the withdrawal ratio
(λ ¼ Qfresh=Qtotal) as defined by Jirka (1979). This fixed inflow
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Fig. 10. Flow patterns for test 300F as measured by (a and b) PIVand (c and d) simulated for the plane at the northside of the screen (P1–a and c) and
for the plane at the southside of the screen (P5–b and d). In the mixing zone, no measurements could be obtained with PIV. The dashed lines represent
the water surface and the extend of the curved northern and southern sidewalls. The solid line (c and d) show the outline of the PIV measurements.
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Fig. 11. Flow patterns for test 300F as measured by 3D-PTVand simulated for a horizontal plane immediately below the screen (−0.41 m NAP) and
just above the bottom (−0.55 m NAP).
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condition resulted in a specific location of the interface between the
two layers. The interface was evolving in the scale model from the
inlet toward the outflow. The density change at the interface is rather
strong in most tests. To obtain a profile which was more similar to the
gradual profiles measured in prototype, the inflow for test 300F and
100Awas modified by the installation of an additional vertical plate
at the inlet section where the combined fresh and salt water needed to
flow underneath. This resulted in additional mixing at the interface as
shown in Fig. 12. Test 300E (reduced vertical density difference at
inflow) was not successful in this respect. It did not quite reach a
stable condition after 28 h since the freshwater zone was slowly mix-
ing with salt water, resulting in gradually higher densities in the top
layer and a weaker stratification.

The salt fluxes for these tests are given in Table 2 in relation to the
level of the interface and the drop in the interface level between the
inlet and the salt screen. The level of the interface in this table is
defined as the level of mean density between the salt- and freshwater
layers: ðρmax þ ρminÞ=2. Although the salinity profiles differed be-
tween the tests, some basic conclusions could be drawn by compar-
ing the level and the drop of the interface between the different tests.
The strongly stratified profiles of tests 300C and 300D show that a
higher salt flux through the model resulted in a higher level of the
interface at the salt screen. Based on the comparison of test 100A and
300F with the same withdrawal rate, it was concluded that the level
of the interface to the salt screen dropped more at higher discharges
than at lower discharges, and it was observed that the level of the
interface at the inlet is at a lower level for lower discharges than
for higher total discharges. This means that it was not possible to
keep an equal level of the interface at the inlet for low discharges
without any changes to the withdrawal ratio. The drop of the inter-
face level in test 300Dwas smaller than for test 300F (Table 2), while

the level of the interface at the inlet was already lower in test 300D
than in test 300F. This means that the drop in the interface level is
correlated to the level of stratification of the profile. The findings
listed previously provide some general insights on the relation be-
tween salt flux, the salinity profile, the development of the interface,
and total discharge.

The development of the density profiles from the inlet to the
outflow for test 300F is shown in Fig. 13 for both the measurement
and the CFD simulation. The height of the interface in the measure-
ments is slightly decreasing upstream of the salt screen, while a
stronger decrease is observed in the CFD model. A three-
dimensional effect is observed upstream of the salt screen, where
the density profile at the southern bend (s9) in the measurements is
more gradual than at the northern bend (s4).

In addition to the stationary conditions, a transient verification
has been carried out (test 300G–Table 1) by abruptly stopping the
inflow of the model. This resulted in internal waves both upstream
and downstream of the salt screen. The internal wave velocity in the
numerical model and the scale model test was compared, see Ta-
ble 3. A stronger stratification leads to a higher internal wave veloc-
ity. Due to differences in stratification between the scale model and
the numerical model, the internal waves travel slightly faster in the
scale model than in the numerical model. The largest difference
between the measured and the modeled internal wave velocity is
found in the area upstream of the screen at the sloping bed. How-
ever, in general, the numerical model is able to represent the inter-
nal wave velocity accurately.

The effectiveness of selective withdrawal by the salt screen has
been compared to the withdrawal rates based on Jirka (1979). The
withdrawal ratio of the tests presented in this article with a complex
three-dimensional nonuniform flow range from 0.03 for test 300C
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Fig. 12. Stationary vertical density profiles at the inlet (s1) and at the screen (s4) for each test condition. CFD-ref corresponds to test 300F-ref.

Table 2. Level interface of the interface at the inlet (s1) and upstream of the salt screen (s4) for different measurements (Fig. 5)

Test

Flow rate (l=s) Level interface (mm; NAP) Drop interface level (mm)

Salt flux (kg=s)Fresh Salt Total Inlet (s1) Screen (s4) Location s1–s4

100A 2.3 7.6 9.9 −374.3 −389.9 15.6 0.18
300C 1 28.6 29.6 −315.6 −323.3 7.7 0.67
300D 3 26.6 29.6 −356.0 −376.6 20.6 0.63
300F 7 22.6 29.6 −334.4 −358.1 23.7 0.54
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up to 0.24 for test 100A and 300F, while the withdrawal ratio for
these tests would be zero based on the effectiveness diagrams of
Jirka (1979). This means that Jirka (1979) would predict a fully
effective selective withdrawal. This shows that the effectiveness di-
agrams of Jirka (1979) overestimate the effectiveness for complex
three-dimensional geometries as present in the IJmuiden case.

Head Differences

For the freshwater tests 300A and 900A, the head difference is mea-
sured using the differential pressure sensor. Using the discharge
formula Q ¼ μA

ffiffiffiffiffiffiffiffiffiffiffiffi
2gΔh

p
, where Q is the discharge, A is the

cross-sectional area below the screen, g is the gravitational

acceleration, and Δh is the head difference over the screen, a dis-
charge coefficient (μ) of 0.83 is calculated. The discharge coeffi-
cients for the other measurements depend on the up- and
downstream density profiles. Here, the head difference is derived
from the floater sensors. The measured head differences of all tests
are shown in Fig. 14.

For the test cases with a stronger stratification, the contribution
of the density on the head difference is much larger than the flow
velocity effects (in this case up to a factor of 8). This can lead to a
situation where the head difference over the screen is smaller in
periods with high discharges due to the supply of fresh water from
the inland water system, compared to periods with low discharges
when the stratification at the salt screen is stronger. The CFD model

Fig. 13.Measured and modeled density profiles in the model. The dotted lines with markers indicate the fixed measurement points and the solid lines
represent densities obtained from the moving conductivity gauges in test 300F.

Table 3. Measured and modeled internal wave velocity during stopping test

Location with respect
to salt screen Sensors

Distance
(m)

Measured travel
time (s)

Average depth
(m; NAP)

Internal wave velocity

Scale model (cm=s) CFD model (cm=s)

Upstream s9-s3 4.85 42 0.528 11.5 8.3
s3-s2 6.07 66 0.462 9.2 7.9
s2-s7 6.13 63 0.438 9.7 8.1

Downstream s5-s6 6.41 400 0.300 1.6 1.88
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computed a head difference of 3.6 mm compared to 4.4 mm in the
scale model, see Fig. 14. An explanation for this difference could
be related to the differences in measured and modeled density pro-
files at the location s3 and s6 (Fig. 13) and the derivation of the
head on the pressure on the rigid lid in the CFD model.

Discussion

3D-PTV measurements have been used to study qualitatively the
flow patterns upstream of the salt screen, in particular, the zone
of flow detachment. For a more quantitative analysis, the drag force
on the particles should be incorporated and the resistance of the bed
on the heaviest particles should be studied. This has not been elab-
orated further.

The flow detachment at the southern bend upstream of the salt
screen determined the effectiveness of the application. At the up-
stream boundary, a fixed inflow of salt and fresh water was pre-
scribed. Because of this approach, differences in flow detachment
at the southern bend resulted automatically in different flow veloc-
ities between the southern and northern side of the salt screen. Be-
cause the numerical model showed some more flow detachment at
the southern side, stronger flow velocities appeared at the northern
side of the salt screen, probably causing additional mixing.

Because the density plays a large role in the head differences
over the salt screen, the discharge coefficient according to the ear-
lier definition is variable in practice. At high discharges, with a
larger supply of fresh water, the discharge coefficient may reach
up to 0.83. This means that at high discharges, the head differences
at the salt screen could eventually be lower than at low discharges
with stratified conditions.

The effectiveness diagrams presented by Jirka (1979) could not
be applied for this complex three-dimensional flow situation, as this
diagram predicted a fully effective withdrawal for the tested con-
ditions. It would match better if a correction was made for the ef-
fective cross-sectional area under the salt screen after detachment of
the flow at the southern bend. For the tested cases, the withdrawal
ratio presented by Jirka (1979) changes rapidly for higher Froude
numbers, which causes uncertainty in the prediction of the with-
drawal ratio. Additionally, the withdrawal ratio by Jirka (1979)

are based on sharp interfaces between salt and fresh water. As
gradual interfaces are normally present in prototype conditions near
IJmuiden, the effectiveness of selective withdrawal in these situa-
tions should be investigated differently.

In order to verify that the investigated salt screen design effec-
tively mitigates the effects of the extra salt inflow by the new lock,
longer timespans should be studied considering varying discharges
and lock operations. This can only be carried out by large scale
models in prototype covering the hydrodynamic system including
the full Binnenspuikanaal and upstream canal system.

Conclusion

Selective withdrawal can be used as an effective measure to mit-
igate this salt intrusion. The concept of selective withdrawal has
been studied by various researchers in the past, where design for-
mulas are presented by Jirka (1979) to assess the effectiveness of a
skimmer wall for selective withdrawal. However, as nonuniform
three-dimensional effects may influence the effectiveness of a
skimmer wall, the use of these formulas, which were based on
two-dimensional applications, may lead to significant discrepan-
cies between predicted and achieved withdrawal ratios. For the case
of the proposed salt screen at IJmuiden presented in this article, the
design formulas by Jirka (1979) would predict a full selective with-
drawal, whereas partial selective withdrawal, up to λ ¼ 0.24, was
found in the physical model. For this reason, these nonuniform
three-dimensional effects were studied in detail during the design
phase of a salt screen.

For the new salt screen at IJmuiden, nonuniform three-
dimensional effects of partial selective withdrawal have been stud-
ied by means of both physical and numerical scale modeling. A
physical scale model was built at scale 1∶40 to study the perfor-
mance of selective withdrawal and the 3D flow patterns around
the salt screen at IJmuiden. Spatially distributed density measure-
ments and detailed flow velocity measurements using PIV and 3D
PTVaround the salt screen were performed to get a detailed insight
into the complex 3D flow behavior near the salt screen. Internal
wave behavior has been studied by means of an abrupt stop of
the flows in the model.

A 3D numerical model has been validated against the flow pat-
terns, density profiles, and internal wave behavior of the physical
scale model experiments. The detailed flow patterns including tur-
bulent mixing, buoyancy effects, oblique flows, and flow detach-
ment were compared. Although the numerical model produced
somewhat more mixing over the vertical and a slightly stronger
flow detachment at the southern side wall than the physical model,
the characteristic flow patterns were adequately reproduced by a
RANS model with a rigid lid surface and using the realizable
k-ε turbulence model. The validation of the CFD model against
the physical scale measurements has shown that detailed numerical
modeling can be used to design salt screens in areas where simpler
design formulas do not apply and to study the impact of nonuni-
form three-dimensional flow patterns on the effectiveness of such
salt screens.

Data Availability Statement

Some or all data, models, or code generated or used during the study
are available in a repository online in accordance with funder data
retention policies. The measurement data set can be obtained through
the Deltares Data Portal (https://deltaresdata.openearth.eu/).
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Fig. 14. Measured and modeled head differences at the salt screen for
all test conditions. The solid line represents only freshwater tests (both
tests gave a discharge coefficient of 0.83). The remaining dots depend
on the density profiles as shown in Fig. 12.
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