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Abstract
Traditional full-waveform inversion is a non-linear and ill-posed inversion problem. To

reduce the non-linearity of it, joint migration inversion (joint migration inversion) was

proposed as an alternative. Joint migration inversion tries to minimize the mismatch

between measured and modelled reflection data. One key feature of joint migra-

tion inversion is its parameterization: two separate parameters, reflectivity (for the

amplitudes of reflected events) and propagation velocity (for the phase effects). This

separation helps to reduce the non-linearity of the inversion. During joint migration

inversion, with the velocity being updated, the reflectors in the updated image are also

shifting in depth accordingly, this phenomenon is called depth–velocity ambiguity.

This interaction between the two parameters during inversion is desired to keep the

image time consistent with the measured data but may lead to non-robustness of joint

migration inversion due to the presence of local minima. Therefore, we propose a more

robust joint migration inversion scheme, which parameterizes the models with vertical

time, termed pseudo-time joint migration inversion. In pseudo-time, the updates of

velocity will not result in the associated vertical location changes of reflectors in the

estimated image. Instead, the reflectors are mainly getting more focused. One limitation

is that the depth-pseudo-time conversion process assumes a simple linear relationship

between depth and pseudo-time, which might cause some artefacts in the converted

models when there exist strong lateral velocity variations. One subsequent round of

depth joint migration inversion is recommended to resolve this issue. We demonstrate

the effectiveness of our proposed method with a two-dimensional synthetic example

in an extreme scenario, where the initial velocity model is homogeneous, a realistic

offshore two-dimensional synthetic example, a two-dimensional field example from

the Vøring basin in Norway and a simple three-dimensional synthetic example. In all

examples, pseudo-time joint migration inversion manages to recover more reasonable

updates in the inverted velocity and invert more focused reflectors in the inverted

image, compared to depth joint migration inversion.

K E Y W O R D S
full waveform, imaging, inversion, Parameter estimation, seismics

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original
work is properly cited.
© 2022 The Authors. Geophysical Prospecting published by John Wiley & Sons Ltd on behalf of European Association of Geoscientists & Engineers.

Geophysical Prospecting 2022;1–15. wileyonlinelibrary.com/journal/gpr 1

 13652478, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1365-2478.13296 by T

u D
elft, W

iley O
nline L

ibrary on [10/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



2 QU AND VERSCHUUR

INTRODUCTION

To recover more accurate subsurface images from the
recorded seismic data in complex areas, a detailed veloc-
ity model is required. Therefore, a robust velocity inversion
method that takes into account all the complex wave propaga-
tion and reflection phenomena in the seismic data is required.

Full waveform inversion (FWI) is a powerful inversion
tool that provides a detailed velocity model by minimiz-
ing the misfit between recorded and predicted data in a
least-squares sense (Tarantola, 1984). In FWI, the two-way
wave equation can be solved via a finite-difference scheme
with a parameterization of velocity. This non-linear two-way
modelling makes FWI a non-linear and ill-posed inversion
problem, and its non-convex objective function may suffer
from local minima that are not informative about the true
parameters (Symes, 2008; Virieux & Operto, 2009). Internal
multiples and transmission effects are in principle properly
considered. However, density variations are usually not con-
sidered in FWI, thus compensated by velocity variations.
To partly avoid these issues, FWI is usually only applied
to diving waves or the low-frequency part of the data and
starts from a sufficiently good input velocity model (Operto
et al., 2004; Plessix et al., 2010). To mitigate these issues,
Xu et al. (2012) propose reflection FWI to invert long-
wavelength components of the velocity by using the modelled
reflected wavefields generated from images. However, it has
the problem of using one inversion parameter to explain both
the reflection and propagation effects in the data, making
the inversion even more non-linear (Berkhout, 2014c; Qu,
2020; Verschuur et al., 2016). Moreover, the computational
effort of (reflection) FWI grows exponentially with increasing
frequency, which makes it difficult to handle high frequencies.

Joint migration inversion (JMI) was proposed as an alter-
native velocity inversion method to overcome the aforemen-
tioned limitations in FWI (Berkhout, 2014b; Qu, 2020; Qu
& Verschuur, 2020; Staal, 2015; Verschuur et al., 2016). JMI
automatically inverts both reflectivity and propagation veloc-
ity model in a least-squares sense. The forward modelling of
JMI – full wavefield modelling – simulates the data in a way
that amplitudes are defined by the estimated reflectivities,
whereas travel times are separately controlled by the veloc-
ity model (Berkhout, 2014a). Thus, JMI takes into account
transmission effects and surface/internal multiples (Berkhout,
2014b). It is also cost-effective because its modelling is not
based on the finite-difference algorithm. Due to its scale sep-
aration of parameters, JMI is more linear than FWI (Verschuur
et al., 2016). However, JMI fails to image steep dips without
modifications (Davydenko et al., 2014). Note that both JMI
and FWI have their advantages and shortcomings and combin-
ing FWI and JMI seems to give improved results (Davydenko
& Verschuur, 2017a; Eisenberg et al., 2019; Sun et al., 2018a,
2018b).

Currently in JMI, the reflectivity and velocity updates are
employed in an alternating manner. The reflectivity updates
in JMI are always located at certain depth levels to maximize
the overlap between measured and modelled data. Therefore,
changes in the velocity model also result in location changes
of reflectors, termed depth–velocity ambiguity. For example,
in the case of a lower velocity model (lower than the true val-
ues), the reflectors are estimated at shallower depth levels, and
vice versa, a higher velocity model will estimate too large
reflector depths. During inversion, with the velocity model
being updated, the reflectors in the calculated reflectivity
model are also shifting accordingly. This kind of interac-
tion between image and velocity models during inversion is
needed to keep the image time consistent with the measured
data, however, may also lead to non-robustness of JMI due
to the presence of local minima. Therefore, a more robust
JMI scheme, in which the reflector locations in the calcu-
lated image are less dependent on the velocity updates, is
desired.

To reduce the computational overhead due to the spatial
over-sampling of deep layers in depth migration, Ma and
Alkhalifah (2012, 2013) propose to implement reverse-time
migration in the pseudo-time domain, which means the esti-
mated image is parameterized with vertical time. The vertical
time of the pseudo-time domain is equal to the integral over
depth of the vertical slowness. Therefore, the wavelength
remains constant in spite of the vertical velocity variation.
To tackle the depth–velocity ambiguity in FWI, Plessix et al.
(2012) and Plessix (2013) propose to apply FWI in the
pseudo-time domain, in which a more robust velocity update
can be obtained because the vertical locations of large veloc-
ity discontinuities are less dependent on velocity in vertical
time than in depth. In the context of JMI, the locations of
reflectors in the estimated reflectivity model will also be less
dependent on the velocity updates during inversion in pseudo-
time.

Therefore, in this work, we propose a more robust JMI
scheme, which parameterizes the reflectivity and velocity
models with vertical time, termed pseudo-time JMI. In this
way, the updates in the velocity model during inversion will
not result in large location changes of reflectors in the esti-
mated image. Instead, the reflectors are getting more focused
gradually at the same vertical time levels.

This paper is organized as follows: we first recap some
theoretical details of depth JMI, then describe it in the pseudo-
time domain. In the end, we demonstrate the effectiveness of
our proposed method using a two-dimensional (2D) synthetic
example in an extreme scenario, where the initial velocity
model has a constant value, a realistic 2D synthetic example,
a 2D field data example from the Vøring basin in Norway, and
a simple three-dimensional synthetic example. Note that this
paper is an extended version of work published in Qu et al.
(2020) and Qu and Verschuur (2021).
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PSEUDO-TIME JOINT MIGRATION INVERSION 3

THEORY OF DEPTH JOINT MIGRATION
INVERSION

Full wavefield modelling

The flow diagram of the joint migration inversion (JMI) pro-
cess is shown in Figure 1. The core of JMI is its forward
modelling process named full wavefield modelling (FWMod).
FWMod is based on a parameterization of reflectivity and
propagation velocity (Berkhout, 2014a). Both multiples and
transmission effects are considered in FWMod. In the depth
domain, the model space (𝑥, 𝑦, 𝑧) is divided into a fine set of
depth levels 𝑧𝑚, 𝑚 = 0,… , 𝑁𝑧 − 1 with Δ𝑧 spacing. 𝑁𝑥 and
𝑁𝑦 represent the number of cells in the x- and y-directions,
respectively. For each layer, reflectivity and propagation
velocity are defined and four wavefields are calculated – the
down-going and up-going incoming wavefield 𝐩+ and 𝐩−
and the down-going and up-going outgoing wavefield 𝐪+ and
𝐪−. Note that for our mathematical description we consider
one frequency slice and one shot, which are independent
of each other. Therefore, it is easy to extend this theory to
the full frequency and full shots case. The dimension of the
monochromatic wavefields 𝐩± and 𝐪± is (𝑁𝑥 ×𝑁𝑦 ×𝑁𝑧).
The building blocks of FWMod, illustrated in Figure 2, con-
sist of two parts: reflection and transmission at each level and
propagation in-between two conjunctive levels, controlled by
propagation velocity.

(1) Reflection and transmission at each level. At 𝑧𝑚,
reflected wavefields are described via downwards/upwards
reflectivity operators 𝐑∪∕∩(𝑧𝑚) and transmissions are
described via down-/up-going transmission operators
𝐓+∕−(𝑧𝑚). The dimension of 𝐑∪∕∩(𝑧𝑚) and 𝐓±(𝑧𝑚) is
(𝑁𝑥 ×𝑁𝑦) × (𝑁𝑥 ×𝑁𝑦). The wavefields at 𝑧𝑚 are connected
by these reflectivity and transmission operators (Berkhout,
2014a; Davydenko & Verschuur, 2017b):

𝐪+
(
𝑧𝑚

)
= 𝐓+(𝑧𝑚)𝐩+(𝑧𝑚) + 𝐑∩(𝑧𝑚)𝐩−(𝑧𝑚),

𝐪−
(
𝑧𝑚

)
= 𝐓−(𝑧𝑚)𝐩−(𝑧𝑚) + 𝐑∪(𝑧𝑚)𝐩+(𝑧𝑚). (1)

Note that the complete version of 𝐑(𝑧𝑚) represents spatial
convolution operators that can implicitly apply a reflection
coefficient dependent on the incident angle of the waves
(Berkhout, 2014c; Davydenko & Verschuur, 2017b). There-
fore, it can handle angle-dependent reflection. However, this
complete version of reflection operators leads to a large
solution space and would put the inversion in danger of over-
parameterization, if propagation velocities are also updated.
Thus, in this work, we make an assumption of scalar reflec-
tivity operators by ignoring the influences of incident angles
and using only the diagonal values. As a result, this version
of JMI cannot easily handle large-offset data due to the angle-
versus-offset (AVO) effects (Sun et al., 2019). The strategy
we use to handle this AVO issue in JMI will be discussed
later.

(2) Propagation in-between two conjunctive levels In-
between 𝑧𝑚 and 𝑧𝑚+1, the propagation of wavefields is
described via down- and up-going propagation operators
𝐖(𝑧𝑚+1, 𝑧𝑚) and 𝐖(𝑧𝑚, 𝑧𝑚+1). The four wavefields at 𝑧𝑚 and
𝑧𝑚+1 are connected by these propagation operators (Berkhout,
2014a; Qu, 2020):

𝐩+
(
𝑧𝑚+1

)
= 𝐖

(
𝑧𝑚+1, 𝑧𝑚

)
𝐪+

(
𝑧𝑚

)
,

𝐩−
(
𝑧𝑚

)
= 𝐖

(
𝑧𝑚, 𝑧𝑚+1

)
𝐪−

(
𝑧𝑚+1

)
.

(2)

By assuming the medium in between each two consecutive
levels being locally homogeneous, we can relate one row of
the propagation operator 𝐖(𝑧𝑚+1, 𝑧𝑚) to a phase-shift opera-
tor that propagates the wavefields from one depth level (𝑧𝑚) to
one point at the next depth level (𝑥𝑙, 𝑦𝑛, 𝑧𝑚+1) (Gazdag, 1978):

𝐰†
𝑙,𝑛

(
𝑧𝑚+1, 𝑧𝑚

)
= −1

𝑥,𝑦

[
𝑒−𝑗𝑘𝑧Δ𝑧𝑒𝑗𝑘𝑥𝑥𝑙 𝑒𝑗𝑘𝑦𝑦𝑛

]
,

𝑘𝑧 =
⎧⎪⎨⎪⎩

√
𝑘2 − 𝑘2

𝑥
− 𝑘2

𝑦

√
𝑘2
𝑥
+ 𝑘2

𝑦
≤ |𝑘|

−𝑗
√

𝑘2
𝑥
+ 𝑘2

𝑦
− 𝑘2

√
𝑘2
𝑥
+ 𝑘2

𝑦
> |𝑘|,

with 𝑘 = 𝜔

𝑣𝑙,𝑛(𝑧𝑚) ,

(3)

F I G U R E 1 JMI flow chart, where both velocities and reflectivities (i.e., the image) are updated (Verschuur & Staal, 2014)
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4 QU AND VERSCHUUR
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F I G U R E 2 A schematic illustration of FWMod in depth. For the 𝑚th building block highlighted with a red square, 𝐩± are the incoming
down-/up-going wavefields and 𝐪± are the outgoing down-/up-going wavefields; 𝐑∩∕∪ and 𝐓± denote downwards/upwards reflectivity and
down-/up-going transmission operators, respectively; 𝐖(𝑧𝑚+1, 𝑧𝑚) and 𝐖(𝑧𝑚, 𝑧𝑚+1) represent the down-/up-going propagation operators.

where −1
𝑥,𝑦

is the inverse spatial Fourier transform from
(𝑘𝑥, 𝑘𝑦) to the (𝑥, 𝑦). 𝑗 denotes the imaginary unit. 𝑣𝑙,𝑛(𝑧𝑚) is
a scalar, representing the propagation velocity at the location
(𝑥𝑙, 𝑦𝑛, 𝑧𝑚).

Based on the current reflectivity and propagation veloc-
ity model, by extrapolating the wavefields downwards from
𝑧0 to 𝑧𝑁𝑧−1 and then upwards from 𝑧𝑁𝑧−1 to 𝑧0 with the
aforementioned building blocks shown in Figure 2, one
round-trip of modelling is constructed, yielding only pri-
maries. Subsequently, based on the updated wavefields, the
next round-trip of modelling is constructed, after which the
first order of internal multiples is included, etc. Note that
FWMod based on these building blocks is flexible and can
be easily extended to include more physics by upgrading the
building block (Alshuhail & Verschuur, 2019; Alasmri &
Verschuur, 2019).

Inversion

During inversion, the subsurface parameters are updated iter-
atively by fitting the modelled wavefield to the measured
wavefield in a least-square sense. The following objective
function is defined at the surface:

𝐽 = 1
2
∑
𝜔

∑
shots

||𝐝−0 − 𝐩−
(
𝑧0
)||22, (4)

where ||.||22 describes the sum of the squares of the values.
𝐝−0 is the measured wavefields at the surface (the up-going
component, after receiver deghosting for marine data). The
gradient calculation of the reflectivity and velocity based on
objective function (4) involves a reverse extrapolation of the
wavefield residual and several cross-correlation operations

(Qu, 2020; Qu & Verschuur, 2020; Staal & Verschuur, 2013;
Sun et al., 2019; Verschuur et al., 2016). After the gradients
are calculated, the parameters are updated and the residual
wavefields are slowly driven to a minimum level (Staal &
Verschuur, 2013). The flow diagram of the inversion process
is shown in Figure 1.

One key feature of JMI is its parameterization: two separate
parameters – 𝐫 and 𝐯 – have different effects on the modelled
data; the reflectivities are responsible for the amplitudes of the
reflected events, and the propagation velocity is responsible
for the phase effects of them (i.e., the arrival time). Currently,
the reflectivity and velocity models are updated alternately.
The reflectivity updates in JMI are always located at certain
depth levels to maximize the overlap between the measured
and modelled data. Therefore, changes in the velocity model
result in the associated changes in the reflector locations.
One small-scale test regarding this interaction is shown in
Figures 3a–d. By comparing Figure 3b,d with Figure 3a,c,
it can be observed that in the case where the velocities are
much lower than the true velocities, reflectors are estimated at
shallower depth levels. This kind of interaction is also called
depth–velocity ambiguity. It may lead to the non-robustness of
JMI during inversion. Therefore, a more robust JMI scheme,
in which the reflector locations in the inverted image are less
dependent on the velocity updates, is desired.

THEORY OF PSEUDO-TIME JOINT
MIGRATION INVERSION

To avoid the non-robustness in joint migration inversion (JMI)
due to the depth–velocity ambiguity, we propose a more
robust JMI scheme, which parameterizes the models with
vertical time, termed pseudo-time JMI. Given the current
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PSEUDO-TIME JOINT MIGRATION INVERSION 5
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F I G U R E 3 A small-scale test to show the benefit of inversion in
the pseudo-time domain. In depth: (a) and (b) the true velocity model
and a wrong velocity model with lower value, (c) and (d) the associated
images.

velocity model in depth 𝐯(𝑧), the vertical time is defined by

𝜏 = ∫
𝑧

0

d𝑧′

𝐯(𝑧′)
, (5)

and the inverse relation is

𝑧 = ∫
𝜏

0
𝐯
(
𝜏′
)
d𝜏′ (6)

(Ma & Alkhalifah, 2012, 2013). The vertical locations of
reflectors are supposed to be less dependent on the veloc-
ity in the pseudo-time domain than in the depth domain. To
demonstrate this, a same small-scale test is carried out in the
pseudo-time domain and shown in Figure 4a–d. We notice
that the error in the velocity model does not result in location
changes of reflectors in the associated image in the pseudo-
time domain. Instead, the reflectors are just less focused in
the presence of velocity errors. In addition, the wavelength in
the pseudo-time domain remains constant despite the verti-
cal velocity variations; therefore, pseudo-time inversion also
helps to reduce the computational overhead due to the spatial
over-sampling of deep layers (Ma & Alkhalifah, 2012, 2013).

The theory of pseudo-time full-wavefield modelling
(FWMod) and JMI is quite straightforward and can be real-
ized easily with very few changes to the existing depth
domain code. Instead of defining models and wavefields in
space (𝑥, 𝑧), they are defined in the space (𝑥, 𝜏). The model
space is divided into a fine set of pseudo-time levels 𝜏𝑚, 𝑚 =
0,… , 𝑁𝜏 − 1 separated by a small distance Δ𝜏 along a cer-
tain spatial direction 𝜏 − axis. The schematic illustration of
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F I G U R E 4 A small-scale test to show the benefit of doing
inversion in the pseudo-time domain. In pseudo-time: (a) and (b) the
models converted from Figure 4a,b and (c) and (d) the associated image
models.

pseudo-time FWMod is shown in Figure 5. The building
blocks in the pseudo-time domain – reflection and transmis-
sion at each level and propagation in-between two conjunctive
levels – can be expressed as

𝐪+
(
𝜏𝑚

)
= 𝐓+(𝜏𝑚)𝐩+(𝜏𝑚) + 𝐑∩(𝜏𝑚)𝐩−(𝜏𝑚),

𝐪−
(
𝜏𝑚

)
= 𝐓−(𝜏𝑚)𝐩−(𝜏𝑚) + 𝐑∪(𝜏𝑚)𝐩+(𝜏𝑚). (7)

𝐩+
(
𝜏𝑚+1

)
= 𝐖

(
𝜏𝑚+1, 𝜏𝑚

)
𝐪+

(
𝜏𝑚

)
,

𝐩−
(
𝜏𝑚

)
= 𝐖

(
𝜏𝑚, 𝜏𝑚+1

)
𝐪−

(
𝜏𝑚+1

)
.

(8)

Here, the propagation operator in pseudo-time, adapted from
Equation (3), can be written as

𝐰†
𝑙,𝑛

(
𝜏𝑚+1, 𝜏𝑚

)
= −1

𝑥,𝑦

[
e−𝑗𝑘𝑧Δ𝜏𝑣𝑙,𝑛(𝜏𝑚)e𝑗𝑘𝑥𝑥𝑙e𝑗𝑘𝑦𝑦𝑛

]
,

𝑘𝑧 =
⎧⎪⎨⎪⎩

√
𝑘2 − 𝑘2

𝑥
− 𝑘2

𝑦

√
𝑘2
𝑥
+ 𝑘2

𝑦
≤ |𝑘|

−𝑗
√

𝑘2
𝑥
+ 𝑘2

𝑦
− 𝑘2

√
𝑘2
𝑥
+ 𝑘2

𝑦
> |𝑘|,

with 𝑘 = 𝜔

𝑣𝑙,𝑛(𝜏𝑚) .

(9)

During inversion, the subsurface models in pseudo-time are
optimized by fitting the measured wavefield with the mod-
elled wavefield, which is also generated recursively in the
pseudo-time domain. Note that, similar to depth JMI, fine
details are not expected in the inverted velocity using pseudo-
time JMI, as it only explains the propagation effects in the
data. After the process of pseudo-time JMI, the inverted
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6 QU AND VERSCHUUR

F I G U R E 5 A schematic illustration of FWMod in pseudo-time. For the 𝑚th building block highlighted with a red square, 𝐩± are the incoming
down-/up-going wavefields and 𝐪± are the outgoing down-/up-going wavefields; 𝐑∩∕∪ and 𝐓± denote downwards/upwards reflectivity and
down-/up-going transmission operators, respectively; 𝐖(𝜏𝑚+1, 𝜏𝑚) and 𝐖(𝜏𝑚, 𝜏𝑚+1) represent the down-/up-going propagation operators.
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F I G U R E 6 Middle shot profile comparison in the T–X domain and F–K domain before AVO mitigation based on the subsurface model in
Figure 10a. (a) and (b) generated via FD modelling; (c) and (d) generated via angle-independent FWMod.
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PSEUDO-TIME JOINT MIGRATION INVERSION 7
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F I G U R E 7 Middle shot profile comparison in the T–X domain and F–K domain after AVO mitigation based on the subsurface model in
Figure 10a. (a) and (b) the filtered and scaled version of Figure 6a,b; (c) and (d) the filtered version of Figure 6c,d.

models are converted back to the depth domain. Due to the
imperfect inverted velocity via pseudo-time JMI and the sim-
ple linear relationship between depth and pseudo-time, there
might be some artefacts in the converted models, especially
in the presence of strong lateral velocity variations in the sub-
surface. To resolve this issue, an additional step of depth JMI
is required with a smoothed version of the inverted velocity
via pseudo-time JMI as the starting model.

One additional concern in the current JMI implementa-
tion (for both depth and pseudo-time JMI) is that, due to the
scalar reflectivity assumption, the current JMI cannot cor-
rectly match the part of the measured data at large offsets due
to strong angle-versus-offset (AVO) effects (Sun et al., 2019).
To illustrate this, a comparison of shot profiles is shown in
Figure 6a,c, which are generated using finite-difference (FD)
modelling and angle-independent FWMod based on the sub-
surface model in Figure 10, respectively. We can see the
high amplitudes at larger offsets in the FD-modelled data,
whereas, angle-independent FWMod is not able to generate
these AVO effects. The same effect can be observed in the

F–K (frequency–wavenumber) domain in Figure 6b,d. It can
be seen that the part of signals below the red line in Figure 6b
contains strong AVO effects. The part between the red and yel-
low lines also has AVO effects, although not as strong. Based
on the above observations, we choose to use a robust AVO
mitigating workflow, which consists of two additional pro-
cessing steps in the data comparison during inversion and an
F–K filtering process to cut off the strong AVO effects (sig-
nals below the red line) in the measured and modelled data; an
F–K scaling to further scale down the remaining AVO effects
in the measured data (signals between the red and yellow
lines). By comparing Figure 6b and 6d, it can be seen that the
F–K scaling is expected to decay the amplitude of the FD data
exponentially along the wavenumber and frequency axes in
the area between the red and yellow lines. Therefore, inspired
by how evanescent waves decay in the F–K domain, we prag-

matically design the F–K scaling as e
−
√

𝐤𝐱2+𝐤𝐲2−𝑤2∕𝑣2Δ𝑧. The
demonstration of this processing step on the seismic data is
shown in Figure 7a–d, in which we chose the initial velocity
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F I G U R E 8 A synthetic example with a large velocity error: (a) and (b) true velocity model in depth and pseudo-time; (c) and (d) initial
velocity and reflectivities

value at 1100 m depth level (2915 m/s) for the F–K filter-
ing and the maximal initial velocity value (6582 m/s) for the
F–K scaling. During JMI, we use the residual between the
processed measured and modelled data to calculate the model
gradients at each iteration.

EXAMPLES

A synthetic data example in an extreme
scenario

To demonstrate the effectiveness of our proposed method,
we first present a synthetic example in an extreme scenario
to show the advantages and disadvantages of the proposed
pseudo-time joint migration inversion (JMI). The dataset is
generated via full wavefield modelling (FWMod) based on
the true velocity model in Figure 8a. Figure 8b shows the
true velocity model in the pseudo-time domain, which is con-
verted from Figure 8a using Equation (5). Note that this true
velocity model in pseudo-time is just for demonstrating pur-
pose and not used in the generation of data. The source and
receiver spacings are 200 and 20 m, respectively. We use a
Ricker wavelet with a 20-Hz peak frequency, and the fre-
quency bandwidth during JMI is 5-40 Hz. Forty iterations in
a gradient descent scheme are applied in a multi-scale way

for both depth and pseudo-time JMI. The initial models are
shown in Figure 8c,d, the initial reflectivities are zero and the
initial velocity model is set to a constant value of 1800 m/s.
Note that, for comparison, the implementations of depth JMI
and pseudo-time JMI share the same other settings, for exam-
ple, 𝑁𝑧 = 𝑁𝜏 , and this is the case for all the other examples
in this section.

By starting from an extremely erroneous initial velocity
model, the traditional depth JMI fails to give reasonable
results, which are shown in Figure 9a,b. Thanks to the
improved robustness, JMI in the pseudo-time domain man-
ages to recover a high-quality image (Figure 9d), when
compared to the true velocity model in pseudo-time shown in
Figure 8b. It means that the estimated velocity in Figure 9c
is good enough to explain the propagation effects in the
data. However, it does not show details because it can only
explain the propagation effects in the data. After the pro-
cess of pseudo-time JMI, the inverted models are converted
back to the depth domain (Figure 9e,f). We notice the undu-
lations of the deeper reflectors because the conversion from
pseudo-time into depth is not perfect due to the imperfect esti-
mated velocity. To resolve this issue, one extra round of depth
JMI is applied with the inverted velocity model in Figure 9e
(achieved by pseudo-time JMI) as the starting model. The
final results are shown in Figure 9g,h, in which the reflectors
are not wiggled any more.
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F I G U R E 9 A synthetic example with a large velocity error: (a) and (b) The inverted velocity and reflectivities using depth JMI; (c) and (d) the
inverted velocity and reflectivities using pseudo-time JMI; (e) and (f) the corresponding models in depth, which are converted from (c) and (d); (g)
and (h) the inverted velocity and reflectivities using depth JMI starting with the velocity model (c).

A realistic two-dimensional offshore synthetic
data example

To further demonstrate the effectiveness of the proposed
JMI scheme, we revisit a realistic two-dimensional (2D)
deep water synthetic dataset used in Sun et al. (2019),
in which the original JMI implementation failed to give
reasonable velocity updates when starting from a poor initial
velocity. This synthetic subsurface model was built via

known geological information. The true velocity model is
shown in Figure 10a, and the corresponding density model is
generated via Gardner’s equation except for the water layer.
The measured data shown in Figure 6a are generated using
acoustic finite-difference (FD) modelling based on both
density and velocity models with a 15-Hz Ricker wavelet, and
the reliable frequency spectrum is 5–40 Hz. The receivers
with 25 m spacing and the sources with 100 m spacing are
located along the entire surface. A gradient descent scheme
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10 QU AND VERSCHUUR

F I G U R E 1 0 A realistic synthetic example: (a) and (b) true and initial velocity model; (c) and (d) the inverted velocity and image using depth
JMI; (e) and (f) the inverted velocity and image using pseudo-time JMI. Note that one extra round of depth JMI is applied after pseudo-time JMI.

with 240 iterations is applied in a multi-scale manner for both
depth and pseudo-time JMI.

The initial reflectivities are zero, and the initial velocity is a
smooth starting model, as shown in Figure 10b. The inverted
models using depth JMI are shown in Figure 10c,d. It can be
seen that the update is not very effective, especially in the
deeper part. The inverted results using the proposed pseudo-
time JMI are shown in Figure 10e,f. We can observe that this
proposed JMI scheme achieves much better results regard-
ing both velocity and image. Figure 10e exhibits much more
details in the shallow area and manages to recover the velocity
inversion at a depth of approximately 3000 m (the above-
mentioned improvements are pointed out by black arrows and
square in Figure 10c,e. Moreover, the reflectors in the corre-
sponding image (Figure 10f) are better focused compared to
the ones using depth JMI in Figure 10d (some improvements
are highlighted with red arrows). Note that one extra round
of depth JMI is applied in the final step of processing. In the
end, we show in Figure 11a,b the data differences between

the filtered and scaled measured data (shown in Figure 7a)
and the modelled data based on the inverted models, where
some improvements are highlighted with a red square. It can
be clearly observed that pseudo-time JMI can predict the data
much better than depth JMI.

Field data example based on a deepwater
marine dataset from the Vøring basin in
Norway

In this subsection, we demonstrate the proposed method on
a 2D field dataset from the Vøring basin. The data were
acquired by a streamer survey in the North Sea, in the Vøring
area, offshore Norway. The source and receiver spacings
used in our example are 50 and 25 m, respectively. Several
preprocessing steps have been applied to the data, includ-
ing the direct wave and surface-related multiple removals,
deghosting, near-offset interpolation and using reciprocity to
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F I G U R E 1 1 A realistic synthetic example: difference for one shot record between the measured data (Figure 7a) and modelled data based on
the inverted models using depth JMI (a) and pseudo-time JMI (b). Note the different amplitude scales in (a) and (b) compared to Figure 7a.

F I G U R E 1 2 Field example: (a) and (b) initial velocity and reflectivities; (c) and (d) the inverted velocity and reflectivities using depth JMI; (e)
and (f) the inverted velocity and reflectivities using pseudo-time JMI
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12 QU AND VERSCHUUR

F I G U R E 1 3 Field example for one shot record: the measured data (a) and the corresponding data difference with the modelled data based on
the inverted models using depth JMI (b) and pseudo-time JMI (c). Note the different amplitude scale in (b) and (c) compared to (a).

make the shot records split spread. The source wavelet was
estimated from the surface-related multiples by using a so-
called estimation of primaries by sparse inversion process
(van Groenestijn & Verschuur, 2009). The frequency band-
width during JMI is 5–40 Hz. Figure 12a shows the initial
velocity model obtained by normal moveout analysis, and
the initial reflectivity model is zero (Figure 12b). The input
initial velocity for pseudo-time JMI is the model converted
from Figure 12a into the pseudo-time domain, and the initial
reflectivities are also zero. A gradient descent scheme with
80 iterations is applied in a multi-scale way for both depth
and pseudo-time JMI.

The inverted results using depth JMI are shown in
Figure 12c,d, and the results using pseudo-time JMI are
displayed in Figure 12e,f. From these figures, the same obser-
vation can be drawn as for the previous synthetic example: The
updates via depth JMI alone is not effective (Figure 12c); in
comparison, the inverted velocity using the proposed pseudo-
time JMI shows more reasonable updates (Figure 12e). The
improvement can be observed clearly at depth 1500–2200m,
which is highlighted via a black square. Moreover, the reflec-
tors inverted using pseudo-time JMI in Figure 12f are better

focused compared to the inverted ones using depth JMI in
Figure 12d. Some improvements are highlighted with red
arrows in the inverted images. In the end, a measured shot
profile is shown in Figure 13a, and the corresponding data dif-
ference between the measured data and modelled data based
on depth and pseudo-time JMI is shown in Figure 13b,c. It
can be observed that pseudo-time JMI can reconstruct the data
much better than depth JMI (highlighted with red square and
arrows).

DISCUSSION

The full wavefield modelling (FWMod) and joint migration
inversion (JMI) process in the depth domain and pseudo-time
domain can be straightforwardly extended to a full three-
dimensional (3D) situation. In this discussion, we show the
potential effectiveness of the proposed method for a 3D case
based on a simple synthetic model (Figure 14a). This 3D syn-
thetic model is an extended version of the two-dimensional
model shown in Figure 8a. The dataset is generated via
3D FWMod. The inline source and receiver spacings are
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PSEUDO-TIME JOINT MIGRATION INVERSION 13

F I G U R E 1 4 A 3D synthetic example: (a) and (b) the true and initial velocity; (c) and (d) the inverted velocity and reflectivities using depth
JMI; (e) and (f) the inverted velocity and reflectivities using pseudo-time JMI. Note that one extra round of depth JMI is applied after pseudo time
JMI.
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14 QU AND VERSCHUUR

200 and 20 m; the crossline source and receiver spacings are
400 and 20 m. We use a Ricker wavelet with a 20-Hz peak
frequency, and the frequency bandwidth during JMI is 5–30
Hz. A gradient descent scheme with 45 iterations is applied
in a multi-scale way for both depth and pseudo-time JMI. The
initial velocity model is shown in Figure 14b, and the initial
reflectivities are zero. The inverted models via 3D depth JMI
and 3D pseudo-time JMI are shown in Figure 14c–f. We can
observe that 3D pseudo-time JMI outperforms 3D depth JMI,
especially in the overburden salt area. Note that, to further
demonstrate the effectiveness of the pseudo-time JMI in 3D
cases, more efforts should be made, for example, providing
realistic and field 3D examples. However, it will be left for
further research.

CONCLUSION

In the conventional depth joint migration inversion (JMI),
when the velocity model is being updated, the reflectors in
the estimated image are shifting accordingly. This might lead
to non-robustness of the inversion. To avoid this issue, we
propose a more robust JMI scheme, which parameterizes the
models in vertical time, termed pseudo-time JMI. In this way,
the updates of the velocity during inversion will not result
in the associated location changes of reflectors. Instead, the
focusing of the image improves gradually. The effectiveness
of the proposed method has been demonstrated with two-
dimensional (2D) and three-dimensional synthetic examples
and a 2D marine field dataset from the Vøring basin in Nor-
way. In all examples, the inverted models using pseudo-time
JMI show clear improvements compared to depth JMI. One
main limitation of the proposed pseudo-time JMI is the sim-
ple linear assumption in the depth-pseudo-time conversion
process. This assumption might cause some artefacts in the
converted models, especially in the presence of strong lateral
velocity variations in the subsurface. To resolve this issue, one
subsequent round of depth JMI is recommended in the case of
strong lateral velocity variations.
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