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Introduction

My thesis investigates what makes good explanations for group recommendations, consid-
ering the privacy concerns of group members. Let’s give an example. Have you ever been
to lunch with other colleagues on a business trip? Do you recall how long it took you to
pick a restaurant? In these situations, recommender systems could help people decide, e.g.,
where to go. Recommender systems are decision support systems helping users to identify
one or more items that satisfy their requirements. Most often, recommender systems propose
items to individual users. However, there are many scenarios where a group of users will con-
sume a recommendation and need support for group decision-making. A group recommender
system is a system that recommends items to groups of users collectively, given their prefer-
ences. An example is a system for suggesting places to visit to a group of colleagues traveling
together. For example, think of a group decision regarding the next places to visit in a col-
leagues’/friends’ group traveling. Explanations, for such recommendations, in this context,
act as complementary information, describing how specific recommendations are generated
to help the group make informed decisions on whether to follow or not follow recommenda-
tions. However, there are many types of information to include and many ways to formulate
an explanation, and it is not clear which information should be shown in the explanation
for a group. Besides, explanations for groups are different from explanations for single users
in that they should consider the privacy aspect (e.g., people might be sensitive to disclosing
some of their information in the group). In this chapter, I first introduce the motivation of
this Ph.D. thesis of developing explanations for group recommendations/decisions context. To
the best of my knowledge, this thesis is the first work that studied group explanations from
the perspective when the privacy aspect is included. Then I list the research questions that
guide my thesis to design explanations for groups and summarize the corresponding contri-
butions. This includes studying what information to disclose and what not to disclose in a
group explanation and what factors and how influence the decision of information disclosure
in a group explanation, e.g., the group members’ personality, the relationship between them,
whether their opinion is aligned with the majority in the group or not. Finally, I present a list
of publications carried out during this thesis.




2 1 Introduction

1.1 Research Motivation

Have you ever been to lunch with other colleagues on a business trip? Do you recall how
long it took you to pick a restaurant? Imagine you start walking to one restaurant only to
discover that Person A wants to eat Halal, Person B has an auto-immune protocol diet, and
Person C prefers a low-budget place. After visiting a restaurant, your group might also
need to pick where to go next (e.g., a war museum, a cannabis store, etc.). Will you speak
out if your preferences do not align with the majority in the group? What about when
you do not have close relationships with other group members? Not only is it challenging
to cater to multiple preferences, it can also be difficult to surface individual preferences in
order to make an informed group decision!

In many domains, such as tourism [10, 85], people often consume recommendations in
groups rather than individually. There are different approaches in the literature for consid-
ering different preferences within a group. A common approach is aggregation strategies
that combine the individual preferences of all group members and predict an item that
is suitable for the group [74, 76, 85]. An advantage is that this approach can be easily
explained to the group, which can be a good start for designing group explanations. A dis-
advantage is that they are simple and do not, for example, evolve based on users’ needs,
like machine learning approaches. There is no best aggregation strategy that exists, and
for each recommendation, some individuals might not be happy with the recommendation
[2]. For example, the Fairness Strategy (an aggregation strategy) [74] might recommend
an item that one or more group members do not like but will recommend at other times
other items that they do like, in order to compensate.

In these situations, explanations can clarify such trade-offs, help people comprehend
how these recommendations are generated, make it easier to accept items they do not
like, and ultimately facilitate reaching a group consensus and making informed decisions
[7, 30, 84, 131]. Explanations can be regarded as additional information (i.e., in this thesis,
this information is textual only) that accompanies the recommendations and serves vari-
ous goals, such as increasing satisfaction (the ease of usability or enjoyment of the used
recommender system) [124]. Many studies have demonstrated the benefits of adding expla-
nations to automated recommendations (e.g., [42, 117]). Previous research in this area has
focused on explaining individual recommendations [42, 117]. Similar to explanations for
single-user recommendations, explanations for groups can be designed based on the un-
derlying recommendation algorithm. However, in the context of group recommendations,
formulating explanations is even more challenging as other aspects must be considered.
To study what to explain in a group explanation, we initially considered explaining the
aggregation strategies as central. Then we discovered that other factors such as privacy
and group composition (e.g., whether the user’s preferences align with the majority in the
group, their social relationship in the group) were much more influential. Explaining why
certain items are recommended can help users agree on a joint decision within a group
[30, 98], but the value of such explanations should be traded-off against the desire to pre-
serve individuals’ privacy by not disclosing information they do not want to disclose in
that group. For example, if other group members know each other’s preferences, it is eas-
ier to reach a consensus/converge on a decision and find something they all want to do.
Still, there might be personal information/preferences one does not wish to disclose. So
the explanation should strike a balance between giving the group enough information to
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achieve what they want without revealing the information they are uncomfortable with.

The few existing works on generating explanations for group recommendations pri-
marily consider the need for transparency [30, 108]. However, considering privacy as-
pects of explanations for groups of users is essentially an open research issue. To the best
of my knowledge, this thesis is the first work that studied group explanations from the
perspective when the privacy aspect is included. My ultimate purpose is to help people
with better group decision-making by providing them with privacy-preserving explana-
tions to help group members explain their arguments for or against the suggested items
(places) to the group. To this end, I look at both static (Chapter 3 and part of Chapter
4) and interactive information provision (Chapter 5 and part of Chapter 4) for the group
explanations. This thesis is mainly conducted in the context of tourism—a domain that
is suitable for studying group decisions, as it is relatable for many participants and com-
monly involves coordinating with a group of people. In order to accomplish this goal,
we need a more fundamental understanding of factors that influence people’s disclosure
decisions in various group decision-making contexts. I, therefore, conducted a number
of studies to contextualize users’ disclosure decisions to understand which individual and
situational factors need to be considered in order to predict whether users are willing
to disclose certain personal information to help with group decision-making or not. Re-
search in the online privacy context shows most Internet users trade-off the anticipated
benefits with the risks of disclosure to decide on their information disclosure. In making
this trade-off, these users decide to disclose how much, if any, information is requested
from them. Based on this deeper understanding of users’ disclosure behavior, the core
contribution of this thesis is a privacy disclosure model containing different individual
and situational models/characteristics that help to predict users’ disclosure intention in a
group decision/recommendation context.

1.2 Research Questions

This thesis investigates the following main research question in the group recommenda-
tion/decision context.

How do different factors influence individual group members’ requirements towards
a group explanation?

To answer our main research question, we organized the work into three research sub-
questions (the research questions have evolved in the process).

RQ1 What information should be disclosed in a group explanation to increase group
members’ satisfaction?

As afirst step, in Chapter 3, we started evaluating with people, which kinds of explana-
tions are meaningful to include in a group recommendation to increase group members’
satisfaction (RQ1). We contributed novel suggestions for formulating explanations for
group recommendations (the explanations are textual and static). Inspired by explanations
for single-user recommendations, explanations for groups included information about the
underlying recommendation algorithm (in this case, aggregation strategies). However, we
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decided not to proceed with aggregation strategies as they do not show a significant effect
in, e.g., group satisfaction or consensus. The user comments suggested that other factors,
such as privacy (people might be sensitive to disclosing some of their information), were
much more influential in the studied settings. This leads us to RQ2 as follows. As we will
see, privacy risk will be a recurring theme in the remainder of the thesis. We also high-
lighted the challenges of benchmarking and replicating studies in the context of group
recommendations and explanations.

RQ2 How do different factors (i.e., individual differences, group dynamics, etc.) influence
individual group members’ privacy risk perception of information disclosure in a
group explanation?

As mentioned above, the user comments highlight the need to consider privacy in de-
signing a group explanation. This leads us to the second research question. In Chapter 4,
we investigate the factors that one should model in the group to consider group members’
privacy risks regarding information disclosure in a group explanation (RQ2). We inves-
tigated some factors identified in the literature that influence individual privacy risks of
information disclosure in our case in a group explanation, i.e., group members’ personal-
ity, the type of relationship they have in the group, and preference scenario (whether their
preferences are aligned or not aligned with the preferences of the majority in the group).
We gave design recommendations for automatically generating group explanations in this
context (e.g., when the recommended item does not align with the majority preferences,
one should be cautious about disclosing the identity of the people with the minority pref-
erences in the group, together with their strong opinions). We saw that it is not enough
to only look at privacy risks for predicting people’s disclosure behavior. Inspired by lit-
erature, next, in RQ3, we study how people trade-off the anticipated disclosure benefit
with the privacy risk of disclosing information to decide how much, if any, information
to disclose to be able to model their privacy disclosure.

RQ3 How do people trade-off between disclosure benefit versus privacy risk of informa-
tion disclosure in a group explanation?

So, in Chapter 5, we focused on RQ3, and we studied how people trade-off the an-
ticipated disclosure benefit with the privacy risk of disclosing information to decide how
much, if any, information to disclose in a group explanation. In such decisions in group
recommendations, users face a dilemma: they want to enjoy the benefits that may result
from sharing or disclosing information with other group members (e.g., support their ar-
guments about what places to visit or to avoid), but they also want to reduce the risk that
this data may have (e.g., leaving a negative impression on others). In making this trade-
off, users usually decide to disclose some but not all information that is requested from
them [62]. The findings of our study regarding user disclosure decisions can be utilized
to automatically predict a proper fit between users’ desire for privacy and their need for
transparency to make better group decisions.

Study Platform. In Chapters 4 and 5, to answer the research questions, I developed an
open-source web-based chat-bot, to study group disclosure decisions and evaluate explana-
tions for group recommendations. To create realistic scenarios of group decision-making
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where users can control the amount of information disclosed in the group and have it-
erative interaction between group members, I developed TouryBot. This chat-bot agent
generates natural language explanations to help group members explain their suggestions
to the group. This publicly available implementation can be easily used and adapted for
empirical studies in a group recommendation/decision context. The code is available at
the following address https://osf.io/z3hnp/.

Note all our experiments received ethical committee approval from the Human Re-
search Ethics Committee (HREC) at TU Delft.

1.3 List of Publications

A complete list of publications on which the research chapters were based is presented
below:

Chapter 3 is based on a conference paper, a workshop paper, and a late-breaking results
paper.

« Shabnam Najafian, Daniel Herzog, Sihang Qiu, Oana Inel, and Nava Tintarev. You do
not decide for me! Evaluating explainable group aggregation strategies for tourism.
In Proceedings of the 31st ACM Conference on Hypertext and Social Media, pages 187-
196, 2020.

« Francesco Barile, Shabnam Najafian, Tim Draws, Oana Inel, Alisa Rieger, Rishav
Hada, and Nava Tintarev. Toward benchmarking group explanations: Evaluating
the effect of aggregation strategies versus explanation. 2021.

« Shabnam Najafian and Nava Tintarev. Generating consensus explanations for group
recommendations. In UMAP Latebreaking results, 2018.

Chapter 4 is based on a workshop paper and two conference papers.

« Shabnam Najafian, Oana Inel, and Nava Tintarev. Someone really wanted that song
but it was not me! Evaluating which information to disclose in explanations for
group recommendations. In Proceedings of the 25th International Conference on In-
telligent User Interfaces Companion, pages 85-86, 2020.

« Shabnam Najafian, Amra Delic, Marko Tkalcic, and Nava Tintarev. Factors influ-
encing privacy concern for explanations of group recommendation. In Proceedings
of the 29th ACM Conference on User Modeling, Adaptation and Personalization, pages
14-23, 2021.

+ Shabnam Najafian, Tim Draws, Francesco Barile, Marko Tkalcic, Jie Yang, and Nava
Tintarev. Exploring user concerns about disclosing location and emotion informa-
tion in group recommendations. In Proceedings of the 32nd ACM Conference on Hy-
pertext and Social Media, pages 155-164, 2021.
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Chapter 5 is based on the part of a conference paper and a journal paper (under review).

« Shabnam Najafian, Tim Draws, Francesco Barile, Marko Tkalcic, Jie Yang, and Nava
Tintarev. Exploring user concerns about disclosing location and emotion informa-
tion in group recommendations. In Proceedings of the 32nd ACM Conference on Hy-
pertext and Social Media, pages 155-164, 2021

« Shabnam Najafian, Geoff Musick, Bart Knijnenburg, and Nava Tintarev. How do
People Make Decisions in Disclosing Personal Information in Tourism Group Rec-
ommendations in Competitive versus Cooperative Conditions? Modeling and User-
Adapted Interaction (UMUAI) Journal, 2022 (under review).

The thesis also benefited from insights gained from the following workshop paper:

. Oykﬁ Kapcak, Simone Spagnoli, Vincent Robbemond, Soumitri Vadali, Shabnam Na-
jafian, and Nava Tintarev. Tourexplain: A crowdsourcing pipeline for generating
explanations for groups of tourists. In Workshop on Recommenders in Tourism co-
located with the 12th ACM Conference on Recommender Systems (RecSys 2018), vol-
ume 2222. CEUR, 2018
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Literature Review

This thesis is about studying what makes good explanations for group recommendations. In
this chapter, I illustrate the relevant literature in this regard. Making a joint decision in the
group, i.e., deciding where to visit with the group of colleagues on a business trip, is challeng-
ing as people often have different preferences. Various strategies can be used to predict an
item suitable for the group collectively, given the preferences of all members. Each such ag-
gregation strategy, however, has its trade-offs. In this situation, explanations can help people
understand why certain items are recommended i.e., to increase group members’ satisfaction.
However, among many ways of formulating an explanation for groups, it is unclear which
information needs to be shown in the explanation. Inspired by explanations for single-user
recommendations, explanations for groups included information about the underlying rec-
ommendation algorithm (in this case, aggregation strategies). This chapter introduces the
aggregation strategies, which was initially included in our designed group explanations. Be-
sides, I discuss conversational interfaces as an interactive group recommendation approach,
which I use to study and model group members disclosure behavior in the group recommen-
dation context. Then I provide an overview of existing research related to explanations in
group recommender systems and discuss privacy aspects in explanations for groups, which
arise in these scenarios. I finish this chapter by summarizing the effects of disclosure benefit
versus privacy risk and their antecedents (i.e., group member’s personality) on information
disclosure in a group explanation.
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2.1 Group Decision Making

Group recommender systems (GRSs) have been developed to support group decision-making
processes with recommendations expected to satisfy a group of people, not just a single
person. Most of the previous research has assumed that only by aggregating individual
preferences can the system come up with a satisfying recommendation for all individ-
uals in the group. Following, I introduce the existing aggregation strategies as a static
group recommendation approach which I initially include their descriptions in our pro-
posed group explanations. Besides, I discuss conversational interfaces as an interactive
group recommendation approach, which I use to study and model group members disclo-
sure behavior in the group recommendation/discussion context. In an interactive group
recommender system people can a) disclose their personal information to explain and sup-
port their arguments about what recommended items to accept or to avoid (e.g., this place
is too expensive for my budget) and b) protect their privacy by not disclosing too much.

2.1.1 Aggregation Strategies

There are two main approaches to generate group recommendations: (i) aggregated predic-
tions or strategies, that aggregate individual recommendations (item-ratings predictions)
and recommend items with the highest aggregated scores to the group; or (ii) aggregated
models, which instead of aggregating recommendations (item-ratings predictions) for indi-
vidual users, this approach construct a group preference model (group profile) that is then
used for determining recommendations [30]. Several aggregation strategies inspired by
Social Choice Theory have been proposed to aggregate individuals’ information [76]. An
overview of these strategies, known as social choice-based aggregation strategies, can be
found in Masthoff [74]. Following, I describe in detail six of the most utilized social choice-
based aggregation strategies: two consensus-based aggregation strategies, Additive Utili-
tarian (ADD) and Fairness (FAI), one majority-based strategy, Approval Voting (APP), and
three borderline strategies, Least Misery (LMS), Majority (MAJ), and Most Pleasure (MPL),
according to the categorization in [76, 114].

« Additive Utilitarian (ADD): is a consensus-based strategy [114], so it takes into ac-
count the preferences of all group members. ADD recommends the item with the
highest sum of all group members’ ratings. Applying this strategy to the example
given in Table 2.1, restaurant B (Rest B) will be recommended to the group as the
sum of the ratings of all members for restaurant B is 13 which is higher than other
items.

Fairness (FAI): is a consensus-based strategy [76] well suited in the context of re-
peated decisions. In FAI the items are ranked as the individuals are choosing them
in turn. Applying this strategy to the example given in Table 2.1, by assuming that
Anna is the next to choose, restaurant B will be recommended to the group, since it
achieves the highest rating for her.

Approval Voting (APP): is a majority-based strategy [114], so it focuses on the most
popular items among group members. APP recommends the item which has the
highest number of ratings that are greater than a predefined threshold, e.g., 3. Ap-
plying this strategy to the example given in Table 2.1, restaurant B will be recom-
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mended to the group three out of four group members Anna, Sam, Leo gave it ratings

higher than 3.

« Least Misery (LMS): is a borderline strategy [114], so it takes into account only a
subset of group members’ preferences. LMS recommends the item which has the
highest of all lowest ratings. Applying this strategy to the example given in Table
2.1, restaurant A will be recommended to the group as Alex and Anna gave it a
rating of 2 which is the highest rating among lowest ratings regarding items (the
other ratings are 1s).

Majority (MAJ): is a borderline strategy [114] which recommends the item with
the highest number of all ratings representing the majority of item-specific ratings.
Applying this strategy to the example given in Table 2.1, restaurant B will be recom-
mended to the group as 3 out of 4 group members gave it a high rating.

« Most Pleasure (MPL): is a borderline strategy [114] which recommends the item with
the highest of all individual group members ratings. Applying this strategy to the
example given in Table 2.1, restaurant C will be recommended to the group as Alex
gave it the rating of 5, which is the highest ratings among all items’ high ratings.

Table 2.1: Ratings of group members for the restaurants (1: the worst, 5: the best) from Tran et al. [131].

Alex Anna Sam Leo

Rest A 2 2 4 4
Rest B 1 4 4 4
Rest C 5 1 1 1

Social choice-based aggregation strategies are widely used in the group recommenders
literature [76]. An advantage is that this approach can be easily explained to the group,
which can be a good start for designing group explanations. A disadvantage is that they
are simple and do not, for example, evolve based on users’ needs, like machine learning
approaches. In Masthoff [76], several experiments are presented to identify the best strat-
egy in terms of perceived group satisfaction. The results, however, show that there is no
winning strategy (i.e., satisfy all group members), but different strategies perform well in
different scenarios (i.e., based on the level of difference in group members preferences ).

2.1.2 Group Deliberation

Presenting users with a static recommendation list does not consider scenarios in which
the user might construct their preferences during the decision-making process [48]. This
is especially true in scenarios where the target users are not individuals but a group of
people. In such cases, the group choice depends not only on individual preferences at
the beginning but also on the dynamics of group discussion when making joint decisions
[91]. Therefore, previous research has introduced strategies to enable interaction between
group members during the process [47, 79].
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Conversational interfaces specifically have been shown to lead to higher satisfaction
of the user, requiring less interaction and increasing the likelihood of them using the sys-
tem in the future [39]. In this direction, Nguyen and Ricci [92] presented a system that
allows the group members to revise their preferences through a conversational process
with a chat-based interface, showing how that can increase the system usability and the
recommendation quality. So, in contrast with their system that suggests individual rec-
ommendations to each member, in our system, the chat-bot suggests what is best for the
group based on an aggregation strategy to each group member and it is up to that person
to share it with the group. Then our chat-based system offers the possibility to support the
decision-making process by providing natural language explanations of the recommenda-
tions given, or by supporting users in a group discussion by suggesting arguments for
their positions.

2.2 Explanations for Groups

Although there exist many studies on group recommendations, only a few of them focus
on generating explanations in group recommendation contexts. Different from single-user
recommender systems, the role of explanations for groups is even more challenging, as
multiple functions need to be met, besides explaining why certain items are recommended
[30, 98] — to help users agree on a common decision, improve users’ perceived fairness,
perceived consensus, and satisfaction [30, 131], as well as preserve their privacy by not
disclosing information they are not comfortable with (see Chapter 4).

The generation of explanations for group recommendations depends on how the group
recommendations were generated in the first place. One approach to generate group rec-
ommendations, called aggregated predictions. It aggregates individual item-ratings pre-
dictions and recommends to the group items with the highest aggregated scores [30]. Ex-
planations based on this approach reveal the underlying mechanisms of the employed
social choice-based preference aggregation strategies [131].

Apart from their styles, explanations can be represented in different ways, e.g., as tex-
tual representations, or as graphical representations. The most frequent way of presenting
explanations is by far Natural language generation (NLG). NLG is a sub-field of artificial
intelligence and computational linguistics used for producing understandable texts in En-
glish or other human languages from a given set of text or data [109]. This also includes
explanations that are based on pre-defined templates which were, for example, instanti-
ated with lists of features before they were presented to the user [99]. In this thesis, I also
use a template-based NLG technique by adding pre-defined templates which can be easily
adapted and extended based on each individual group member selected options. Follow-
ing are some examples of recent research on recommender systems that have focused on
generating personalized natural language explanations for group recommendations.

Quijano-Sanchez et al.[108] have focused on using group’s social factors (e.g. users’
personal relationships within a group) for explanation generation and proposed Personal-
ized Social Individual Explanation for groups of users. Their goal was to justify the rec-
ommended item for the group’s welfare. They relied on users’ sense of justice and social
bonds to help them comprehend why the recommender has presented a specific item as the
best option for the group. , i.e., avoid explanations that might damage friendships (using
tactful explanation). “Although we have detected that your preference for this item is not very
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high, your close friend X (who you highly trust) thinks it is a very good choice.”. They showed
adding a social component to explanations enhances the impact that explanations have on
users’ likelihood to follow the recommendations and consequently increases the system’s
persuasiveness, efficiency, trustworthiness, and usability. And that also, the more social
factors that are included in the explanation the better perception of the received group
recommendation [108].

Recently, Tran et al. [131] proposed three types of textual explanations taking into
account group dynamics aspects, such as fairness, consensus, and satisfaction of users
with group recommendations. Type 1 was based on preference aggregation strategies,
Type 2 is decision history in addition to Type 1, and Type 3 is future decision plans in
addition to Type 1. For instance, a Type 2 explanation for Additive Utilitarian strategy is
as follows: “Ttem X has been recommended to the group since it achieves the highest total
rating. This decision supports the preferences of users u,, uy, , and u, who were treated less
favorably in the last n decisions” [131].

The existing works on generating explanations for group recommendations primarily
consider the need for transparency, e.g., to clarify the reasoning and data behind a recom-
mendation to help users better understand how the recommender system works and why
a specific item has been recommended [128]. However, when generating explanations for
groups, privacy becomes of great relevance as well. The work of Herzog and Worndl [43]
highlights the need for privacy in a group context, as it found that there was a greater
amount of interaction with distributed displays when people were interacting on their in-
dividual devices rather than on a shared public display. For example, when using a shared
public display to enter sensitive data, privacy was a concern for many participants. We
will discuss privacy in greater detail in the next section.

2.3 Privacy in Group Explanations

Existing works on explanations for recommendations mostly focus on the benefit of trans-
parency, i.e., increasing users’ understanding of the system’s reasoning in recommenda-
tion generation [124]. However, when generating explanations for groups rather than
individuals, privacy becomes of great relevance.' I investigated which information peo-
ple would like to disclose in explanations for group recommendations (see Section 4.1). I
extended the work to evaluate the factors that have an impact on privacy concerns for
group recommendations (see Section 4.2). We show an impact deriving from (i) the per-
sonality, (ii) the preference scenario and (iii) the relationship type. Furthermore, Mehdy et
al. [80] suggested to consider the information type when modeling users’ situation-specific
privacy concerns. In the following subsections, we discuss relevant literature on both in-
dividual characteristics (e.g., group member’s personality) and situational characteristics
(e.g., preference scenario, type of the relationship, information type, and task design).

'According to my knowledge, this thesis is the first to analyze group explanations in the context of privacy issues.
Hence, I included some self-reference in this section to motivate the opted path for the literature review.
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2.3.1 Individual Characteristics

Personality

Several studies in the field of behavioral sciences analyze the impact of personality on an
individual’s privacy concerns. The results, however, are not consistent with each other.
Personality is generally modeled using the Five Factors Model (FFM), also known as Big
Five or OCEAN. It models individuals’ personality with five traits: Openness, Conscien-
tiousness, Extraversion, Agreeableness, and Neuroticism [14]. Bansal et al. [5] analyzed
the effect of the individual personality on information disclosure in three classes of web-
sites (Finance, E-commerce, and Health). Their results showed a significant positive effect
of both Agreeableness and Neuroticism. In the context of location-based services, Junglas
et al. [52] showed significant effects of Agreeableness but suggesting a negative effect
(i.e., more agreeable people were less concerned about their privacy). Related work shows
mainly that the three personality traits agreeableness, extraversion, and neuroticism are
related to privacy concern [5, 52, 65].

2.3.2 Situational Characteristics

Preference scenario

Several studies suggest that the preference scenario within the group could have an im-
pact on privacy concerns. In particular, people having minority preferences compared to
others’ preferences within the group could decide to not share their preferences in order
to match the opinions of the majority, for a phenomenon known as conformity [3, 32].
This was confirmed in Section 4.2, which showed that people having minority preferences
expressed higher privacy concerns, in particular for the information related to their emo-
tions.

Type of the Relationship

Social relationships have been shown to be a contextual factor that has an impact on pri-
vacy concerns in information sharing [25, 38, 43, 80]. For example, it has been found that
people have a more positive attitude toward information disclosure to recipients with a
close relationship (i.e., a family member, or a friend) than to those with a weak relation-
ship (i.e., colleagues) [80]. Additionally, Wang et al. [135] proposed adding to the strength
of the relationships (which they call tightly versus loosely coupled) a second dimension
considering the relative standing or position within the group: (i) positionally homoge-
neous (i.e., groups where the position of the members are equal, as a group of friends) and
ii) positionally heterogeneous groups (in which the position is unequal, as a family). Fol-
lowing this classification, we showed that privacy concerns are perceived more in loosely-
coupled heterogeneous groups than tightly-coupled homogeneous (see Section 4.2). For
the remaining of the thesis, I therefore focus on loosely coupled (weak ties) heterogeneous
groups to consider privacy concern in an extreme case.

Information type

By information type here I refer to user’s personal information type. Existing studies have
suggested that the magnitude of privacy concerns depends on the type of information to
disclose. They found that privacy concern varies depending on information types [80]. In
this dissertation, I focus on privacy concern in a group tourism scenario. Previous work in
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this area proposed a context-aware recommender system for tourism that use users’ cur-
rent location and emotion (mood) to generate personalized recommendations [82], while
our results highlighted location and emotion information as the information that gener-
ates the higher privacy concerns in the context of group recommendations in tourism (see
Section 4.2).

Previous work also highlights that it is not just the type of information that is sensitive
to disclose, but the granularity at which it is disclosed [132]. For example, allowing users
to control the granularity level of the shared location information could decrease the re-
lated privacy concerns, although this can reduce the benefits of sharing the information
in several application scenarios. Finally, Consolvo et al. [13] highlight that the level of
detail of the requested information is important, as the users are willing to just disclose
the amount of information they think are useful according to the specific scenario or deny
the request.

Caliskan Islam et al. [9] categorized emotion as private information. Graham et al.
[37] showed that the expression of negative emotion is useful to elicit help from others and
that people who are more willing to express negative emotion have larger social networks.
They underlined, however, the need of expressing such emotions in a way that is appropri-
ate to the particular situation and with people with whom a relationship has been estab-
lished. To decide which personal information to include in the study, we used private infor-
mation categories listed in Caliskan et al. [9], which derived from users’ tweets on Twitter,
and personal information used in Knijnenburg et al. [62], in an online health application
context. We included those that are relevant to tourism recommended systems context,
namely the following personal information: emotion-related information, location-related
information, financial-related information, religion-related information, health-related infor-
mation, sexuality-related information, and alcohol-related information.

Task design

In the literature there are studies focuses on competitive vs cooperative incentives for
sharing information. Importantly, this information sharing is NOT personal information
sharing. But inspired by this body of research for general information sharing we look at
personal information disclosure specifically. Toma and Butera [129], stated that competi-
tion activates the fear of being exploited (risk vulnerability), but also the desire to exploit
other people. They also add, in all information exchange situations, competition activates
tactical deception tendencies aimed at maintaining a positive self in other people’s eyes
[129]. When they are doing it for the group (e.g., in the cooperative task) then it seems
their own privacy risk becomes less important.

Privacy concerns itself consists of a calculus of privacy risk and disclosure benefit which
I cover in the next section.

2.4 The Trade-off between Risk and Benefit on Informa-

tion Disclosure

When people are in the situation where they have to decide where to visit next in a group
traveling, they have to make a trade-off between disclosing their personal information to
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explain and support their arguments about where to visit or where to skip (i.e., this place
is too expensive for my budget), while not violating their privacy by disclosing too much,
especially given who those group members are.

So in this section, we discuss relevant literature on what affects this trade-off to dis-
close personal information in group recommendation context.

2.4.1 Antecedents of Information Disclosure

As one of the most prominent information privacy research frameworks, the privacy cal-
culus theory examines information disclosure as a decision in which people trade off risks
against benefits [18]. In the privacy calculus framework, perceived privacy risk is the de-
gree to which people believe there is a potential for loss associated with the release of
personal information [22] and benefits are the context-specific gains individuals expect in
exchange for the information they provide [51].

Disclosure benefit. People may respond differently to information disclosure based on
their assessment of inherent trade-offs of risks and benefits. In our context (tourism group
decisions/recommendations), perceived disclosure benefits refer to the extent to which
users believe disclosing their personal information to their group members is beneficial
for the group decision or for their own negotiation position within the group. If the users
feel that they get some benefits, then they will give up some level of their privacy in return
for the perceived benefits [12, 56, 118, 136].

Privacy risk. On the other hand, perceived risks include all the problems and difficul-
ties that the users might face when the other parties have access to their personal infor-
mation. Perceived privacy risk in our context can be defined as the “expectation of losses
associated with the disclosure of personal information in the group”, adapted from Xu
et al. [137]’s definition for online providers. Therefore, if users perceive that they are at
risk when they disclose their personal information, this can decrease their willingness to
share information with online providers [55, 73, 94]. For example, Keith et al. [55] found
that increased perceived privacy risk from a mobile application decreases users’ intention
to share personal information, including location and financial information.

As can be seen, there is a tension between the perceived benefit of disclosing personal
information and the degree of risk individuals perceive by disclosing their information in
the group: depending on the situation, if people find that the benefit of disclosing their
information outweighs the involved risk, they will disclose the information. Otherwise,
they will not disclose their information in the group.

2.4.2 Antecedents of Disclosure Benefits

Perceptions of benefit can be affected by different factors. Milne et al. [81], delineate cost-
benefit perceptions of information exchange and indicate that some consumers do not
mind revealing private information to a company if they receive specific benefits for pro-
viding the information. The benefit is context-dependent, and one’s evaluation of benefit
is influenced by a) the amount of trust the individual has in the receiver (or, in our group
recommender context, the group) [111, 115], b) the preference scenario (having minority
or majority preferences compared to other group members, see Section 4.2), and c) the
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task design (whether group members were instructed to convince other group members of
their opinion, or not) [129, 130]. For example, if an individual is in the minority position,
disclosing more information may help support their arguments to the group compared to
an individual in the majority who does not have to take that effort. I address each of these
in turn:

Trust. Trust has mainly been studied in individual contexts, e.g., trust in an app or an
institution to which users disclose their information. In such contexts, Kehr et al. [54]
showed that trust positively affects the perceived benefits of disclosing information. We
assume this can be similar to trust in a group with whom one travels. For example, when
group members trust the other individuals in the group then they will perceive a lower
risk, and hence greater benefits in providing their personal information [111, 115].

Preference scenario. The “preference scenario” represents whether the active user’s
preferences are in the minority or majority within the group. People whose preferences
are in the minority may perceive more benefit from providing the group with reasons
behind their preferences than those whose preferences are in the majority. In this thesis,
I consider triads (a group containing three members) to explore this parameter. I mention
“both majority scenarios”, because when the social positions of the group members are not
equal, the majority scenario itself can also have two conditions, depending which other
member has the same preference as the participant. In this thesis, I consider one other
group member to be a peer of the user and the other group member a superior. When the
participants’ preferences are in line with their superior and opposite to their peer (which I
call “boss majority”) this will have different social implications than when the participants’
preferences are in line with their peer and opposite to their superior (which I call “peer
majority”).

Task design. The competitive or collaborative nature of task design often influences
group member behavior and has previously been explored in group decision-making lit-
erature [129, 130]. Notably, the competitive mindset often urges group members to share
information with the goal of ‘winning’ the discussion to be ‘right’ [45, 130]. This competi-
tive mindset might influence group members to share more information to reach a group
decision that matches their preferences.

2.4.3 Antecedents of Privacy Risk

Above, we looked at factors contributing to perceived disclosure benefits—a perception
that should increase disclosure. Now we look at factors that contribute to perceived pri-
vacy risk—a perception that, in contrast, should decrease disclosure. Risk has been defined
as uncertainty resulting from the potential for a negative outcome [41], and one’s evalu-
ation of risk is influenced by a) the amount of trust the individual has in the receiver (or,
in our group recommender context, the group) [111, 115], b) the preference scenario (see
Section 4.2), and c) the task design. Further, trust is influenced by one’s general privacy
concern perception [54], and finally one’s general privacy concern is influenced by one’s
personality [5, 52, 65]. I address each of these in turn:
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Trust. Trust has been addressed by a number of prior studies and is generally viewed
as a type of belief that users can confide on certain entities to protect their personal in-
formation [73]. Trust is an important factor that can negate the effects of perceived risk
[46, 66]. If trust is established in the mind of the users, then they will perceive a lower risk
in providing their personal information [111, 115]. In the context of group decisions/rec-
ommendations, when group members trust the other individuals in the group, they are
more willing to accept personal vulnerability, which consequently perceives less privacy
risk [69, 78]. Previous studies have demonstrated that perceived trust is positively related
to reducing the privacy risks of personal information disclosure [68, 90, 116].

Preference scenario. Several studies suggest that the relative preferences of group
members (i.e., the preference scenario), could impact the privacy risk. In particular, peo-
ple whose preferences are in the minority within the group could decide not to share their
preferences to match the opinions of the majority, for a phenomenon known as conformity
[3, 32, 75]. This was confirmed in one of our empirical studies, which showed that people
who have minority preferences expressed higher privacy risk (see Section 4.2). The ma-
jority scenario itself can also have two conditions when the social positions of the group
members are not equal as described above ( “boss majority” and “peer majority”).

General privacy concern. General privacy concern is a personal trait that represents
an individual’s general tendency to worry about information privacy [54]. Several studies
have shown that privacy concerns can significantly reduce trust between consumers and
the companies, as privacy concerns decrease trust [18, 133].

Personality. Several studies in the field of behavioral sciences analyze the impact of
personality on an individual’s general privacy concern perception [5, 52, 65]. The results,
however, are not consistent with each other. Personality is generally modeled using the
Five Factors Model (FFM), also known as the Big Five or OCEAN. It models individuals’
personalities with five traits: Openness, Conscientiousness, Extraversion, Agreeableness,
and Neuroticism [14]. Bansal et al. [5], analyzed the effect of the individual personality
on information disclosure in three classes of websites (Finance, E-commerce, and Health).
Their results showed a significant positive impact of Agreeableness and Neuroticism on
privacy concerns. In the context of location-based services, Junglas et al. [52], showed
significant effects of Agreeableness on privacy but suggested a negative impact (i.e., more
agreeable people were less concerned about their privacy).

« Extraversion is a personality dimension linked to being warm, sociable and as-
sertive [1, 15]. Extraverts were also reported to have lower information sensitivity
concerns, so as to accommodate their higher need to interact [4]. Therefore, ex-
traversion should be negatively related to user privacy concerns [5, 65, 104].

. Agreeableness “involves getting along with others in pleasant, satisfying relation-
ships” [101]. Agreeableness emphasizes trust, altruism, compliance and modesty [1].
Agreeable individuals are also less likely to judge others’ actions as potentially harm-
ful when faced with privacy threats. Hence, their tendency to trust and to be less
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suspicious of their environment may reduce their privacy concern. Consequently,
they may have lower privacy concerns [5, 52, 65, 104].

« Conscientiousness is a personality dimension that emphasizes competence, achieve-
ment, self-discipline, and dutifulness [1]. Conscientious individuals have more pre-
caution and foresight, are detail-oriented, and investigate various consequences of
a decision, as well as better able to identify potential hazards of disclosing private
information [4]. So as conscientious individuals tend to be deliberative, give more
attention to details and pay close attention to others’ actions, they would also man-
ifest greater concern for protecting their privacy [104].

« Neuroticism is a personality dimension characterized by anxiety, self-consciousness,
and impulsiveness [1]. It is sometimes referred to as emotional instability, or if re-
versed as emotional stability (e.g., [5]). In the remainder of the dissertation, I will
use the term “neuroticism” as it is the most widely used one. A person with a higher
level of anxiety and fearfulness should be more nervous about disclosing their per-
sonal information and have a greater privacy concern. A significant and positive
effect of neuroticism on privacy concern was found in multiple domains [5, 52, 65].

« Openness to new experiences relates to an individual’s curiosity, intellect, fantasies,
ideas, actions, feelings, and values. Individuals scoring high on this personality trait
tend to be less conforming to norms and to have untraditional and widespread in-
terests [1]. They were found to show a high level of scientific and artistic creativity,
divergent thinking, liberalism, and only little religiosity [52]. Therefore, and com-
pared to others, open individuals have developed a broader and deeper sense of
awareness. As a result of such awareness, they are more likely to be sensitive to
things that are threatening [52].

2.5 Conclusions

This chapter mainly focused on studying the state-of-the-art of group explanations. I in-
troduced one of the common approaches to generate group recommendations, namely
aggregation strategies which were initially my basis for the content of group explanation.
As stated above, there are limited works to develop explanations for group recommenda-
tions. And especially none of those consider privacy, which is essential when designing
explanations in a group context. This thesis aims to extend work on explaining recommen-
dations/decisions to groups, especially by considering group members’ perceived privacy
risk. To this end, I presented related works on the privacy calculus theory, which exam-
ines information disclosure as a trade-off between disclosure benefit and privacy risk, and
antecedents for these.
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Deciding on the Content for Group
Explanations

Consider a group of people trying to make a joint decision, for example, a group of colleagues
on a business trip deciding where to visit. People often have different preferences, making it
difficult to reach a consensus. Various strategies can be used to predict an item suitable for the
group, given the preferences of all group members. Each such aggregation-based prediction
strategy, however, has its trade-offs. For example, one strategy will ensure that for each pre-
diction/ recommendation, no one is unhappy in the group, but the resulting recommendations
may miss items loved by some users. Another strategy makes sure that, over time, everyone
gets the items they love, but only when it is their turn to pick. Explanations, for such recom-
mendations, in this context, act as complementary information and help people comprehend
why certain items are recommended. Explanations can be regarded as additional information
(i.e., in this thesis this information is textual only) that accompanies the recommendations and
serves various goals, such as increasing satisfaction (the ease of usability or enjoyment of the
used recommender system) [124]. However, there are many types of information to include
and many ways to formulate an explanation, and it is not clear which information should be
shown in the explanation for a group.

So in this chapter, we start with the first research question, which addresses what informa-
tion should be conveyed when generating a group explanation to increase group members’
satisfaction (RQ1). We describe three experiments that we conducted to this end. Similar
to explanations for single-user recommendations, explanations for groups can be designed
based on the underlying recommendation algorithm. So our first experiment (see Section 3.1),
evaluates different aggregation strategies used to predict/ recommend items to groups i.e., in
terms of perceived satisfaction. An advantage of aggregation strategies is that they can be
easily explained to the group, which can be a good start for designing group explanations. A
disadvantage is that they are simple and do not, for example, evolve based on users’ needs,
like machine learning approaches. Based on the results, it seems that it does not matter which
aggregation strategy we use as long as we explain that strategy. The second experiment (see
Section 3.2), evaluates users’ perceptions regarding aggregation strategies and their explana-
tions separately (in isolation). This helps to understand to what extent users’ satisfaction eval-
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uations are attributed to the explanations or simply the aggregation strategies. It seems that
explanations containing information about the aggregation strategy do not significantly ben-
efit users (e.g., increase their satisfaction) in simple scenarios like the one we used (i.e., when
there is a few recommended items, and a few number of group members). This suggests that
explanations indeed should not contain information about the aggregation strategy. How-
ever, these results are not enough to claim that explanations in general are not helpful for
group recommender systems. More complex scenarios than the ones we studied might involve
a more balanced situation between subgroups with different preferences or a greater number
of options to choose from; in such cases, an explanation of the approach used might have an
impact. Therefore, the third experiment (see Section 3.3), proposes different group explana-
tion styles for more complex scenarios, for example, when a group member did not receive her
favorite item and for a great number of candidate items (10 items compared to 3 items in the
previous experiment). There appears to be a benefit of modifying the group explanation style
(i.e., repairing vs. reassuring) to the variation in user preferences (i.e., when there is group
disagreement or agreement on the recommended item). In addition, user comments highlight
the need for protecting certain types of information when presenting an explanation to the
group, i.e., group members’ ratings of items. This suggests that studying the trade-off between
privacy (i.e., protecting certain types of information) and transparency (i.e., disclosing group
members information) appears to be a more promising direction than explaining aggregation
strategies.

This chapter is based on a conference paper, a workshop paper, and a late breaking results

paper:

e Shabnam Najafian, Daniel Herzog, Sihang Qiu, Oana Inel, and Nava Tintarev. You
do not decide for me! Evaluating explainable group aggregation strategies for tourism.
In Proceedings of the 31st ACM Conference on Hypertext and Social Media, pages
187-196, 2020.

« Francesco Barile, Shabnam Najafian, Tim Draws, Oana Inel, Alisa Rieger, Rishav Hada,
and Nava Tintarev. Toward benchmarking group explanations: Evaluating the effect of
aggregation strategies versus explanation. 2021.

e Shabnam Najafian and Nava Tintarev. Generating consensus explanations for group
recommendations. In UMAP Latebreaking results, 2018.
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3.1 Experiment 1: Aggregation Strategies as a Basis for

Group Explanation

Several approaches in the literature [74, 76, 85] propose aggregation strategies, which
combine the individual preferences of all group members and predict an item that is suit-
able for everyone. Satisfying the whole group however is challenging especially when
group members have different preferences. An explanation in such contexts can indicate
possible changes of requirements that help reaching consensus in the group. Similar to
explanations for single-user recommendations, explanations for groups can be designed
based on the underlying recommendation algorithm. This experiment evaluates different
aggregation strategies used to recommend items to groups as a basis for the content of group
explanation (i.e., in terms of user satisfaction, fairness, etc.

As mentioned, different aggregation strategies may be effective for different situations
and groups. For example, items with higher average ratings are not good recommenda-
tions when the people in the group have very different preferences. We expand on the
state-of-the-art by combining existing aggregation strategies to mitigate the disadvantages
of aggregation strategies and avail their advantages, we propose two new explainable ag-
gregation strategies. We assess the impact of our proposed aggregation strategies by com-
paring them to the Average and Dictatorship strategies as our baseline strategies in an
online study.

In summary, in this experiment, we make the following contributions:

« We investigate which of four explainable aggregation strategies help increase user-
perceived satisfaction, fairness, and acceptance.

« We make a setup in such a way people feel more engaged with what is actually being
recommended, i.e., by obtaining and using the users’ actual travel preferences.

Generally, all investigated aggregation strategies performed comparably well in terms
of the satisfaction, fairness and acceptance. There is, however, one strategy (Dictatorship
strategy) which received lower average ratings and overall decreased user satisfaction.

In addition to the aggregation strategies evaluated in this study, there are other alter-
native strategies that could be explored. However, there was no empirical evaluation of
these methods with people in the groups and no explanation has been designed yet. It
needs more exploration in the future.

The contribution of this study is published as a full paper in Proceedings of the 31st
ACM Conference on Hypertext and Social Media [85].

3.1.1 Preliminary Definitions: Aggregation Strategies

This experiment evaluates different aggregation strategies used to recommend items to
groups particularly the two aggregation strategies that we propose: Least+and Fair+, com-
paring with Average and Dictatorship proposed in [74].

We describe each of these aggregation strategies with examples used in previous liter-
ature [74], with individual ratings for ten items (A to J) for a group of three (John, Adam,
and Mary). The highest possible rating is 10. The Sum row calculates the final scores for
each item. Group List represents the sorted final recommended list.
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Least+ (Least Misery + Most Pleasure + Without Misery) The Least+ strategy priori-
tizes, and presents first, items that maximize the rating of the happiest person and at the
same time minimize the unhappiness of the saddest person within the group. The Most
Pleasure strategy considers the highest rating in the group as a group preference rating
for the item. The Least Misery strategy means that the preferences of a group to items
are decided by the lowest rating in the group (the least happy member). The Least Misery
strategy is one of the prevalent ones and it has been widely applied in traditional group
recommender approaches [31]. The Without Misery strategy excludes items that anyone
in the group rated below a certain threshold. When using the original Least Misery and
Without Misery strategies on their own, items may be selected such that nobody dislikes,
but also, nobody really likes. An example of the Least+ strategy can be seen in Table
3.1. The LM row shows the items’ scores after applying the Least Misery strategy. This
strategy makes a new list of ratings with the minimum of the individual ratings for each
item. The next row, MP, shows the items’ scores after applying the Most Pleasure strategy.
This strategy makes a new list of ratings with the maximum of the individual ratings for
each item. Finally, the Sum row shows the sum of LM and MP rows. The dashes in the
last row indicate that the item will not be considered for recommendations because of the
Without Misery strategy. So for example, item A which would be one of the top items
recommended based on the Most Pleasure strategy is excluded from the Least+ strategy
recommendation list, as this item is Adam’s least favorite item.

Table 3.1: Applying the Least+ (Least Misery (LM) + Most Pleasure (MP) + Without Misery (WM)) strategy on
an example from [77]. LM and MP rows show the items’ scores after applying the LM and the MP strategies
respectively. The dashes in the last row show that item will not be considered for recommendations because of
the WM strategy.

A B C D E F G H 1 J
John 10 4 3 6 10 9 6 8§ 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6
LM 1 4 2 6 7 8 5 6 3 6
MP 0 9 8 9 10 9 6 9 10 8
Sum - 13 - 15 17 17 11 15 - 14

Group List: (E, F), (H, D), J, B, G (threshold 3 out of 10)

Fair+ (Fairness -> Average) The Fair+ strategy takes turns between users to select their
most preferred item, which corresponds to the item with the highest ranking in the rated
items list for users. This strategy considers the satisfaction of all the users but could include
the most hated item if it is a top item of one member. This strategy in group settings can
be characterized as a strategy without favoritism or discrimination towards specific group
members [30], compared to Least+, where one member could dictate her preferences. In
the Fair+ strategy, one person chooses first, then another, until everyone has made one
choice. The next rounds begin with the one who had to choose last in the previous round.
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When the rating is the same for multiple items, the item with the higher average rating
will be selected. An example can be seen in Table 3.2. In our example, if we start with
John first, his favorite items are A, E, or I. We recommend E because it has the highest
average. Next, it is Adam’s turn. Adam would like B, D, F, or H. We recommend F because
it has the highest average. Mary would choose A (her highest rating). Next, we start with
Mary, she would like E, which has already been recommended, and then F, which also has
already been recommended. Following the Masthoff [74] approach, we then skip Mary’s
preferences in this round and recommend based on Adam’s highest rating. He likes B, D,
or H. We recommend H, as that has the highest average. Following this strategy, we could
end up with a group list like: E,F, A,H,, D, B, ], C, G.

Table 3.2: Applying the Fair+ (Fairness -> Average) strategy on an example from [77]. For the sake of readability
the sum is not divided by number of group members.

A B C D E F G H 1 J
John 10 4 3 6 10 9 6 8§ 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6
Sum 21 18 13 22 26 26 17 23 20 22

Group List: E,F,A,H,I,D,B,J,C, G

Average [74] 'This strategy averages individual ratings and selects items with high av-
erage ratings. It does not consider extreme cases, and it is not an optimal method when
the individual preferences highly diverge because, for example, extreme low ratings can
be balanced out by extreme high ratings. An example can be seen in Table 3.3.

Table 3.3: Applying the Average strategy on an example from [77]. For the sake of readability the sum is not
divide by the number of group members.

A B C D E F G H 1 J
John 10 4 3 6 10 9 6 8§ 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6
Sum 21 18 13 22 26 26 17 23 20 22

Group List: (E, F), H, (J, D), A, L B, G, C

Dictatorship[74] Inthe Dictatorship strategy (also called ‘Most Respected Person strat-
egy’), only the ratings of one member in the group will be considered for generating the
recommendations to the group. In this strategy, the group may be dominated by one per-
son. For example, if you respect highly a person in the group, like your boss, you may all
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follow his/her taste. An example can be seen in Table 3.4. In our case we always selected
one of the other group members’ preferences rather than the active user.

Table 3.4: Applying the Dictatorship (Most Respected Person) strategy on an example from [77]. In this example,
the ratings of Adam are considered as a dictator.

A B CDETFGH I ]
John 10 4 3 6 10 9 6 8 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6
Group List: (B, D, F, H), (C,J),E, G, L A

Summary of strategies and their trade-offs The Average and the Dictatorship strate-
gies serve as baselines as they have been the most applied strategies by groups (Herzog
and Worndl [43]). Besides, we will evaluate Least+ and Fair+ strategies. We believe that
it is interesting to compare these two strategies (Least+ and Fair+) as they have comple-
mentary strengths and weaknesses. In one (Least+), having high average satisfaction by
excluding the least preferred item(s) of one or more people. In the other (Fair+), having
a fair system that might recommend to you your most hated item if it is a top item of
another group member (as long as you get to visit the places you really love as well).

3.1.2 Experimental Design

We wanted to understand which of the previously introduced strategies performs better
in terms of perceived satisfaction, fairness, and acceptance in high divergence scenarios
and low divergence scenarios.

Specifically we aim to address the following research question:

« Which strategy performs the best in which scenario (level of divergence) in terms
of user-perceived individual and group satisfaction, perceived fairness, and user ac-
ceptance?

For this purpose, we recruited crowd-workers from Amazon Mechanical Turk (MTurk)*
to conduct a user study.

Preliminaries

To start the user study, we need to create a set of recommendations for groups. For that,
we need information for both items to recommend and two synthetic group members (as
we have only one active user and need to compose a group of three). For that following
steps were needed to be satisfied.

*https://www.mturk.com, retrieved November 2019.
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Figure 3.1: Screenshots of the task. First, participants see the left page which includes: (A) input fields to ask
participant to enter the names of the imagined group members, (B) the 42 initial POIs to obtain participant’s
preferences in the scenario “Single-day Trip in Munich”. Then, participants see the right page which includes:
(C) recommended POIs generated by one of the four strategies, (D) the description of the scenario and the expla-
nations of how the strategy works and ratings of the recommended POIs given by the participant and other two
group members, and (E) questions for evaluating the recommended POlIs.

Data Set

Our first task was to compose a set of recommendations for the user study. We use prefer-
ences for different categories from a previous travel-related user study [43]. In that study,
every user individually rated all 42 categories (e.g., Art Museum and French Restaurant), on
a scale from 0 (not interested in this category) to 5 (strongly interested in this category).
There were 40 groups with 3 members registered for the study. The groups were real, i.e.
participants applied as groups and were not randomly assigned. The participants were
asked to imagine the scenario “single-day trip in Munich”.

Selecting items to rate.

To obtain the crowd workers’ preferences we wanted to provide them with an initial 42
POIs to rate. We retrieved the most popular POI (in terms of like count) for each se-
lected category (for all 42 categories from the data set) from the social location service
Foursquare? as a representative of that category. By using a real data set we increased the
likelihood of a realistic rating distribution.

Group composition.

In our experiment, we want to force high divergence and low divergence in the group. To
do this, based on crowd workers’ ratings for the 42 initial POIs, we form a group for the
crowd worker by picking two synthetic group members from the real tourist data set that
we described in the Section 3.1.2. For half of the crowd workers, we select two users with
the highest similarity compared to the crowd worker and for the other half two users
with the lowest similarity (dissimilar). We did not consider how similar or dissimilar
the other two synthetic group members are to each other, as we were not interested in the
average group divergence, but we were only interested in the level of divergence towards

*https://developer.foursquare.com/, retrieved April 2019
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the real user. A user’s travel preferences are represented by a vector of length 42. We used
the Pearson’s r to determine the similarity/dissimilarity of two user’s travel preferences.?

Independent variables
We manipulate the following (independent) variables in this study:

Aggregation Strategies Least+ and Fair+ as modified strategies as well as Average and
Dictatorship as baseline strategies.

Levels of Divergence In this study we consider two levels of divergence: high diver-
gence and low divergence. We believe it is more important to study high divergence cases
because it is more challenging to satisfy all group members when they have different
travel preferences. For the sake of comparability we also applied strategies on the groups
we predicted to have a low divergence in their preferences and have more similar travel
preferences. As explained in Section 3.1.2, we calculated Pearson’s r between group mem-
bers within the group. The range of values for Pearson’s r is between -1.0 to 1.0, where
-1.0 indicates the strongest negative correlation of travel preferences of two users (con-
trary preferences) and 1.0 indicates the strongest positive correlation of travel preferences
of two users (similar preferences). We consider values between [-1, 0) as high divergence
and values between (0, 1] as low divergence.

Dependent variables
We evaluated each recommended POIs list in terms of four criteria: perceived individual
and group satisfaction, perceived fairness and user acceptance. For this purpose, each par-
ticipant received the following questions on a 7 point Likert scale ranging from 1 (strongly
disagree) to 7 (strongly agree):

Perceived individual satisfaction: “I'm satisfied with the recommended places to
visit.”

Perceived group satisfaction: I believe the recommended places to visit are good
recommendations for this group.”

Perceived fairness: I believe the recommended places to visit represent every group
members’ interests in the group.”

We also asked the users to give us the number of places they would like to visit from
the recommended list, i.e., the user acceptance. There is a total number of 6 POIs that we
recommend.

User acceptance: "How many places from the recommended places would you visit?”

Finally, a free-text comment as the last question was provided for participants to moti-
vate their answers.

*For this purpose we use Pearson’s r which measures the linear correlation between two variables and is often
used in RSs to identify similar users [64].
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Procedure

We designed an online between-subjects experiment in which participants were randomly
assigned into a 4 strategies (Least+, Fair+, Average, and Dictatorship) x 2 levels of diver-
gence (low vs high) design. We created 8 = 4 x 2 different variations, manipulating strate-
gies and levels of divergence, and each participant only sees one variation. This allows
us to evaluate the aggregation strategies in terms of perceived individual and group satis-
faction, fairness, and user acceptance in two different scenarios (low divergence vs high
divergence). The measurement is the same for all 8 variations as defined in Section 3.1.2.

The experiment consisted of three steps (see Figure 3.1):

Step 1: Some of the participants’ individual details were collected, such as demographics
(age, gender), education level, and frequency of using apps for recommending touristic
places.

Step 2: Next, they were asked to imagine the scenario “single-day trip in Munich” and
rate the 42 predefined POIs (see Section 3.1.2). The POIs were augmented by Google Street
View for a more accurate preference rating (see Figure 3.1 (B)).

Step 3: According to a participant’s initial ratings, for half of the crowd workers a high
divergence group and for the other half a low divergence group is created (see Section
3.1.2). Next, a list of POls is generated, based on all group members’ preferences by apply-
ing randomly one of the four aggregation strategies, namely: Least+ (we apply threshold
2 out of 6 in our experiment), Fair+, Average, and Dictatorship (we recall here that for the
Dictatorship strategy, we always selected one of the other group members’ preferences
rather than the active user). We presented the top 6 POIs from the generated recommen-
dations since it was a more realistic length for a one-day touristic visit. The recommended
POIs were presented as a set, and participants were told that, “this set does not contain
any order and can be consumed in any order”.

They were presented with 