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Summary

W ithout us realising it, solutions for safety and security are present all around us.
However, everyone has undoubtedly also experienced how inconvenient some safety

and security measures can be. For example, think about security checks at the airport, the
need to wear a bicycle helmet, or being asked to perform 2-factor authentication to log
into an online account. Such inconveniences caused by safety and security measures can
delay or even prevent their implementation, which is undesired. This reluctance to tolerate
inconveniences for the sake of safety and security provides a challenge for engineers to
find solutions with minimal impact on normal behaviour.

This challenge is especially pronounced in so-called cyber-physical systems (CPSs),
in which digital automation is used to coordinate the actions of one or more physical
systems. Examples of CPSs are airplanes, robotic arms or the power grid. Such CPSs have
the combined advantages of the physical and cyber world, but are also subject to both
threats to safety and security. In fact, the integration of physical and cyber parts in a CPS
means that security issues can cause safety issues, and although less common safety issues
can cause security issues.

Measures for safety and security of CPSs are categorised as prevention, resilience, and
detection & accommodation. These different types of precautions can be used indepen-
dently, but typically they need to be combined to provide adequate safety and security of a
CPS. In this dissertation, three advances within safety and security of CPSs are presented
which cover contributions on each of the different types of safety and security measures.
Firstly, anomaly detection is addressed by extending existing sliding mode observer (SMO)
based anomaly estimation methods with detection capability. To this end, two SMOs based
anomaly detectors are presented, which are applicable to a large class of SMOs. These
detectors, by design, have no false alarms and allow for strong theoretical guarantees on
detectability.

Secondly, a topology-switching coalitional control technique which integrates resilience,
detection and accommodation is designed for safe control of a collaborative vehicle platoon
(CVP) subjected to man-in-the-middle (MITM) cyber-attacks. Here resilience to undetected
attacks is achieved by means of scenario based model predictive control (MPC) and detected
anomalies are accommodated by disabling the affected communication links. Lastly, a
real-time implementation of encrypted control based on fully homomorphic encryption
(FHE) is presented. FHE allows for manipulation of encrypted data, such that it can prevent
confidentiality breaches during communication and computation.

Each contribution of this dissertation address a specific topic within safety and security
of CPSs. By doing so, they demonstrate the potential of these methods to increase safety and
security of CPSs while minimising their impact on normal behaviour. This will promote the
adaptation of safety and security measures and allows for safety and security throughout
the continued progress in automation.
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Samenvatting

Z onder dat we het in de gaten hebben zijn er overal om ons heen veiligheidsmaatre-
gelen aanwezig. Echter heeft iedereen ook wel eens ervaren hoe onhandig sommige

veiligheidsmaatregelen kunnen zijn. Denk aan veiligheidscontroles op het vliegveld, het
moeten dragen van een fietshelm, of het moeten uitvoeren van 2-factor authentication
voor online aanmelden. Zulke ongemakken die bij veiligheidsmaatregelen komen kijken
kunnen hun implementatie vertragen of zelfs verhinderen, wat onwenselijk is. Deze onwil
om ongemakken te tolereren voor extra veiligheid biedt een uitdaging voor ingenieurs om
oplossingen te vinden met minimale impact tijdens normaal gebruik.

Deze uitdaging is extra interessant voor zogenoemde cyber-physical systems (CPSs),
waar digitale automatisering wordt gebruikt om de acties van een fysiek systeem aan
te sturen, bijvoorbeeld in vliegtuigen, robotarmen of het stroomnetwerk. Zulke CPSs
combineren de voordelen van de digitale en fysieke wereld, maar zijn ook onderworpen
aan veiligheidsrisico’s vanuit beide werelden. Daarnaast kunnen, door integratie van de
digitale en fysieke systeemdelen, veiligheidsrisico’s vanuit de digitale wereld effect hebben
op de fysieke systeemdelen en vice versa.

Veiligheidsmaatregelen in CPSs kunnen gecategoriseerd worden als preventie, veer-
kracht, en detectie & aanpassing. Deze verschillende soorten maatregelen kunnen onafhan-
kelijk gebruikt worden, maar moeten meestal gezamenlijk worden ingezet om de veiligheid
voldoende te waarborgen. In dit proefschrift worden drie onderwerpen beschreven met als
doel om de veiligheid van CPSs te verbeteren. Hierin wordt een bijdrage geleverd binnen
elke soort veiligheidsmaatregelen. Eerst wordt detectie behandeld door het uitbreiden
van bestaande observatiemethoden welke zijn gebaseerd op sliding mode observers (SMOs).
Hiervoor worden twee detectoren gepresenteerd, welke beide op een grote klasse SMOs
toepasbaar zijn. Deze detectoren zijn ontworpen zodat ze geen vals alarm geven. Daarnaast
geven we krachtige bewijzen voor wanneer afwijkingen wel detecteerbaar zijn.

Ten tweede wordt een zogenoemde topology-switching coalitional controle methode
gepresenteerd, welke veerkracht, detectie en aanpassing combineert om veiligheid te waar-
borgen in een samenwerkend voertuigpeloton (CVP) dat onderworpen is aan zogenaamde
man-in-the-middle (MITM) cyber-aanvallen. Hier wordt veerkracht tegen niet gedetec-
teerde aanvallen gerealiseerd door middel van een scenario-model predictive control (MPC)
methode. Gedetecteerde aanvallen worden verholpen door communicatie op aangetaste
kanalen te stoppen. Als laatste wordt een real-time implementatie van een versleutelde con-
trole methode gebaseerd op fully homomorphic encryption (FHE) gepresenteerd. Door het
gebruik van FHE kunnen versleutelde berichten worden bewerkt, zodat vertrouwelijkheid
tijdens zowel communicatie als berekeningen kan worden gewaarborgd.

Elke bijdrage van dit proefschrift behelst een ander methode voor veiligheid in CPSs.
Hiermee worden de mogelijkheden van deze methodes gedemonstreerd om de veiligheid
te vergroten terwijl het effect op het normale gebruik minimaal is. Dit zal helpen de imple-
mentatie van veiligheidsmaatregelen te bevorderen en maakt het mogelijk om veiligheid te
waarborgen in de doorgaande vooruitgang van de automatisering.
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1
Introduction

T he need for safety and security does not need much motivation. Without us realising
it, solutions for safety and security are present in systems all around us. These are

safety measures such as smoke detectors or the fuses that protect the devices in our homes
from over-current, and security measures such as end-to-end encryption in messaging
services or the password on your phone and/or computer. However, the way in which
safety and security should be achieved is less straight forward.

Everyone has experiences showing how inconvenient some safety and security mea-
sures can be. For example, think about security checks at the airport, the need to fasten
you seat-belt in a car, or being asked to perform 2-factor authentication to log into an
online account. But, the adverse effects of the need for safety and security are not limited
to inconveniences. Think for example about the need to stop gas-extraction due to the
risk posed by related earthquakes.1 Such adverse effects caused by safety and security
measures can delay or even prevent their implementation, which is undesired.

Being born and raised in The Netherlands, for me personally, a striking example of this
is the bicycle helmet. It has been extensively proven that wearing a helmet greatly reduces
the risk of head injuries when you are in an accident. However, many Dutch cyclists still
don’t wear them because it requires a change that makes cycling less comfortable. This also
holds for me, even after spending four years on research that is promoting safety through
methods far more complex than a bicycle helmet, I am still very reluctant to put one on.
This reluctance to tolerate inconveniences for the sake of safety and security provides a
very interesting challenge for engineers, namely

Solutions for safety and security should be designed to minimize
their impact on normal behaviour.

In the example of the bicycle helmet, an alternative with less impact on normal behaviour
is the so-called airbag helmet. You can wear this helmet around your neck when cycling
1The gas-extraction related earthquakes are a big issue at the Groningen gas field in The Netherlands for
years, especially since a 3.6-magnitude earthquake in 2012 it has become a permanent part of the pub-
lic debate. https://energypolicy.columbia.edu/sites/default/files/pictures/
CGEP_Groningen-Commentary_072518_0.pdf

https://energypolicy.columbia.edu/sites/default/files/pictures/CGEP_Groningen-Commentary_072518_0.pdf
https://energypolicy.columbia.edu/sites/default/files/pictures/CGEP_Groningen-Commentary_072518_0.pdf
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and it automatically inflates around your head when you are involved in an accident. This
allows the airbag helmet to reduce its impact during a normal cycling trip, while still
offering the required protection when an accident occurs.

This improved design is made possible by the use of algorithms that automate detection
of an accident and then reliably trigger the helmet to inflate. For many other systems
automation has similarly played a critical role in improving safety while minimising the
impact on nominal behaviour. Think for example about the automatic braking systems on
modern cars or the SawStop2 system that stops automatic saws as soon as it senses contact
with your fingers.

The initial use of automation was, however, not to improve safety, but to improve
performance. During the industrial revolution, such automation was first present in
large self-powered machines which took over many tasks in the assembly line and in
transportation. This marked a leap in complexity and size of the systems with respect
to traditional tools. These large machines, if malfunctioning, could pose a threat to the
people working amongst them, which gave rise to a greater concern for the safety of these
systems.

The second (and third) industrial revolution brought the introduction of the computer
and internet, i.e. the cyber space. This allowed for fast computation, communication and
information distribution. With this new technology came many advances on which we rely
so heavily today, such as email, video calling, and online shopping. But, just as physical
systems are subject to safety issues, cyber systems are subject to threats to security. And,
therefore, also appropriate measures need to be taken to address these threats to security.

The cyber space also allowed for many advances in automation of physical systems.
Mainly, its ability to perform fast computation allowed for much more complex tasks
to be automated. Additionally, using its communication abilities it also allowed for the
automation of spatially distributed systems, such as smart grids, or remote control, as used
for drones. Such systems all belong to a new class of systems called cyber-physical systems
(CPSs).

Figure 1.1 shows some examples of CPSs based on the complexity of their automation
and the degree to which they are spatially distributed. One can see that the term CPS
covers a very broad range of systems from kitchen appliances to industrial robots and
power grids. All of these systems have benefited from being automated, either by increased
performance, increased ease of use, and/or reduced operation and production costs.

CPSs, however, not only have the combined advantages of the physical and cyber world,
but are also subject to both threats to safety and security. In fact, the integration of physical
and cyber systems in a CPS means that security issues can cause safety issues, and although
less common safety issues can become security issues.

A famous example of a cyber threat that caused a risk to safety in a CPS is the Stuxnet
worm that infected the Iranian Natanz nuclear-enrichment facility in 2010. [1, 2] Stuxnet
was the first ever cyber-warfare weapon and was specifically targeted to disable the Natanz
nuclear-enrichment facility. It did so by infecting three specific controllers within the plant
and feeding them with pre-recorded unsuspicious data, while sending malicious input to
the centrifuges they controlled. This attack led to a failure of the affected centrifuges and a
temporary closure of the facility. [1]
2https://www.sawstop.com/

https://www.sawstop.com/
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Figure 1.1: A few examples of CPSs ordered by size and complexity

Since Stuxnet many more cyber threats to CPSs have been exposed. Such as in [3],
where it is shown how a whole range of modern vehicles can be hacked remotely through
their infotainment system. Or the Blackenergy 3 malware which targeted the Ukrainian
power grid and caused a power loss that affected almost a quarter million people [4]. This
shows that safety and security for CPS is a very important topic that remains relevant for
research to this day.

By now, it may seem like we have strayed a long way from the initial example of
the bicycle helmet. However, in the large scale CPS subjected to cyber threats the main
conclusions derived from the bicycle helmet still hold. Firstly, to promote the willingness
to implement measures to address these threats, it is important that their impact on normal
operation of the system is minimised. And, secondly, just like with the airbag helmet,
automated detection of a threat and an appropriate response represent an important
approach to achieve this goal.

In general, precautions for safety and security are categorised as prevention, resilience,
and detection & accommodation. Prevention methods aim to reduce the likelihood of a
threat affecting the system and causing a risk to safety and security. In the bicycle example,
prevention methods, such as bicycle infrastructure and traffic rules, aim to reduce the
likelihood of bicycle accidents. For any threat that is not prevented, resilience is achieved
when the impact on the system is small enough to avoid risk of lasting damage. For example,
putting on a bicycle helmet reduces the risk of brain damage after a bicycle crash, and
thus increases resilience. Lastly, detection & accommodation is the approach used in the
airbag helmet. It is, just like resilience, used to reduce the risk of damage due to an unsafe
or unsecure situation. However, contrary to resilience, it is an active method which only
comes into action when an unsafe or unsecure situation occurs.

These different types of precautions can theoretically be used independently, but
typically they need to be combined to provide adequate safety and security of a CPS. In
this dissertation, three advances within safety and security of CPSs are presented which
cover contributions on each of the different types of precautions.
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In the remainder of this chapter, first two CPSs are presented in Section 1.1, which will
be used to motivate the pursued researched topics and will serve as applications throughout
the rest of the dissertation. Secondly, a formal discussion of safety and security of CPS is
presented in Section 1.2. Then, in Section 1.3 an overview of existing literature on safety
and security of CPS is given. Lastly, the contributions of this dissertation will be outlined
in Section 1.4.

1.1 Applications Motivating the Research
Although the research presented in this dissertation is applicable to general classes of
systems, I have taken inspiration from two real world applications to choose the research
directions to pursue. These motivating applications are presented in this section. Firstly,
Section 1.1.1 introduces the application of a man-in-the-middle (MITM) cyber-attack on a
collaborative vehicle platoon (CVP). Secondly, Section 1.1.2 introduces the application of
so-called oscillatory failure case (OFC) faults in the fly-by-wire (FBW) actuation system of
civil aircraft.

1.1.1 Collaborative Vehicle Platoons
Road congestion and emissions due to road vehicles is increasingly becoming a concern
[5]. In many places the congestion problem has been approached by increasing the lane
count of congested road. This has also led to an increased complexity of the road network,
which in combination with the high car density has led to an increase in road accidents.
From a control perspective, all these problems can be solved by introducing an appropriate
form of autonomous driving [6].

Different types of almost fully autonomous vehicles (AVs) are being researched by tech
giants such as Google, Microsoft and Apple3. These AVs typically use computer vision based
algorithms to be able to recognise visual road-side instructions (signs, crosswalks,traffic
lights,etc.) and avoid obstacles. Such AVs only require the user to enter a destination and
would then drive there fully autonomously. This technology, however, still has a long way
to go before becoming reality [7].

Alternatively, as an evolution of cruise control (CC) and adaptive cruise control (ACC),
so called collaborative adaptive cruise control (CACC) is introduced as an automation
solution where vehicles on a highway collaboratively keep a small inter-vehicle distance
forming a so-called collaborative vehicle platoon (CVP) [7, 8]4. An illustration of such a
CVP is shown in Figure 1.2. One can see that the vehicles are capable of measuring parts
of the state of the preceding vehicle, while also communicating with their neighbours. In
combination, this information allows the vehicles to increase tracking performance and
reduce the minimum inter-vehicle distance, thus reducing pollution, congestion, and road
accidents.

Because of the decreased inter-vehicle distance such CVPs can reduce road congestion
and vehicle emissions on highways. This main advantage of autonomous driving can be
achieved while significantly reducing complexity with respect to AVs. CVPs, however, are

3see for example https://waymo.com/
4In literature CACC is often used to refer to a specific control law to achieve collaborative platooning behaviour.
CVP as used in this dissertation is more general and includes all possible methods of collaborative control.
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Figure 1.2: Three vehicles in a CVP with a typical predecessor-follower communication topology. [9]

limited to scenarios where the environment is known, as they are not equipped to deal
with unexpected obstacles. Therefore, a CVP also requires all vehicles to have the required
sensing and communication capability.

While the communication of a CVP is shown to greatly improve performance, they
also bring with them an increased risk of cyber-attacks. As the communication between
vehicles in a CVP is wireless, if unprotected, this is an easy target for cyber-attacks. In
this dissertation we consider a so-called man-in-the-middle (MITM) cyber-attack on the
inter-vehicle communication, where an attacker can intercept communicated data and
replace it with any other data. This is initially a threat to security, but as the inter-vehicle
communication is used to compute the vehicle’s input it can also cause a threat to safety.
In this work the considered threat to safety for a CVP is the occurrence of a crash between
any two vehicles.

In order to protect the CVP from a loss of safety and security due to the MITM attack,
a combination of prevention, resilient design, and detection & accommodation is required.
Firstly, encryption of the communicated data can be used to prevent the MITM attack.
However, as we have seen from many recent examples [3, 10, 11], attackers often find a
way around such solutions, for example by getting access to one of the vehicles where
typically the data is decrypted to perform calculations.

Therefore, a second line of defence is needed based on a combination of resilience,
detection and accommodation. Resilience cannot offer a full solution without compromising
the nominal performance as the cyber-attack is unpredictable and can possibly become
excessively large. Therefore, in the considered CVP, resilience is always combined with
detection & accommodation.

Consequently, resilience is required for any undetected attacks and the detection &
accommodation should adhere to following design goals. Firstly, as the vehicles drive close
together, typically with less than 1 s headway, detection & accommodation actions need to
be fast. Secondly, the driver might well have a supervisory role within a CVP and be part of
the accommodation after an attack is detected. Therefore, as any detection should be taken
seriously by the supervisory driver, the scheme should have a very low false alarm rate.

1.1.2 Oscillatory Fault Case in Actuation of Civil Aircraft
The design of a commercial aircraft is a complex procedure involving many different
requirements, but a common factor throughout it is the aim to minimize weight to obtain
better fuel efficiency in operation. In this context, the aircraft is supported by a flexible
structure that is designed to withstand a specified load envelope with minimal structural
reinforcements. The load envelope specification is normally based on the expected struc-

https://research.tudelft.nl/en/publications/a-sliding-mode-observer-approach-for-attack-detection-and-estimat
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Figure 1.3: Schematic of an servo-control loop with potential sources of an OFC. [13]

tural loads on the aircraft resulting from atmospheric effects (such as turbulence) and
maneuvers performed by the aircraft itself. However, certain system faults can lead to
additional structural loads which must also be considered when performing the aircraft
structural design.

Specifically, loss of safety through a so-called oscillatory failure case (OFC) is considered
in this dissertation. An OFC starts as an oscillatory fault in the servo-loop control of an
aircraft actuator at any of the locations indicated in Figure 1.3. Such faults rarely occur,
but, if they go unmitigated, they can cause oscillations of the control surface, which in
turn cause significant additional loads on the aircraft structure. [12, 13]

As show in Figure 1.3, a risk to safety through an OFC can have many different causes,
such as malfunctioning sensors or analog input/output (I/O) modules, as well as unwanted
oscillations from the command generation of the flight control computer (FCC). This wide
variety of threats eventually all become a risk to safety, namely the oscillation of the control
surface that causes the OFC if it is not mitigated.

As a result of the diversity of initial causes of oscillation, prevention is hard, requiring
different methods for each possible cause. The same holds for resilience, detection and
accommodation if they are applied at the individual sensors, I/O components or FCC.
However, resilience, detection and accommodation can also be applied on the oscillation of
the control surface that actually constitutes the OFC. Oscillations at this single point are
easier to address than the variety of initial causes.

Partial resilience to this threat is currently achieved through structural reinforcement,
which is unwanted as it is heavy and ultimately increases the operational costs of the
aircraft. However, if the OFC is detected existing redundancy in the actuators can be utilized
to accommodate the threat. Therefore, by increasing speed and reliability of detection, the
required resilience is reduced, lowering the aircraft operating costs as well as its emissions.

Detection requirements for OFCs are typically set in terms of oscillation magnitude and
number of oscillations until detection. The structural design is then made to be resilient to
any undetected OFC. As OFCs occur only rarely, but can quickly cause large structural loads,
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it is important that detection occurs fast and that no false detection occurs. Furthermore, if
guaranteed detectability proofs are provided, they form a useful input to determine the
resilience needed in the structural design.

1.2 Defining Safety and Security in CPSs
In this section we will formally introduce and define terms from the field of safety and
security in CPSs. It must be noted that no single definition exists for most of these terms.
The definitions used here are inspired by works dedicated to defining these terms, such
as [14, 15]. However, the definitions presented here are kept short and nonrestrictive on
purpose.

The class of CPSs contains many different types of systems, such as illustrated in
Figure 1.1, where CPSs of varying size and complexity are shown. A CPS derives its name
from the fact that it consists of a combination of physical and cyber systems. Here the
physical system is a part of the CPS that interacts with the environment and other physical
systems within the CPS. The cyber system is a part of the CPS that manipulates data
and transfers it to other cyber systems either within or outside the CPS. Generally, in
a control systems framework a physical system would consist of actuators, a plant, and
sensors. A cyber system would then consist of digital communication and computation. A
cyber-physical system can then be defined based on these parts as

Definition 1.1 (Cyber-Physical System). A system that contains at least one cyber system
connected to at least one physical system. ⊲

This definition of a CPS is very broad and also includes systems that many would classify as
mechatronic or embedded systems. Here mechatronic or embedded systems are typically
of a smaller scale, whereas CPSs are characterized by larger size and include coordination
of multiple physical systems by one or more cyber systems. These characteristics of CPSs
are important to be considered as they make a CPS more complex and more vulnerable to
faults and cyber-attacks. However, for the purpose of this dissertation it is not required
limit the definition of a CPS to these larger, more complex systems as all results that will
be presented are equally applicable to smaller, less complex CPS.

A CPS as defined above can be affected by threats to safety and security such as physical
faults and cyber-attacks. For the purpose of this dissertation all threats will be classified as

Definition 1.2 (Malicious threat). A threat is malicious if it is executed with intent to
threaten safety or security of the CPS. ⊲

Definition 1.3 (Accidental threat). A threat is accidental if it occurs without intent to
threaten safety or security of the CPS. ⊲

Many other classifications of threats are possible based on whether they affect a cyber or
physical system, or based on whether its effect is internal to the system or also extends
into the environment. An overview of these definitions and how they are used can be
found in [14]. The definitions given above are, however, deemed most suitable for CPSs by
the author. This because most threats that are, for example, initially a threat in the cyber
system, will also affect the physical system due to the connectivity between cyber and
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physical parts of the CPS. Furthermore, due to this same connectivity threats that were
initially internal to the system will often, in time, also extend into the environment.

The defined threats can induce anomalies in the CPS, which in turn cause a risk to
security or safety. Anomalies present themselves differently in physical and cyber systems,
so this distinction will be made in defining them. Firstly, define a physical anomaly as

Definition 1.4 (Physical Anomaly). An undesirable change to the dynamics of the physical
system. ⊲

For the cyber system, anomalies can affect confidentiality, integrity, or availability of the
data within the cyber system. Here confidentiality, integrity and availability (CIA) are
defined as [16]

Definition 1.5 (Confidentiality). Data can only be accessed by authorised entities. ⊲

Definition 1.6 (Integrity). Data is unaltered and trustworthy. ⊲

Definition 1.7 (Availability). Data is available when requested. ⊲

Cyber anomalies can then be defined based on the so-called CIA-triad as

Definition 1.8 (Cyber Anomaly). A loss of confidentiality, integrity or availability of data
in the cyber system. ⊲

Based on the presented classification of threats and anomalies, the concepts of safety
and security will be defined. Also for safety and security multiple definitions exist based
on different definitions of the threats and anomalies that cause them. Here the definition is
chosen in line with the classification of threats.

Definition 1.9 (Safety). The safety of a CPS is at risk from (and only from) all anomalies
caused by accidental threats and physical anomalies caused by malicious threats. A CPS is
safe if the risk these anomalies pose to the system and its environment is acceptable. ⊲

Definition 1.10 (Security). The security of a CPS is at risk from (and only from) all
anomalies caused by malicious threats. A CPS is secure if the risk these anomalies pose to
the system and its environment is acceptable. ⊲

One can see that here, like is common in literature, the anomalies are defined as binary
properties and the risk to safety or security associated with the anomalies is quantitative.
Due to this representation, a threat that causes an anomaly, only causes loss of safety
or security if the impact is sufficiently large. This realization can be used to define and
understand the different methods of mitigation. A graphical representation of the relations
between threats, anomalies and risks to safety and security is shown in Figure 1.4 where
also the different mitigation methods, which will be defined next, are already shown. The
figure also shows the interconnections between the cyber and physical anomalies that
occur in CPSs as discussed before.

Now that the threats to safety and security have been properly defined, we can look at
methods of mitigation. A first method of mitigation is through prevention of an anomaly,
which can be formally defined as
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Figure 1.4: Flowchart indicating how threats, anomalies and risk to safety and security are related to each other
and to methods of mitigation.

Definition 1.11 (Prevention). An anomaly is prevented if it cannot be caused by a threat.⊲

Examples of prevention methods are encryption of communication to prevent loss of
confidentiality, airless tires to prevent flats or redundancy of power supply to prevent loss
of power to critical systems such as nuclear reactors.

Secondly, mitigation can also be achieved by means of resilience of the CPS to an
anomaly, which can be formally defined as

Definition 1.12 (Resilience). A CPS is resilient to an anomaly if it can sufficiently contain
the anomaly and the risk it causes without relying on a detection decision. ⊲

Examples of methods for resilience are the use of a crumple zone in modern cars, the use
of redundant components or the implementation of robust control laws. Lastly, detection
and accommodation of an anomaly can be used as a means of mitigation.

Definition 1.13 (Detection &Accommodation). An anomaly is successfully accommodated
by a CPS if it is detected and the system behaviour is actively changed based on this detection
decision such that the reconfigured system can sufficiently contain the anomaly and the
risk it causes. ⊲

Examples of methods for detection and accommodation are airbags which are deployed
once a crash is detected, fire alarms, where detection is automatic and accommodation is
manual, or the use of adaptive control.

These methods of mitigation are visualised in Figure 1.4 and each have their own
advantages and disadvantages. Therefore, these methods are often used in combination
to sufficiently reduce the risks to safety and security. Prevention typically is a highly
robust method of mitigation as it can ensure that the threat has no effect at all on the
CPS. Therefore, if possible one would prefer to always use prevention to ensure safety and
security. However, prevention is often expensive, requiring extensive design changes or
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compromises to operational efficiency. Prevention is therefore often used in combination
with methods for resilience and detection & accommodation.

Resilience methods are, however, less robust than methods for prevention, but also
often less expensive, and similarly detection & accommodation is less robust and less
expensive than resilience. Therefore, to improve safety of CPSs while keeping them cost
efficient it is very important to reduce the cost of methods of prevention and increase
the robustness of methods for resilience and detection & accommodation. The research
presented in this dissertation is in line with these goals.

1.3 State of the Art

I n this chapter an overview of the recent literature on safety and security of CPSs will be
presented. First, nominal control of CPSs will be discussed in Section 1.3.1, followed by an

overview of threats to their operation in Section 1.3.2. These threats give us a motivation to
look into the methods to mitigate the anomalies they cause such that they no longer cause a
loss of safety and/or security. Therefore, Section 1.3.3 will discuss prevention, Section 1.3.4
resilience, Section 1.3.5 detection, and Section 1.3.6 accommodation of anomalies. Other
recent surveys on safety and security in CPSs can be found in [17–22].

1.3.1 Nominal Control of CPSs
In the introduction to this chapter, CPSs were introduced as the driving force behind many
technological advances. Ones that we all take for granted, such as mobile phones, the
power grid, and the automatic assembly line; but also many technologies that are still under
heavy development, such as autonomous or collaborative vehicles and smart (micro) girds.
Due to the size of these systems, they require a control that is at least partially distributed
and relies on, often wireless, communication for collaboration between the subsystems
within the CPS. Therefore, although any automatic control system can be classified as a
CPS, this section will primarily focus on forms of control for large scale CPS.

Many different control methods have been adapted and developed to apply to large
scale CPS. Such adaptations typically revolve around the way information is shared within
the CPS, i.e. the communication topology. As one can imagine, in a large scale CPS this
opens up a practically unlimited amount of possible topologies to explore, ranging from
fully decentralised to fully centralised control.

A broadly used term within this field is distributed control, which was founded as
the middle ground between centralised and decentralised control, allowing for a trade-
off between communication & computation requirements and performance. As such,
distributed control encompasses almost the full range of topologies. However, in distributed
control the communication between subsystems is typically only used to share information
and not for one subsystem to dictate the actions of other subsystems. In other words, there
is no hierarchy between the subsystems.

By efficiently using communication between subsystems, distributed control allows for
performance close to the (optimal) centralised control, while retaining the flexibility and
scalability offered by decentralised control [23]. A well documented type of distributed
control is distributed model predictive control (DMPC) [24–26], which has also been
extensively researched for control of CVPs [27, 28]. Examples of other control methods
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proposed for distributed control are sliding mode controller (SMC) [29], linear-quadratic
regulator (LQR) [30], and event-triggered control [31]. In [32] Dual decomposition was
used to synthesize an optimal distributed controller.

As an extension to distributed control, also methods have been proposed that include the
topology design in the controller synthesis [33] or even allow for changing communication
topologies online to trade-off between communication costs and performance [34]. Such
topology-switching communication architectures are aided by so-called plug-and-play
control [35, 36], which are designed to be applicable regardless of the communication
topology. Examples of topology-switching control of CVPs can be found in [37–39].

On the other end of the spectrum, hierarchical control uses the communication topolo-
gies to introduce a hierarchical structure between subsystems. Such architectures typically
consist of simple local control with little information and a high update rate, while infor-
mation is accumulated higher up the hierarchy where more complex global or supervisory
control is performed with a lower update rate. Such hierarchical control is commonly used
in industrial applications. Such as in [40], where multi-rate model predictive control (MPC)
in a fully hierarchical topology is proposed for control of a chemical plant, or in [41], where
a similar method is used for high level platoon speed control based on traffic models. To
gain the advantages of both the distributed and hierarchical communication topologies,
the approaches can also be combined. As, for example, in [42], where a topology consisting
of a number of distributed hierarchical controllers is proposed for the control of a chemical
plant. A more extensive description of CPS topology types is given in [43].

Related to the example applications used within this research, see Section 1.1, also some
research will be presented specific to distributed control for CVPs. Here many works focus
on the so-called string stability property that ensures disturbances will not grow along
the CVP. [44] uses frequency domain analysis to prove a linear controller can be used to
achieve string stability. This result was then validated on a real vehicle platoon [8]. This
control law, the so-called collaborative adaptive cruise control (CACC), remains a popular
topic of research to this day [45]. However, other control methods are also proposed to
achieve string stability, such as [46] using control matching MPC, [47] using DMPC, and
[48, 49] using an artificial potential field. Another topic of research in the control of CVPs
is the impact of the communication protocols. In [50, 51] realistic communication protocols
for CVPs are discussed. A string stable linear matrix inequality (LMI) based controller
design considering such realistic communication can be found in [52].

1.3.2 Threats to CPSs
In Section 1.2, threats to CPS have been classified as accidental and malicious threats, which
can both cause physical or cyber anomalies. This distinction is theoretically more general
than the distinction between faults and cyber-attacks often made in literature. However, in
practice the distinctions can be used similarly. Faults are typically defined in literature as
accidental threats that cause physical anomalies, and cyber-attacks as malicious threats
causing cyber anomalies. This neglects the existence of two types of threats that are
considered in the classification presented in Section 1.2, namely accidental threats causing
cyber anomalies and malicious threats causing physical anomalies. 5

5For a recent example of the latter see https://www.bloomberg.com/news/articles/
2022-10-08/trains-in-northern-germany-halted-for-hours-after-cables-cut

https://www.bloomberg.com/news/articles/2022-10-08/trains-in-northern-germany-halted-for-hours-after-cables-cut
https://www.bloomberg.com/news/articles/2022-10-08/trains-in-northern-germany-halted-for-hours-after-cables-cut
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Theoretically, this makes the classification in faults and cyber-attacks incomplete,
however, in practice these types of threats occur far less often. Therefore, these threats are
also of less concern than faults or cyber-attacks. Furthermore, resilience, detection and
accommodation methods developed for faults and cyber-attacks can typically similarly be
applied to anomalies caused by these threats. Therefore, we will use the distinction fault
vs. cyber-attack to classify the literature in the remainder of this section.

In theGlobal Risk Report 2018 [11] the risk of cyber-attacks is estimated to be second only
to environmental disaster. Furthermore, the possibilities of cyber-attacks are very broad.
Surveys of the risks of cyber-attacks on public transport, vehicle to vehicle communication
and unmanned aerial vehicles (UAVs) can be found in respectively [53], [54], and [55, 56].
In [10], using two 2009 cars, it was demonstrated that attackers can remotely brake or
disable the gas pedal. Similarly [57] shows results from actual attacks performed via a
mobile app connected to the car. Well-known examples of a real-world cyber-attacks are
the Stuxnet attack [58], the Maroochy water breach [59], and also, recently in 2020, Honda
was the target of a cyber-attack, likely through the remote desktop client [60].

In literaturemany studies can be found on the potential resources of cyber-attackers [61].
The survey [61] assigns some commonly studied cyber-attacks on scales of (1) disclosure
resources, (2) disruption resources, and (3) model knowledge. In this framework, which is
shown in Figure 1.5, the following attacks types are defined:

• For eavesdropping attacks the attacker only needs disclosure resources.

• For denial of service (DoS) attacks [62, 63] the attacker only needs disruption re-
sources.

• For Replay attacks [64–66] the attacker needs both disclosure and disruption re-
sources, but no model knowledge.

• For bias-injection attacks [67] limited model knowledge and disruption resources
are required.

• For zero-dynamics (undetectable) attacks [68, 69] full model knowledge and disrup-
tion resources are needed, but no disclosure resources. Recent extensions of this
notion aim to quantify the area where attacks are nearly undetectable using the
concepts of security index [70, 71] and weak detectability [72, 73].

• For covert attacks [74] the attacker needs full model knowledge as well as disclosure
and disruption resources.

Using these classifications, the effect of these attacks is studied for specific plants and
controller structures, such as power networks [75–78], wireless sensor networks [79],
and DMPC [80, 81]. Additionally, various attack scenarios have been studied for CVPs, a
recent survey can be found in [82]. [83–85] identify various vulnerabilities in CVPs, [86]
studies the impact of various attacks on a CVP, [87] also studies impact of attacks, but
compares controller robustness, and [88] quantifies the trade-off between security and
quality of service for CVP. Lastly, I would like to mention the so-called topology attacks or
rewiring attacks as considered in [89–91], which are cyber-attacks that aim at changing the
connection topology of CPS and by doing so change the physical behaviour of the system.
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Figure 1.5: Classification of attack types from [61]

Contrary to cyber-attacks, which are often considered for general systems, and only
classified based on the attacker capabilities, faults or failure modes are often system-specific.
For example, [92] considers actuator faults in an HVAC system, [93] considers faults in
Lithium-Ion batteries, [94] considers failure modes of transistors, [95] considers a maritime
application, [96–98] considers communication faults in a CVP, [99–101] consider reduced
actuator effectiveness on an aircraft, and [12, 13] consider the OFC which was introduced
earlier in Section 1.1. Such system specific analysis of faults often results in a description
of the fault behaviour which can then be used in its mitigation.

A more general distinction between fault types is however commonly used in work on
resilience, detection and accommodation of faults [102]. Here, however, only the location
of the fault is considered and not the fault behaviour. Firstly, a commonly considered fault
type is the actuator fault. This fault is typically modeled as an additional input in the state
transition equation. Secondly, system faults change the response of the system to inputs.
Such faults are typically modeled as a change to the state transition matrix. Lastly, sensor
faults are typically modeled as an additive term to the output equation.

1.3.3 Prevention of anomalies
Threats can occur in many forms and can affect the CPS in many ways. Physical anomalies
are the result of hardware malfunction and can therefore not be prevented directly bymeans
of a software solution. Notable research, however outside the scope of this dissertation, is
done in the field of predictive maintenance [103] for prevention of such physical anomalies.
The research on resilience, detection and accommodation of physical anomalies is more
abundant and will be discussed in the following sections.

Most work on anomaly prevention focuses on cyber anomalies within which the largest
research field is that of encryption. Encryption was originally developed to provide confi-
dentiality in information technology (IT) systems. Modern day encryption was pioneered
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by [104] with the Diffie-Hellman encryption scheme. Since then the field has matured
[105], giving rise to amongst others the famous Rivest–Shamir–Adleman (RSA) encryption
scheme [106]. These encryption schemes have served well in IT systems, but have a major
drawback for use on CPSs. Namely, they don’t allow for operations to be performed on
encrypted numbers such that the data needs to be decrypted and re-encrypted in the cyber
system to perform control.

An important development for the applicability of encryption to CPS is the introduction
of homomorphic encryption (HME), which allows to perform operations on encrypted
data [107–109]. These early HME schemes are only partially homomorphic, meaning
they only support either addition or multiplication, but not both. To this day, these early
HME schemes are used in research on secure control [110–114] using various methods to
overcome the inherent limitations of the underlying HME schemes.

Later, fully homomorphic encryption (FHE) schemes were introduced using the lattice-
based learning with errors (LWE) problem [115, 116] as a basis for encryption. These
FHE schemes do support both addition and multiplication. One of the main drawbacks
of FHE, however, is the limited multiplicative depth, i.e. the limited amount of allowed
multiplications before getting erroneous results. The GSW FHE scheme [117, 118] allows
for extended multiplicative depth, but it still remains an issue for application in CPSs if the
controller has an internal state. Solutions have been proposed like using a periodic reset
of internal controller states [119] or scaling the control system to work exclusively with
integer values [120–122]. The challenge of multiplicative depth in FHE together with other
challenges in encrypted control are surveyed in [123]. However, regardless of the open
challenges recently some implementations of FHE on real systems have been published
[124–126]. For a more extensive overview of FHE based on LWE please refer to [127].

Another interesting avenue of research that allows for private computation without
using encryption is called secure multi-party computation (sMPC) which divides the
computation task over two or more (non-colluding) parties such that neither party can
infer any relevant information [128–130]. Loosely related are the fields of differential
privacy and privacy-preserving consensus which are being researched for distributed
computation [131–135].

1.3.4 Resilience to anomalies
Resilience against anomalies is needed for any anomaly which cannot be prevented, or
detected and accommodated. Resilience can be achieved through hardware solutions using,
for example, physical redundancy. But, resilience is also an integral part of many control
laws, in fact all functional control laws have some resilience (also often called robustness)
against uncertainty. However, to keep the scope limited, in this section we will focus on
controllers that are explicitly designed to increase resilience against anomalies.

An anomaly that is considered often for research on resilience is loss of availability
of communicated signals, either through accidental packet loss or through malicious DoS
attacks. A recent survey of resilience against such anomalies can be found in [136]. Such
methods include delay estimators [63], adaptive control [137], event-triggered control
[39, 138, 139], semidefinite programming based control [140] and game theory [62].

Another threat that is commonly considered in distributed control and estimation
literature is that of non-compliant agents. By the definitions in Section 1.2 this malicious
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threat can either cause a physical anomaly if the agents maliciously change their control
input [141–145] or a cyber anomaly if the non-compliance is in the form of distributing
wrong information [146–152]. Notably DMPC has been extensively studied for control
resilient against non-compliant agents [142–145]. For distributed estimation a pioneering
work was on the Byzantine generals problem [153], which has been built upon for appli-
cation in consensus and state estimation. For example [149] considers distributed state
estimation for nonlinear agents, [146, 148] consider distributed consensus, [150] considers
asynchronous communication and time-delays, and [154] extends resilience by considering
a small number of designated trusted nodes. Common in all these works is that the network
topology plays an important role in the resilience of the CPS [155].

A rich body of literature also exists on resilience against physical damage, which is often
referred to as fault tolerant control (FTC), which can be further subdivided in passive and
active FTC. Active FTC often includes online parameter estimation as in [156, 157]. Passive
FTC is achieved through a broad range of control methods such as MPC[158, 159], SMC
[160–162], Backstepping [163] and Fuzzy control [164]. Specifically I would like to mention
the field of incremental control which has been used to reduce model dependence, and
therefore increase fault tolerance of nonlinear dynamic inversion [99, 165], Backstepping
[100], Dual Heuristic Programming [166] and SMC [167, 168].

1.3.5 Detection of anomalies
Anomaly detection is an integral part of almost any scheme for safe and secure control.
However, the aim of a detection algorithm is distinctly different from those that attain
resilience or perform accommodation. Resilience and accommodation are forms of control,
i.e. they aim at finding a control input sequence that will reduce the risks to safety and
security. Detection, however, is a form of observation, i.e., it focuses on monitoring the
system behaviour and distinguishing (uncertain) nominal behaviour from anomalous
behaviour. To this end, detection employs many different principles and approaches than
those used for resilience and accommodation.

For detection, system behaviour is often monitored based on a so-called residual, which
is designed to be around zero under nominal behaviour and deviates from zero only under
anomalous behaviour. This residual is then evaluated, for example by comparing it to a
threshold, for detection of the anomaly. Detection methods can thus be described by how
they generate the residual and how the residual is evaluated.

In model-based anomaly detection, usually an observer is used to generate a residual.
Traditionally this residual is the output estimation error, or some simple function thereof,
[169–171]. A framework to generate thresholds for these residuals, in the linear case, was
introduced as early as 1988 [172]. These residuals are still used extensively to this day
[173–177]. However, as signified by recent surveys on fault diagnosis in industrial control
systems (ICSs) [178], swarms [179] and cyber security in power grids [180] the field has
producedmany notable advancements. Anomaly detection using an output estimation error
based residual have been extended to non-linear [176, 181, 182] and large scale systems
using distributed techniques [89, 175, 176, 183–188] or reduced order models [182, 189] for
detection. Further advancements have been made using set-based methods which allow for
integrated estimation and detection [190–192]. And using active fault detection, where the
plant input is changed specifically to improve detection performance [92, 190, 192, 193].
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However, there is a fundamental limitation to all methods that base detection on the
output estimation error of the observer. An anomaly can only be detected once the state
estimation becomes incorrect. This means that the state estimate cannot be correct in
anomalous conditions. This is an undesirable property that can be avoided by using an
anomaly estimate based residual that can be obtained using e.g. unknown input observer
(UIO) or sliding mode observer (SMO) based methods.

SMOs can be used to generate an anomaly estimate based on the so-called equivalent
output injection (EOI) which is invariant to matched uncertainties [194]. This condition
of invariance became known as the observer matching condition, which has been relaxed
in many different ways [195–199] to improve applicability of the method. At the same
time, robustness against unmatched uncertainties was increased [200, 201]. Initially the
anomalies that could be detected were only actuator anomalies [202, 203], but later also
extensions of the method were proposed to allow for detection of sensor anomalies [204–
206]. Furthermore, SMO-based detection schemes have now also been proposed for large
scale and connected systems [207–209], and have been applied in aerospace [210], maritime
[95], and CVPs [209, 211].

Apart from the works that have been mentioned before, which have a general ap-
plicability to anomalies caused by accidental or malicious threats, much work has been
specifically devoted to detecting malicious cyber-attacks. As shown in Section 1.3.2, such
cyber-attacks come in many forms and can be designed using model knowledge and disclo-
sure resources to become hard or even impossible to be detected using generally applicable
schemes. [68, 212, 213] identify certain fundamental limitations of linear detectors against
malicious cyber-attacks. Amongst others, work on the security index [70, 71] and weak
detectability [72, 73] have attempted to quantify detectability close to these fundamental
limits. [35, 36] proposed a detection method using disturbances between physically coupled
systems to overcome some of these limitations. [214] identified conditions on systems
that are robust to stealthy attacks. For replay attacks detection is proposed using so-called
watermarking approaches. These approaches make small changes to the input [65, 193, 215]
or output [64, 66] of a system that do not disrupt the control or supervision, but can help
to distinguish true real-time data from replayed data.

1.3.6 Accommodation of anomalies
The accommodation approaches presented in this section are, by definition, always accom-
panied by a detection approach. The control methods presented here will have a large
overlap with those discussed for resilience in Section 1.3.4. However, it is important to note
that the approach taken in accommodation is fundamentally different as it is only active
after an anomaly is detected. This means the nominal system performance is unaffected by
the accommodation, and at the time of detection there will be a sudden change in behaviour
of the controlled system. Therefore, this section will focus on how the behaviour of the
controlled system is changed as a reaction to an anomaly detection.

There are several approaches to anomaly accommodation presented in literature. A
common approach to accommodate anomalies in the actuation signal or plant behaviour is
to start using a changed or augmented controller after detection. In [216] a robust SMC
module is implemented that augments the nominal control action after an anomaly is
detected. Similarly, in [217] a bank of observers is used to detemine which fault scenario is
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active, and this information is used to augment the setpoint of an MPC controller. In [101]
FTC of a Boeing 747 aircraft is achieved using an adaptive SMC, where the adaptation
is triggered by an anomaly detection and uses an anomaly estimate in the adaptation
algorithm.

A similar approach also exists for anomalies in communicated and measured signals
for (distributed) estimation, where the estimate is augmented [67] or replaced [218, 219]
using model-based estimates. This reconfiguration of the estimator, can also be used in
combination with the nominal controller to do accommodation for control, as is done in
[220, 221]. Similar, but notably different, [97] uses the input buffer from the nominal MPC
controller to generate model-based inputs to overcome short term communication loss in a
CVP.

Fully integrated safe control solutions which guarantee safety through a combination
of resilience, detection and accommodation are limited. A general approach to do so is
proposed in [222]. Some more work exist for specific applications, such as for CVPs. For
a CVP subject to faulty or malicious agents, or communication loss such safe control
structures are proposed in respectively [223] and [98]. For further reading and a more
complete survey on anomaly accommodation, one is referred to [224, 225].

1.4 Research Goals
In Section 1.3 an overview has been given of many topics within safety and security of
CPSs according to the different types of cyber-defences. Although this overview is far
from extensive, it covers a plethora of different topics in prevention, resilience, detection
and accommodation of anomalies. It has however also been shown that there are still
many contributions to be made within each type of mitigation. Therefore, the research
presented in this dissertation provides contributions to prevention, resilience, detection
and accommodation by addressing three open issues within the field of safety and security
of CPSs. In the remainder of this section the chosen topics will be presented and motivated
based on the CVP and aircraft servo loop applications from Section 1.1.

1.4.1 Contributions on Detection

Chapter 2
Design of two robust anomaly detection techniques applicable to a large

class of sliding mode observer based anomaly estimators.

In Chapter 2, two novel sliding mode observer based detectors are presented. The choice for
a sliding mode observer based approach can be motivated based on the applications from
Section 1.1.6 Firstly, only model-based detection methods have been considered as in both
the automotive and aerospace industry typically good models of the designed systems are
available. Secondly, a detection method that is applicable to non-linear models is needed
to address both applications. This because the servo-loop control in Equation (2.58) is
highly non-linear and even though a linear model for the vehicles in a CVP is presented
6while the method is designed with specific applications in mind, it will be presented in Chapter 2 in a form that
is applicable to many other systems too.
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in Section 1.1.1, any more accurate models for these vehicles are also non-linear. Lastly,
both applications are time-sensitive and require fast detection (and accommodation) of the
anomaly to avoid a loss of safety. Therefore, the detection method must have fast dynamics.
From the anomaly detection methods reviewed in Section 1.3.5 it has been found that SMO
based anomaly detection best fits all these requirements.

SMO based detectors have been shown to be widely applicable to linear and nonlinear
systems and provide finite-time convergence making them suitable for fast detection of
anomalies in a wide variety of systems. SMOs have however mostly been developed for
anomaly estimation and not much research has been dedicated to detection. This can
partially be attributed to the fact that in an ideal system, with only matched uncertainty,
detection based on a SMO is trivial, as anomaly estimation is perfect. However, due to the
fast dynamics of the SMO also small unmatched uncertainties, such as measurement noise,
can result in relatively large anomaly estimation errors.

Therefore, in Chapter 2, two SMO based detectors are presented which are applicable
to a range of existing SMOs, preserving their developed anomaly estimation capabilities.
The first detector uses the anomaly estimate and provides a threshold to perform detection.
This threshold is designed such that (1) no false detections can occur and (2) any anomaly
that is sufficiently large for a sufficient time can be detected. The second detector generates
two bounds on the SMO state estimation error based on healthy behaviour. If these bounds
cross each other it means the current value of the SMO state estimation error could not
have been caused by healthy behaviour, which is then used to perform detection. For this
detector the same detection guarantees are presented as for the first method.

1.4.2 Contributions on Resilience and Accommodation

Chapter 3
Design of a topology-switching coalitional control technique which
integrates resilience, detection and accommodation for integrated safe

control of a collaborative vehicle platoon.

In Chapter 3 an integrated method for resilience, detection and accommodation is presented
to guarantee safety in a CVP under MITM attack. The chapter focuses on how to achieve
resilience against undetected attacks and accommodation of detected attacks. Robust
control, providing resilience, is achieved through MPC while the accommodation approach
has been inspired by the field of topology-switching control. Topology-switching control
was introduced in Section 1.3.1 as a nominal control method for large scale CPSs. However,
its flexibility in changing communication topology also allows for accommodation of MITM
attacks by disabling affected communication links.

It has been chosen to use anMPC based control law in this work as it allows for handling
the safety and string stability constraints of the CVP directly in the form of constraints to
the MPC problem. Furthermore, much literature is available on topology-switching MPC as
well as on applications of MPC to CVPs. These concepts had however never been utilised as
a cyber-defence for CVPs. To this end in Chapter 3 a topology-switching MPC problem is
derived which can guarantee safety from crashes even if the system is under MITM attack.
Furthermore, it is proven that the CVP is string stable in all healthy conditions. Main
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contribution within this integrated design is the development of an MPC problem that is
robust to any undetected attacks and to topology switches caused by anomaly detection
and accommodation.

1.4.3 Contributions on Prevention

Chapter 4
Design of a real-time implementation of encrypted control based on fully

homomorphic encryption for prevention of confidentiality breaches.

In Chapter 4, a real-time implementation of an encrypted control law is presented that can
secure connected CPSs, such as CVPs, from both cyber-attacks targeting communication
as well as those targeting the individual subsystems. In this work an academic example
of an inverted double-pendulum is used to demonstrate the effectiveness of the method,
however in future work application to any connected CPS is possible. It has been chosen to
address the encryption method known as FHE. Using such FHE schemes one can perform
calculations on encrypted data, allowing one to keep data secure, also while it is being
processed. This property is very promising for use in control systems as it allows for
constructing encrypted controllers, closing the loop in terms of encrypted control.

These FHE schemes are, however highly computationally expensive which means that
so far all implementations have been non-real-time or on slow systems. In Chapter 4 a
real-time implementation of an FHE scheme is presented that can stabilize an inverted
double-pendulum. To achieve this, two main contributions are made by adapting and
implementing Gentry’s FHE scheme. Firstly, a novel so-called reduced cipher is introduced
that reduces the computational complexity of the FHE scheme. Secondly, the adapted
scheme is implemented on a set of two field-programmable gate arrays (FPGAs) for real-
time performance. It is shown that this implementation of FHE can stabilize the inverted
double-pendulum in real-time.





2

21

2
Anomaly Detection using
Sliding Mode Observers

Detection of anomalies in cyber-physical systems (CPSs) allows for automated accommodation
of the original anomaly, i.e. by means of repairs or reconfigurations in the cyber or physical
system. Sliding mode observers (SMOs) have been proposed for exact anomaly estimation for a
class of ideal systems without unmatched uncertainties and measurement noise. For such ideal
systems anomaly detection is trivial, however for systems with unmatched uncertainties or
measurement noise a dedicated detector is needed. In this chapter two of such robust anomaly
detectors are presented, which extend the anomaly detection capability of a large class of
SMOs to include systems with unmatched uncertainties and measurement noise. Theoretical
guarantees on robustness and detectability are presented for both detectors. The first detector
is based on the so-called equivalent output injection (EOI), which is closely related to the
anomaly estimate. The second detector is directly based on the SMO state estimation error.
Doing so, the second detector bypasses the low-pass filter generating the EOI allowing for
faster detection of anomalies and making it possible to detect smaller magnitude anomalies.
The obtained theoretical results are illustrated by application of the detectors to (1) detect a
man-in-the-middle (MITM) attack on a collaborative vehicle platoon (CVP) and to (2) detect
an oscillatory failure case (OFC) in the servo loop control of a commercial aircraft.

This chapter is based on
 Twan Keijzer and Riccardo M.G. Ferrari. Threshold design for fault detection with first order sliding mode observers.
Automatica, 146:110600, 2022.
 Twan Keijzer, Japie A.A. Engelbrecht, Phillipe Goupil, and Riccardo M.G. Ferrari. A sliding mode observer approach
to oscillatory fault detection in commercial aircraft. Control Engineering Practice, under review.
 Twan Keijzer, Fabian Jarmolowitz, and RiccardoM.G. Ferrari. Detection of cyber-attacks in collaborative intersection
control. In European Control Conference, 2021.
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D etection of anomalies is an integral part of the mitigation of anomalies in cyber-
physical systems (CPSs). Most importantly, fast detection allows for a quick response

of automated anomaly accommodation. However, even if an equivalent automated response
could be achieved by means of resilience, detection can also provide important information
on the frequency of anomalies that can be used to prevent more occurrences in the future.
Such response might be automated too, but more often it requires manual intervention in
the form of i.e. repairs (physical), reconfigurations (cyber), or redesigns (both).

Unknown input observers (UIOs) have been applied extensively for this purpose, allow-
ing for anomaly estimation and detection [221, 229–233] for a class of systems as defined
in [234, 235]. More recently, also sliding mode observers (SMOs) were adopted for this
purpose [101, 202–204, 236–239]. These SMO-based anomaly estimation methods are ap-
plicable to a larger class of systems and have, in certain applications, better performance
[240, 241].

SMO-based anomaly estimation methods have furthermore been developed to allow for
even broader applicability. Methods have been proposed to achieve this using higher order
exact differentiators [238, 242–245] or by using multiple cascaded SMOs [246]. However,
also methods exist where a single first order sliding mode observer (FOSMO) is used,
while still relaxing the matching condition [9, 196, 204, 228, 247], the non-minimum phase
condition [248–250], or both [162, 199, 251].

Nevertheless, a challenge that still needs to be addressed is the design of SMO-based
anomaly detectors when unmatched uncertainties and measurement noise are present.
Such effects prevent ideal sliding motion to be reached, which causes the anomaly esti-
mation results to no longer be exact. Therefore, existing detection methods that do not
consider measurement noise and unmatched uncertainties cannot lead to robust detection.
In this chapter, we will address the anomaly detection problem for systems with measure-
ment noise and (un)matched uncertainties, by developing two robust SMO-based anomaly
detectors.

Some works consider the effects of measurement noise on SMO-based state and fault
estimation using higher order SMOs, such as [242, 252, 253] providing the relation between
the noise magnitude and accuracy using the big O notation, or [245] giving bounds on the
time-averaged accuracy. However, the works considering the effect of measurement noise
on FOSMO-based anomaly estimation are very limited. In [93] a threshold is determined
based on hypothesis testing and in [254] a threshold based on Monte Carlo analysis
is proposed. Furthermore, some works do consider measurement noise, but without
addressing the detection problem. However in [250] it is required that measurement errors
directly affect the state equation, whereas [255] assumes the measurement noise derivatives
to be bounded. Both these noise representations are restrictive and may limit the practical
applicability. Lastly, several other works [256–258] mention a threshold for detection but
present no method to determine its value.

In this chapter the SMO-based anomaly detection problem is addressed by designing
two robust and deterministic anomaly detectors, applicable to a large class of FOSMOs,
including existing designs such as [9, 101, 200, 203, 204, 228, 251, 259]. Specifically, it will
be proven that the detectors are applicable to the SMOs from [204] and [9]. The designed
detectors allow for robust anomaly detection on systems with measurement noise and
(un)matched uncertainties. Furthermore, sufficient conditions will be presented for which
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(1) there exists a realisation of the uncertainty and measurement noise such that detection
occurs and (2) detection is guaranteed for all uncertainty and noise realisations.

Notation
For a vector 𝑥 , 𝑥(𝑖) denotes the 𝑖th element of 𝑥 . Inequalities for vectors are evaluated
element-wise. Superscript 0 denotes nominal behaviour. diag(𝑋 ) denotes a column vector
containing the diagonal elements of a square matrix 𝑋 . |𝑥 | denotes the element-wise
absolute value of a matrix or vector 𝑥 . Lastly, when 𝑥 = 0, it is considered sign(𝑥) =
−sign(𝑥𝑛𝑧) where 𝑥𝑛𝑧 is the last non-zero 𝑥 .

2.1 Problem Formulation
The aim of this chapter is to present the design of two robust anomaly detectors that
are applicable to a large class of FOSMO based anomaly estimation schemes. The class
of systems to which the detectors are applicable will be characterised in this section.
Specifically, Sections 2.1.1 and 2.1.2 present general forms of the considered system and
SMO respectively. Then, in Section 2.1.3 three propositions are presented which together
form a sufficient condition for the detectors to be applicable. This class of systems is not
restrictive, as it can be proven to encompass many existing SMOs, such as [9, 101, 200, 203,
204, 228, 251, 259].

Remark 2.1. The general forms of the system and SMO forms presented in this section are
not directly applicable to the application of aircraft servo loop control. The modifications
needed to make the scheme applicable to a class of nonlinear systems will be discussed in
Section 2.5. Here this modified form is also applied to the aircraft servo loop problem. ⊲

2.1.1 General System Description
Let us consider a general dynamical system with the form

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

�̇�1 = 𝐴11𝑥1 +𝐴𝑠
12𝑥2 +ℎ1(𝑦,𝑢) +𝐸11𝜁1 +𝐸

𝑠
12𝜁2 +𝑁1𝑓

�̇�2 = 𝐴21𝑥1 +𝐴𝑠
22𝑥2 +ℎ2(𝑦,𝑢) +𝐸21𝜁1 +𝐸

𝑠
22𝜁2 +𝑁2𝑓

𝑦 = 𝐶2𝑥2 + 𝐹𝜁2 ,
(2.1)

where 𝑥1 ∈ ℝ𝑛−𝑝 and 𝑥2 ∈ ℝ𝑝 are partitions of the system state; 𝑦 ∈ ℝ𝑝 is the system output;
𝑢 ∈ ℝ𝑤 is the system input; 𝑓 ∈ ℝ𝑟 is a time-varying term representing the anomaly to
be detected; 𝜁1 ∈ ℝ𝑞1 is the system uncertainty; 𝜁2 ∈ ℝ𝑞2 is the measurement noise; and
ℎ1 ∶ ℝ𝑝×𝑤 → ℝ𝑛−𝑝 and ℎ2 ∶ ℝ𝑝×𝑤 → ℝ𝑝 are known, possibly nonlinear functions. The
following common assumptions characterize the anomaly and the uncertainties.

Assumption 2.1. 𝜁1, 𝜁2, and 𝑓 are bounded as 𝜁1 ≥ 𝜁1 ≜max𝑡 (|𝜁1|), 𝜁2 ≥ 𝜁2 ≜max𝑡 (|𝜁2|), and
𝑓 ≥ 𝑓 ≜max𝑡 (|𝑓 |). Here 𝜁1, 𝜁2 and 𝑓 are known, deterministic values. ⊲
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2.1.2 A General Form for First Order Sliding Mode Observers
We will consider an SMO of the general form

⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

̇̂𝑥1 = 𝐴11�̂�1 +𝐴𝑠
12�̂�2 +ℎ1(𝑦,𝑢) − (𝐴

𝑠
12 −𝐴12)𝐶−1

2 𝑒𝑦 −𝐾1𝜈 ,
̇̂𝑥2 = 𝐴21�̂�1 +𝐴𝑠

22�̂�2 +ℎ2(𝑦,𝑢) − (𝐴
𝑠
22 −𝐴22)𝐶−1

2 𝑒𝑦 −𝐾2𝜈 ,
𝜈 ≜ −sign(𝑃𝑒𝑦 )
�̂� = 𝐶2�̂�2 ,

(2.2)

where �̂�1 ∈ ℝ𝑛−𝑝 , �̂�2 ∈ ℝ𝑝 and �̂� ∈ ℝ𝑝 are the state and output estimates; 𝑒𝑦 ≜ 𝑦 − �̂�; and
𝜈 ∈ ℝ𝑝 is the switching output feedback. The error dynamics then becomes

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

�̇�1 = 𝐴11𝑒1 +𝐴12𝑒2 +𝐸11𝜁1 +𝐸12𝜁2 +𝑁1𝑓 +𝐾1𝜈 ,
�̇�2 = 𝐴21𝑒1 +𝐴22𝑒2 +𝐸21𝜁1 +𝐸22𝜁2 +𝑁2𝑓 +𝐾2𝜈 ,
𝑒𝑦 = 𝐶2𝑒2 + 𝐹𝜁2 ,

(2.3)

where 𝑒1 ≜ 𝑥1 − �̂�1 ∈ ℝ𝑛−𝑝 and 𝑒2 ≜ 𝑥2 − �̂�2 ∈ ℝ𝑝 are the state estimation errors, 𝐸12 = 𝐸𝑠12 −
(𝐴𝑠

12 −𝐴12)𝐶−1
2 𝐹 , and 𝐸22 = 𝐸𝑠22 −(𝐴𝑠

22 −𝐴22)𝐶−1
2 𝐹 . The anomaly is then estimated by 𝑓 based

on the switching term 𝜈 via
�̇�eq = −𝐾𝜈 (𝜈eq − 𝜈)

𝑓 = 𝑔(𝜈eq)
(2.4)

where 𝐾𝜈 ≻ 0 ∈ℝ𝑝×𝑝 is the gain matrix of a stable filter, 𝜈eq is the so-called equivalent output
injection (EOI), and 𝑔 ∶ ℝ𝑝 → ℝ𝑟 is the anomaly estimation function.
Remark 2.2. The function 𝑔(𝜈eq) can vary and depends on the specific SMO which is used.
However, its definition does not affect the applicability of the detectors presented in this
chapter. Furthermore, the existence of a 𝜈eq as in Equation (2.4) is only required for the
detector presented in Section 2.2. ⊲

2.1.3 Detector Applicability Conditions
Based on the error dynamics in Equation (2.3), Propositions 2.1 to 2.3 provide a sufficient
condition for the presented detectors to be applicable. As an exemplification, in Section 2.1.4
we will prove that the propositions hold for the SMOs from [204] and [9].

Proposition 2.1. In Equation (2.3), 𝐴11 is Hurwitz, 𝐾𝜈 ≻ 0 is a diagonal matrix1, 𝐶2 is
invertible, and 𝐾2 ≠ 0.

Proposition 2.2. The following conditions on 𝑒2 hold.2

⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

|𝑒2| ≤ 𝑒2 ≤ 𝑒2
sign(�̇�2) = −sign(𝑃𝑒𝑦 )

if �̇�2 > 0 ∶ �̇�+2 ≤ ̃
�̇�+2 ≤ |�̇�2| ≤ ̃̇𝑒+2 ≤ ̄̇𝑒+2

if �̇�2 < 0 ∶ �̇�−2 ≤ ̃
�̇�−2 ≤ |�̇�2| ≤ ̃̇𝑒−2 ≤ ̄̇𝑒−2

(2.5)

1𝐾𝜈 only affects the detector in Section 2.2, as such the part of the proposition relating to 𝐾𝜈 is only required for
the detector in Section 2.2.

2For the detector in Section 2.3 only bounds on the nominal system are required. This because detection occurs
by comparing two thresholds without comparing them to the behaviour of a residual.
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where 𝑒2, ̃̇𝑒+2 , ̃
�̇�+2 , ̃̇𝑒−2 , and ̃

�̇�−2 are the unknown true bounds, and 𝑒2, ̄̇𝑒+2 , �̇�+2 , ̄̇𝑒−2 , and �̇�−2 , are the
known bounds on 𝑒2. Furthermore, equivalent bounds for the nominal system can be obtained,
denoted with superscript 0.

Remark 2.3. The unknown bounds on 𝑒2 introduced in Proposition 2.2 may not admit an
algebraic closed form, albeit they can still be computed numerically from Equation (2.3)
and the true bounds on the anomaly and uncertainties introduced in Assumption 2.1. The
known bounds, instead, need only to satisfy Equation (2.5) and can be freely defined by
the user in any form. ⊲

The relation between true-anomalous and known-nominal bounds can be conveniently
written as

𝑒2 + 𝛿𝑒 = 𝑒02 + 𝛿𝑓 (𝑓 ) ,
̃̇𝑒+2 + 𝛿�̇� = ̄̇𝑒0,+2 + 𝛿+̇𝑓 (𝑓 ) ; ̃

�̇�+2 − 𝛿�̇� = �̇�0,+2 + 𝛿+̇𝑓 (𝑓 ) ,

̃̇𝑒−2 + 𝛿�̇� = ̄̇𝑒0,−2 − 𝛿−̇𝑓 (𝑓 ) ; ̃
�̇�−2 − 𝛿�̇� = �̇�0,−2 − 𝛿−̇𝑓 (𝑓 ) ,

(2.6)

where 𝛿𝑒 > 0 and 𝛿�̇� > 0 represent the difference between the true and known bound, and
𝛿𝑓 ∶ ℝ𝑟 → ℝ𝑝 , 𝛿+̇𝑓 ∶ ℝ𝑟 → ℝ𝑝 , and 𝛿−̇𝑓 ∶ ℝ𝑟 → ℝ𝑝 represent the effect of an anomaly. Here,
and in the following, the superscripts + and − denote a variable relates to time periods
during which the sign of �̇�2 is, respectively, positive or negative.

Proposition 2.3. For any 𝑗 and 𝑑𝑓 such that |𝑓(𝑗)| ≥ 𝑑𝑓 , there exists a 𝛾 > 0 and an index 𝑖
such that either of the following holds.

1. 𝛿𝑓 ,(𝑖)(𝑓 ) ≥ 0, 𝛿+̇𝑓 ,(𝑖)(𝑓 ) ≤ −𝛾𝑑𝑓 and 𝛿−̇𝑓 ,(𝑖)(𝑓 ) ≤ 0.

2. 𝛿𝑓 ,(𝑖)(𝑓 ) ≥ 0, 𝛿+̇𝑓 ,(𝑖)(𝑓 ) ≥ 0 and 𝛿−̇𝑓 ,(𝑖)(𝑓 ) ≥ 𝛾𝑑𝑓 .

Remark 2.4. Proposition 2.1 presents some requirements on the observer matrices which
are common for SMOs. Furthermore, Proposition 2.2 bounds the area around the ideal
sliding surface to which the observer error is attracted. These conditions will form the basis
of the detector design. Lastly, Proposition 2.3 requires the anomaly to affect the system,
which is needed for the anomaly to be detected. ⊲

2.1.4 ProofofApplicability toExisting slidingmodeobservers
In this section, Propositions 2.1 to 2.3 from Section 2.1.3 are proven to hold for the SMOs
proposed in [204] and [9]. Similar proofs exist for many other existing SMOs such as
[101, 200, 203, 251, 259]. The proofs presented here serve as an exemplification.

SMO From (Tan and Edwards, 2003)[204]
The SMO design by Tan and Edwards considers a system with model uncertainty and
allows for estimation of both actuator and sensor anomalies. The work, however, does not
consider measurement noise and requires the matching condition to hold. Here, this SMO
is applied on a system with measurement noise 𝐹𝜁2, such that the observer error dynamics
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from equations (23) and (24) in [204] can be written in the general form Equation (2.3) as

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

�̇�1 = 𝐴11𝑒1 +𝐴12𝑒2 +𝐸11𝜁1 +𝐸12𝜁2
�̇�2 = 𝐴21𝑒1 +𝐴22𝑒2 +𝐸21𝜁1 +𝐸22𝜁2 +𝑁2𝑓 +𝐾2𝜈
𝑒𝑦 ≜ �̂� −𝑦 = 𝑒2 − 𝐹𝜁2
𝜈 = −sign(𝑃𝑒𝑦 )

where 𝜁1, 𝜁2 and 𝑓 are bounded (see Equation (3) and below in [204]), such that Assump-
tion 2.1 holds. Below we will prove that Propositions 2.1 to 2.3 hold for the SMO from
[204].

Proof. (Proposition 2.1) The proof can be found in Equation (19), the Remark below
Equation (21), and Equation (24) of [204]. ■

Proof. (Proposition 2.2)We extend Proposition 1 in [204]. Here statement (26) in [204]
depends on 𝑒⊤2 𝑃𝜈 < 03, which is true trivially for a system without measurement noise. For
a system with measurement noise, however, this can be untrue if −𝐹𝜁2 < 𝑒2 < 𝐹𝜁2. Therefore,
only practical convergence to an area |𝑒2| ≤max𝑡 (𝐹𝜁2) = 𝑒2 can be proven. This allows to
define 𝑒2 = |𝐹 |𝜁2. By substituting 𝜌 in the right hand side of Equation (24) in [204] it can be
proven that sign(�̇�2) = −sign(𝑃𝑒𝑦 ). Furthermore, bounds on �̇�2 can be obtained by bounding
the right hand side of Equation (24) in [204]. ■

Proof. (Proposition 2.3) From the bounds on 𝑒2 in Proposition 2.2 it can directly be found
that 𝛿𝑓 = 0 and 𝛿−̇𝑓 = 𝛿+̇𝑓 = 𝑁2𝑓 , where 𝑁2 is full column rank. ■

SMO From (Keijzer et al., 2019)[9]
The work by Keijzer et al. is one of the few which relaxes the matching condition for
anomaly estimation while still only using a single FOSMO. By doing so, however, the state
partition 𝑥1 cannot be estimated. Furthermore, [9] already considers system uncertainties
and measurement noise, such that the detectors are applicable without any change to the
observer. The SMO error dynamics in [9] can be written as

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

�̇�1 = 𝐴11𝑒1 +𝐴12𝑒2 +𝐸11𝜁1 +𝐸12𝜁2 +𝑁1𝑓
�̇�2 = 𝐴21𝑒1 +𝐴22𝑒2 +𝐸21𝜁1 +𝐸22𝜁2 +𝑁2𝑓 +𝐾2𝜈
𝑒𝑦 ≜ �̂� −𝑦 = 𝑒2 − 𝜁2
𝜈 = −sign(𝑒𝑦 )

(2.7)

where 𝜁1, 𝜁2 and 𝑓 are bounded (see Assumptions 2 and 3 in [9]), such that Assumption 2.1
holds. Below we present proofs of Propositions 2.1 to 2.3 from Section 2.1.3.

Proof. (Proposition 2.1) Proof of these statements can be found in Assumption 4 and
Proposition 1 of [9]. ■

Proof. (Proposition 2.2) Proof of these statements can be found in Proposition 1 in [9],
where known bounds 𝑒2, ̄̇𝑒+2 , �̇�+2 , ̄̇𝑒−2 , and �̇�−2 have been derived directly. The true bounds 𝑒2,
̃̇𝑒+2 , ̃

�̇�+2 , ̃̇𝑒−2 , and ̃
�̇�−2 can be found following the same methodology. ■

3[204] uses 𝑒𝑦 to denote 𝑒2.
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Proof. (Proposition 2.3) From Proposition 1 in [9] it can be seen that 𝛿𝑓 = 0 and 𝛿−̇𝑓 = 𝛿+̇𝑓 =

𝑟(𝑓 ), where in steady state 𝑟(𝑓 ) = (𝐹2 −𝐴21𝐴†
11𝐹1)𝑓 . By Assumption 5 in [9] 𝐹2 −𝐴21𝐴†

11𝐹1 is
full column-rank. ■

2.1.5 Detector Design Problem
In this chapter two SMO based anomaly detectors are designed. The detector presented
in Section 2.2 consists of a lower and upper threshold on the so-called equivalent output
injection (EOI), which functions as a residual. The detector in Section 2.3 does not use a
residual, but compares two bounds on the observer error to perform detection. While both
detectors use different modes of detection they are both based on the same SMO and have
also been designed using the same design criteria:

1. The detector is applicable to a general class of systems and SMOs which fit the
general error dynamics of Equation (2.3) and for which Propositions 2.1 to 2.3 hold.

2. The detector is deterministic and robust to uncertainties, i.e. there are no false
positives.

3. If 𝛿𝑒 = 0 and 𝛿�̇� = 0, for any non-zero anomaly there exists a realisation of the
uncertainty and noise such that detection occurs.

4. Any anomaly of sufficient magnitude, which is sustained for a sufficient duration,
is detected for all realisations of the uncertainty and noise. Here the sufficient
magnitude and duration are specified in Theorems 2.3 and 2.5.

2.2 Detection using Eqivalent Output Injection
based Residual

The detection logic which will be presented in this section is based on comparing the EOI,
𝜈eq defined in Equation (2.4), to a set of robust detection thresholds. To this end, first the
EOI dynamics will be written in time domain in Section 2.2.1. The threshold designs will
then be presented in Section 2.2.2. Proofs of robusteness and detectablity are presented in
Section 2.2.3.

2.2.1 Eqivalent Output Injection Dynamics
Recall the definition of the EOI in Equation (2.4). As 𝜈 is piece-wise constant, the time
response of each element of the EOI, 𝜈eq,(𝑖), can be written in closed form. To simplify
notation, for each element 𝜈eq,(𝑖), let us denote 𝑘𝑖 = 𝐾𝜈,(𝑖,𝑖). Furthermore, we define the
so-called switching times, {𝑡𝑗}𝑖 , as the sequence of times at which 𝜈(𝑖) changes sign. Note
that the switching times are not equally spaced, but depend on the system dynamics. In
the following, wherever possible, derivations will be shown for one element 𝜈eq,(𝑖) and the
subscript 𝑖 will be dropped to ease notation. Furthermore, without loss of generality, it is
assumed that 𝜈(𝑖) is positive during each period [𝑡2𝑗 𝑡2𝑗+1], and 𝜈(𝑖) is negative during each
period [𝑡2𝑗+1 𝑡2𝑗+2]. With this, the EOI response over any period [𝑡2𝑗 𝑡] where 𝑡2𝑗 ≤ 𝑡 ≤ 𝑡2𝑗+1,
can be written as

𝜈eq,(𝑖)(𝑡) = 𝑒−𝑘(𝑡−𝑡2𝑗 )𝜈eq,(𝑖)(𝑡2𝑗 ) + (1− 𝑒−𝑘(𝑡−𝑡2𝑗 )) . (2.8)
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During the next period [𝑡2𝑗+1 𝑡2𝑗+2], 𝜈(𝑖) = −1, so the EOI response over any period [𝑡2𝑗+1 𝑡],
where 𝑡2𝑗+1 ≤ 𝑡 ≤ 𝑡2𝑗+2, can be written as

𝜈eq,(𝑖)(𝑡) = 𝑒−𝑘(𝑡−𝑡2𝑗+1)𝜈eq,(𝑖)(𝑡2𝑗+1) − (1− 𝑒−𝑘(𝑡−𝑡2𝑗+1)) . (2.9)

Substituting Equation (2.8), with 𝑡 = 𝑡2𝑗+1, into Equation (2.9) gives

𝜈eq,(𝑖)(𝑡) = 𝑒−𝑘(𝑡−𝑡2𝑗 )𝜈eq,(𝑖)(𝑡2𝑗 ) − 𝑒−𝑘(𝑡−𝑡2𝑗 ) +2𝑒−𝑘(𝑡−𝑡2𝑗+1) −1 , (2.10)

for 𝑡2𝑗+1 ≤ 𝑡 ≤ 𝑡2𝑗+2. Substituting Equation (2.10), with 𝑡 = 𝑡2𝑗+2, into itself, and repeating this
process 𝑁 times, the EOI at 𝑡2𝑁 for any 𝑁 ∈ ℤ+ can be calculated as

𝜈eq,(𝑖)(𝑡2𝑁 ) = 𝑒−𝑘(𝑡2𝑁 −𝑡0)𝜈eq,(𝑖)(𝑡0) − 𝑒−𝑘(𝑡2𝑁 −𝑡0) +2
2𝑁−1
∑
𝑗=1

((−1)𝑗+1𝑒−𝑘(𝑡2𝑁 −𝑡𝑗 ))−1 . (2.11)

An example of a nominal EOI response, with the corresponding behaviour of 𝑒2 is shown
on the left in Figure 2.1.

2.2.2 Eqivalent Output Injection Threshold
In this section the detection threshold is designed as an upper bound on the nominal EOI
response. This way, by construction, the threshold is guaranteed to have no false positives,
i.e. design criterion 2 from Section 2.1.5 is satisfied. The resulting threshold consists of
two parts. First, a threshold is designed which bounds the EOI response considering only
one period between switches. This threshold is called the peak threshold. However, it
will be proven that there exist no sufficient conditions guaranteeing detection using only
this threshold. Therefore, a so-called sustained condition is designed to serve as an initial
condition for the peak threshold. The resulting threshold will be called the combined
threshold. Sufficient conditions for anomaly detection using the combined threshold are
presented in Section 2.2.3.

Because the threshold is modelled as a bound on the nominal EOI, first recall the EOI
responses in Equations (2.8) and (2.11). From these EOI responses, a particular observation
can be made, which will form the basis of the whole threshold design:

The EOI is fully determined by its initial value and the duration of the periods
between switches.

These periods between switches, 𝑡𝑗 − 𝑡𝑗−1, can be bound based on the known limits on 𝑒2
from Proposition 2.2. Bounding the duration of these periods in nominal conditions will
thus form the core of the threshold design.
Remark 2.5. In the following the design procedure will only be shown for the upper
threshold. The lower one can be derived similarly and only the end result will be stated.⊲

Peak Threshold
The peak threshold considers the worst-case behaviour of the nominal EOI over one period
between switches. As can be seen in Equation (2.8), this occurs for the maximum duration
of a period between switches, which we will denote 𝑡0,𝑢 . 𝑡0,𝑢 occurs for the hypothetical
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behaviour of 𝑒2 where 𝑒2 moves from its minimum, −𝑒02 , to its maximum, 𝑒02 , with the
minimum rate, �̇�0,+2 =

̃
�̇�0,+2 , as illustrated in the right part of Figure 2.1. This leads to the

definition below. Similarly also the known bound 𝑡0,𝑢𝑖 is defined below, based on the known
bounds on 𝑒2.

𝑡0,𝑢𝑖 ≜
2𝑒02,(𝑖)

̃
�̇�0,+2,(𝑖)

; 𝑡0,𝑢𝑖 ≜
2𝑒02,(𝑖)

̄
�̇�0,+2,(𝑖)

,

where we will drop the subscript 𝑖 to ease notation. With these definitions, by Propo-
sition 2.2, 𝑡0,𝑢 ≥ 𝑡0,𝑢 . Substituting 𝑡 − 𝑡2𝑗 = 𝑡0,𝑢 in Equation (2.8), gives the bound on the
nominal EOI

𝜈peakeq,(𝑖)(𝑡2𝑗 ) ≜ 𝑒−𝑘𝑡
0,𝑢
𝜈eq,(𝑖)(𝑡2𝑗 ) + 1− 𝑒−𝑘𝑡

0,𝑢
,

which is the so-called peak threshold. Here the argument 𝑡2𝑗 denotes the time at which
the threshold is calculated, or reset, based on the current value of the EOI, 𝜈eq,(𝑖)(𝑡2𝑗 ). The
resulting threshold is constant until a new peak threshold is calculated at 𝑡2(𝑗+1). This
process of constructing the peak threshold is illustrated on the right side of Figure 2.1. The
threshold is used with the anomaly detection logic

∃ 𝑖, 𝑗 s.t. 𝜈eq,(𝑖)(𝑡) > 𝜈peakeq,(𝑖)(𝑡2𝑗 ) for 𝑡 ∈ [𝑡2𝑗 𝑡2(𝑗+1)] . (2.12)

A lower peak threshold can be designed similarly as

𝜈peakeq,(𝑖)(𝑡2𝑗+1) = 𝑒−𝑘𝑡
0,𝑙
𝜈eq,(𝑖)(𝑡2𝑗+1) − 1+ 𝑒−𝑘𝑡

0,𝑙
,

𝑡0,𝑙 ≜
2𝑒02,(𝑖)

̄
�̇�0,−2,(𝑖)

,

for which the anomaly detection logic is defined as

∃ 𝑖, 𝑗 s.t. 𝜈eq,(𝑖)(𝑡) < 𝜈peakeq,(𝑖)(𝑡2𝑗+1) for 𝑡 ∈ [𝑡2𝑗+1 𝑡2𝑗+3] . (2.13)

This lower threshold has to be calculated, or reset, at every 𝑡2𝑗+1 based on the current value
of the EOI 𝜈eq,(𝑖)(𝑡2𝑗+1), and holds until 𝑡2𝑗+3.

The peak thresholds, as presented above, are applicable to the considered SMOs, and
are deterministic, i.e. design criteria 1 and 2 hold4. However, its detection capabilities are
not consistent, thus failing to meet criterion 4. This issue is formalised by the following
theorem.

Theorem 2.1. If 𝑒2 ≤ max𝑡 (𝐶−1
2 𝐹𝜁2(𝑡)), no sufficient condition on 𝑓 exists guaranteeing

anomaly detection using the peak thresholds. That is, regardless of 𝑓 , there always exists a
realization of 𝜁2(𝑡) such that neither of the detection conditions are satisfied.

Proof. From Proposition 2.2 and the hypothesis one can derive, |𝑒2| ≤ 𝑒2 ≤max𝑡 (𝐶−1
2 𝐹𝜁2),

which implies there always exists a 𝜁2 such that 𝐶−1
2 𝐹𝜁2 = 𝑒2. Substituting this 𝜁2 in the

definition of 𝑒𝑦 from Equation (2.3) gives 𝑒𝑦 = 0. Thus there always exists a 𝜁2 such that
𝑒𝑦 = 0. By the definition of the sign function, a switch occurs when 𝑒𝑦 = 0, thus there always
4Design criterion 3 also holds for the peak thresholds, however the proof will not be provided.



2

30 2 Anomaly Detection using Sliding Mode Observers

exists a realisation of 𝜁2 that makes the time between switches arbitrarily small. Detection
with the peak threshold occurs only if the time between two switches is sufficiently large,
specifically if 𝑡2𝑗+1 − 𝑡2𝑗 >min(𝑡0,𝑢 , 𝑡0,𝑙 ). Therefore, detection with the peak threshold can
never be guaranteed. ■

Remark 2.6. In Section 2.1.4 it has been proven that the hypothesis of Theorem 2.1, 𝑒2 ≤
max𝑡 (𝐶−1

2 𝐹𝜁2), holds for the SMOs from [204] and [9]. ⊲

To satisfy design criterion 4, the threshold design needs to be changed. In particular, we no
longer want to use 𝜈eq(𝑡2𝑗 ) and 𝜈eq(𝑡2𝑗+1) as reset conditions for the upper and lower peak
thresholds, respectively. This will allow us to decouple the detection performances from
the actual trajectory of 𝜈eq, which depends on the uncertainty realization and not only on
the anomaly 𝑓 . To achieve this, in the following global bounds on 𝜈eq(𝑡2𝑗 ) and 𝜈eq(𝑡2𝑗+1) will
be designed.

+ - + - + +

Figure 2.1: Example nominal EOI response - 𝑡0 ≤ 𝑡 ≤ 𝑡4;
Worst-case EOI response for the peak threshold design
- 𝑡2𝑗 ≤ 𝑡 ≤ 𝑡2𝑗 + 𝑡0. Both with corresponding 𝑒2 behaviour.

Figure 2.2: Worst-case EOI response for the sustained
condition design with corresponding hypothetical 𝑒2
behaviour.

Sustained Condition & Combined Threshold
In this section the so-called sustained condition, denoted by 𝜈eq,0,(𝑖), is introduced as an
initial condition for the peak threshold. The sustained condition replaces the reset to
𝜈eq,(𝑖)(𝑡2𝑗 ), which was used for the upper peak threshold. Using the sustained condition as
initial condition for the peak threshold gives the so-called combined threshold as

𝜈eq,(𝑖)(𝑡2𝑗 ) = 𝑒−𝑘𝑡
0,𝑢
𝜈eq,0,(𝑖)(𝑡2𝑗 ) + 1− 𝑒−𝑘𝑡

0,𝑢
. (2.14)

To guarantee that the combined threshold does not result in any false detection, for nominal
behaviour the sustained condition should globally upper-bound 𝜈eq,(𝑖)(𝑡2𝑗 ). By doing so
the combined threshold can globally bound the nominal EOI without requiring the resets
previously needed for the peak threshold. Furthermore, 𝜈eq,0 should be an initial condition
for the peak threshold. Therefore, the hypothetical behaviour of 𝑒2 leading to 𝜈eq,0 should
also be an initial condition for the behaviour of 𝑒2 leading to the peak threshold. Therefore,
as the hypothetical behaviour leading to the peak threshold starts at 𝑒2 = −𝑒2, for the design
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of 𝜈eq,0, 𝑒2 needs to be constrained as 𝑒2(𝑡2𝑗 ) = −𝑒2 ∀𝑗. How this is achieved can be seen in
Figure 2.2. Now we will use the bounds on 𝑒2 from Proposition 2.2, together with the newly
found constraint 𝑒2(𝑡2𝑗 ) = −𝑒2 ∀𝑗 to bound the time between switches as

𝑒2,(𝑖)(𝑡2𝑗+2) − 𝑒2,(𝑖)(𝑡2𝑗 ) = ∫
𝑡2𝑗+2

𝑡2𝑗
�̇�02,(𝑖)d𝑡 = ∫

𝑡2𝑗+1

𝑡2𝑗
|�̇�02,(𝑖)|d𝑡 −∫

𝑡2𝑗+2

𝑡2𝑗+1
|�̇�02,(𝑖)|d𝑡

= �̇�0,+2,(𝑖)(𝑡2𝑗+1 − 𝑡2𝑗 ) − �̇�
0,−
2,(𝑖)(𝑡2𝑗+2 − 𝑡2𝑗+1) = 0

→
𝑡2𝑗+1 − 𝑡2𝑗
𝑡2𝑗+2 − 𝑡2𝑗+1

=
�̇�0,−2,(𝑖)
�̇�0,+2,(𝑖)

,

(2.15)

where �̇�0,+2,(𝑖) and �̇�0,−2,(𝑖) are the average of |�̇�02,(𝑖)| over periods [𝑡2𝑗 𝑡2𝑗+1], and [𝑡2𝑗+1 𝑡2𝑗+2], re-
spectively. These averages, �̇�0,+2,(𝑖) and �̇�0,−2,(𝑖), can be bound in the same way as |�̇�02 | is bound
by Proposition 2.2. Using these bounds, the ratio between switching times defined in
Equation (2.15) can be bound for nominal behaviour as

𝑡2𝑗+1 − 𝑡2𝑗
𝑡2𝑗+2 − 𝑡2𝑗+1

≤
̄̇𝑒0,−2,(𝑖)
�̇�0,+2,(𝑖)

.

Now we will use this bound on the duration between switches to bound the EOI. Let us
define 𝑟0,𝑢𝑒 =

̄̇𝑒0,−2,(𝑖)
�̇�0,+2,(𝑖)

, and 𝑡𝑗− = 𝑡2𝑗 − 𝑡2𝑗−1, such that we can write 𝑡2𝑗+1 − 𝑡2𝑗 ≤ 𝑟0,𝑢𝑒 𝑡𝑗−. Using this

bound in the EOI response from Equation (2.11) gives the upper sustained condition as

𝜈eq,0,(𝑖)(𝑡2𝑗 ) =𝑒−𝑘(1+𝑟
0,𝑢
𝑒 )∑𝑗

𝓁=0 𝑡𝓁−𝜈eq,(𝑖)(𝑡0)

− 𝑒−𝑘(1+𝑟
0,𝑢
𝑒 )∑𝑗

𝓁=0 𝑡𝓁− −1+2
2𝑗−1
∑
𝓁=1 (

(−1)𝓁+1𝑒−𝑘(∑
⌈ 𝓁2 ⌉
𝑞=1 𝑡𝑞−+𝑟0,𝑢𝑒 ∑⌊

𝓁
2 ⌋

𝑞=1 𝑡𝑞−)
) .

(2.16)

which can be calculated at time 𝑡2𝑗 , for each 𝑗 ∈ ℤ+, and is valid over the period [𝑡2𝑗 𝑡2𝑗+2].
Substituting this sustained condition in Equation (2.14) gives the combined threshold.
Note that, by construction, this combined threshold satisfies design criteria 1 and 2. The
corresponding detection logic is given by

∃ 𝑖, 𝑗 s.t. 𝜈eq,(𝑖)(𝑡) > 𝜈eq,(𝑖)(𝑡2𝑗 ) for 𝑡 ∈ [𝑡2𝑗 𝑡2(𝑗+1)] . (2.17)

Remark 2.7. The sustained condition from Equation (2.16) can be calculated recursively as

𝜈eq,0,(𝑖)(𝑡2𝑗 ) =𝑒−𝑘(1+𝑟
0,𝑢
𝑒 )𝑡𝑗−𝜈eq,0,(𝑖)(𝑡2𝑗−2) − 𝑒−𝑘(1+𝑟

0,𝑢
𝑒 )𝑡𝑗− +2𝑒−𝑘𝑡𝑗− −1 , (2.18)

to reduce the computational load. ⊲
A lower combined threshold can be designed similarly as

𝜈eq,(𝑖)(𝑡2𝑗+1) =𝑒
−𝑘𝑡0,𝑙 𝜈eq,0,(𝑖)(𝑡2𝑗+1) − 1+ 𝑒

−𝑘𝑡0,𝑙 , (2.19)

𝜈eq,0,(𝑖)(𝑡2𝑗+1) =𝑒
−𝑘(1+𝑟0,𝑙𝑒 )∑𝑗

𝓁=0 𝑡𝓁+𝜈eq,(𝑖)(𝑡1)

+ 𝑒−𝑘(1+𝑟
0,𝑙
𝑒 )∑𝑗

𝓁=0 𝑡𝓁+ +1−2
2𝑗−1
∑
𝓁=1 (

(−1)𝓁+1𝑒−𝑘(∑
⌈ 𝓁2 ⌉
𝑞=1 𝑡𝑞++𝑟0,𝑙𝑒 ∑⌊

𝓁
2 ⌋

𝑞=1 𝑡𝑞+)
) ,
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with 𝑡𝑗+ = 𝑡2𝑗+1 − 𝑡2𝑗 , 𝑡2𝑗+2 − 𝑡2𝑗+1 ≤ 𝑟0,𝑙𝑒 𝑡𝑗+, 𝑟0,𝑙𝑒 =
̄̇𝑒0,+2,(𝑖)
�̇�0,−2,(𝑖)

, and the detection logic

∃ 𝑖, 𝑗 s.t. 𝜈eq,(𝑖)(𝑡) < 𝜈eq,(𝑖)(𝑡2𝑗+1) for 𝑡 ∈ [𝑡2𝑗 𝑡2(𝑗+1)] . (2.20)

Even though this combined threshold is not reset at every switch, like the peak threshold
was, it still requires to be recalculated at every switch, as 𝑡𝑗− and 𝑡𝑗+ are actual durations
between switches. Furthermore, as 𝑡𝑗− and 𝑡𝑗+ are also influenced by the system uncertainty
and measurement noise, the combined threshold is different for each uncertainty realisation.
Therefore, in the following a constant upper-bound to the combined threshold will be
designed, which can be calculated off-line.

Constant Combined Threshold
In this section a constant upper-bound to the combined threshold is designed. This threshold
will be called the constant combined threshold. A constant threshold reduces the computa-
tional burden to a single off-line calculation. To calculate the constant threshold, without
loss of generality, assume 𝑡𝑗− = 𝑡− for all 𝑗. This allows us to rewrite Equation (2.16) as

𝜈eq,0,(𝑖) = 𝑒−𝑘(1+𝑟
0,𝑢
𝑒 )𝑁𝑡−𝜈eq,(𝑖)(𝑡0) + 2(𝑒−𝑘𝑡− −1)

𝑁
∑
𝑖=0

𝑒−𝑘𝑖(1+𝑟
0,𝑢
𝑒 )𝑡− +1+ 𝑒−𝑘𝑁 (1+𝑟0,𝑢𝑒 )𝑡− −2𝑒−𝑘(𝑁+1+𝑁𝑟0,𝑢𝑒 )𝑡− .

Considering the effect of 𝑁 alone, this bound will always increase for increasing 𝑁 . There-
fore, take 𝑁 →∞ to get a simplified constant threshold as

lim
𝑁→∞

𝜈eq,0,(𝑖) = 1+2(𝑒−𝑘𝑡− −1) lim
𝑁→∞

𝑁
∑
𝑖=0

𝑒−𝑘𝑖(1+𝑟
0,𝑢
𝑒 )𝑡− = 1−2

𝑒−𝑘𝑡− −1
𝑒−𝑘(1+𝑟0,𝑢𝑒 )𝑡− −1

.

Only considering the effect of 𝑡−, this expression is maximized for minimal 𝑡−. So, by taking
the limit for 𝑡− → 0, once again a simplified upper-bound on the time-varying threshold is
obtained. Using L’Hospital’s rule this gives

𝜈consteq,0,(𝑖) = 1−2
−𝑘

−𝑘(1+ 𝑟0,𝑢𝑒 )
=
𝑟0,𝑢𝑒 −1
1+ 𝑟0,𝑢𝑒

.

Substituting the definition of 𝑟0,𝑢𝑒 this gives

𝜈consteq,0,(𝑖) =
̄̇𝑒0,−2,(𝑖) − �̇�

0,+
2,(𝑖)

̄̇𝑒0,−2,(𝑖) + �̇�
0,+
2,(𝑖)

. (2.21)

Substituting this expression in Equation (2.14) gives the constant combined threshold as

𝜈consteq,(𝑖) = 𝑒−𝑘𝑡
0,𝑢
𝜈consteq,0,(𝑖) +1− 𝑒

−𝑘𝑡0,𝑢 , (2.22)

which is used with detection logic

∃ 𝑖 s.t. 𝜈eq,(𝑖)(𝑡) > 𝜈consteq,(𝑖) ∀𝑡 . (2.23)
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A lower combined constant threshold can be designed similarly, resulting in

𝜈consteq,(𝑖) = 𝑒−𝑘𝑡
0,𝑙
𝜈consteq,0,(𝑖) −1+ 𝑒

−𝑘𝑡0,𝑙 ,

𝜈consteq,0,(𝑖) = −
̄̇𝑒0,+2,(𝑖) − �̇�

0,−
2,(𝑖)

̄̇𝑒0,+2,(𝑖) + �̇�
0,−
2,(𝑖)

,

with detection logic
∃ 𝑖 s.t. 𝜈eq,(𝑖)(𝑡) < 𝜈consteq,(𝑖) ∀ 𝑡 . (2.24)

To summarize, in this section, first the so-called peak threshold 𝜈peakeq has been designed.
This threshold does allow for anomaly detection, but, detection can never be guaranteed. To
address this sensitivity to measurement noise, the sustained condition, 𝜈eq,0, was introduced
as a global initial condition from which the combined threshold, 𝜈eq, can be calculated.
For this combined threshold anomaly detection can be guaranteed, as will be proven in
Section 2.2.3. However, it still has to be recalculated online at every switch of 𝜈 . To reduce
the computational burden a constant combined threshold 𝜈consteq has been designed which
over-bounds the combined threshold.

Remark 2.8. The derived detection thresholds are based on a novel approach to bound 𝜈eq.
As such, a full analytical derivation and a suitable notation were required. However, this
does not lead to a high computational cost. 𝜈eq can be obtained online by Equations (2.14)
and (2.18); 𝜈consteq can be obtained offline by Equations (2.21) and (2.22). ⊲

2.2.3 Detectability Analysis
In this section the performance of the combined threshold is analysed. In doing so it will be
proven that the threshold satisfies design criteria 3 and 4. First, in Theorem 2.2 a condition
will be presented for which there exists a realisation of the noise and uncertainty such that
detection occurs. Then, in Corollary 2.1, it will be proven that with 𝛿𝑒 and 𝛿�̇� the condition
from Theorem 2.2 reduces to 𝑓 ≠ 0, proving design criterion 3 is satisfied.

Theorem 2.2. If |𝛿+̇𝑓 (𝑓 )�̇�
0,−
2 +𝛿−̇𝑓 (𝑓 ) ̄̇𝑒

0,+
2 | > 𝛿�̇�( ̄̇𝑒0,+2 + �̇�0,−2 ), and 𝛿𝑓 (𝑓 )�̇�0,+2 −𝛿+̇𝑓 (𝑓 )𝑒

0
2 > 𝛿�̇�𝑒02 +𝛿𝑒 �̇�

0,+
2

or 𝛿𝑓 (𝑓 )�̇�0,−2 + 𝛿−̇𝑓 (𝑓 )𝑒
0
2 > 𝛿�̇�𝑒02 + 𝛿𝑒 �̇�

0,+
2 there exists a realisation of the uncertainty 𝜁1 and noise

𝜁2 such that detection occurs with the combined threshold.

Proof. In order to prove that there exists a realisations of 𝜁1 and 𝜁2 such that detection occurs
(using the upper threshold), we first design a function 𝜈eq such that ∃𝑡, 𝜁1, 𝜁2 s.t. 𝜈eq(𝑡) ≥ 𝜈eq .
Then, based on this function

𝜈eq > 𝜈eq (2.25)

needs to hold to prove the theorem. The behaviour leading to the upper combined threshold
is based on the realisations of 𝜁1 and 𝜁2 that maximize 𝜈eq. Therefore, with the same
methodology, but using the true-anomalous bounds instead of the known-nominal bounds,
𝜈eq is defined as

𝜈eq,(𝑖) = 𝑒−𝑘𝑡
𝑢
𝜈eq,0,(𝑖) + (1− 𝑒−𝑘𝑡

𝑢
) ,
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where 𝑡𝑢 = 2𝑒2

̃
�̇�+2

and 𝜈eq,0,(𝑖) is defined as in Equation (2.16) where we replace 𝑟0,𝑢𝑒 ←− 𝑟𝑢𝑒 =
̃̇𝑒−2

̃
�̇�+2
.

Satisfying Equation (2.25) is now implied by 𝑡𝑢 > 𝑡0,𝑢 and 𝑟𝑢𝑒 > 𝑟0,𝑢𝑒 . Using Equation (2.6)
𝑡𝑢 > 𝑡0,𝑢 can be written as

𝛿𝑓 (𝑓 )�̇�0,+2 − 𝛿+̇𝑓 (𝑓 )𝑒
0
2 > 𝛿�̇�𝑒02 + 𝛿𝑒 �̇�

0,+
2 ,

and 𝑟𝑢𝑒 > 𝑟0,𝑢𝑒 can be written as

𝛿+̇𝑓 (𝑓 )�̇�
0,−
2 + 𝛿−̇𝑓 (𝑓 ) ̄̇𝑒

0,+
2 < −𝛿�̇�( ̄̇𝑒0,+2 + �̇�0,−2 ) .

Similarly, using the lower peak threshold, we obtain

𝛿𝑓 (𝑓 )�̇�0,−2 + 𝛿−̇𝑓 (𝑓 )𝑒
0
2 > 𝛿�̇�𝑒02 + 𝛿𝑒 �̇�

0,+
2 ,

𝛿+̇𝑓 (𝑓 )�̇�
0,−
2 + 𝛿−̇𝑓 (𝑓 ) ̄̇𝑒

0,+
2 > 𝛿�̇�( ̄̇𝑒0,+2 + �̇�0,−2 ) .

These conditions can be rewritten to those in the theorem statement. ■

Corollary 2.1. Assume 𝛿𝑒 = 0 and 𝛿�̇� = 0. If 𝑓 ≠ 0 there exists a realisation 𝜁2 and 𝜁1 for
which detection occurs.

Proof. Using the equalities in the theorem statement, the conditions on 𝑓 in Theorem 2.2
reduce to |𝛿+̇𝑓 (𝑓 )�̇�

0,−
2 + 𝛿−̇𝑓 (𝑓 ) ̄̇𝑒

0,+
2 | > 0, and 𝛿𝑓 (𝑓 )�̇�0,+2 − 𝛿+̇𝑓 (𝑓 )𝑒

0
2 > 0 or 𝛿𝑓 (𝑓 )�̇�0,−2 + 𝛿−̇𝑓 (𝑓 )𝑒

0
2 > 0. By

Proposition 2.3 these conditions are implied by 𝑓 ≠ 0. ■

In the following, a sufficient condition will be presented guaranteeing anomaly detection
in terms of a minimum anomaly magnitude, i.e. all anomalies continuously larger than
this magnitude are guaranteed to be detected in finite time. This proves design condition 4
holds.

Theorem 2.3. If

𝛿+̇𝑓 (𝑓 ) + 𝛿
−
̇𝑓 (𝑓 ) + (𝛿

+
̇𝑓 (𝑓 ) − 𝛿

−
̇𝑓 (𝑓 ))𝜈eq < −(�̇�0,−2 + ̄̇𝑒0,+2 )𝜈eq + (�̇�0,−2 − ̄̇𝑒0,+2 +2𝛿�̇�)

or

−𝛿+̇𝑓 (𝑓 ) − 𝛿
−
̇𝑓 (𝑓 ) − (𝛿

+
̇𝑓 (𝑓 ) − 𝛿

−
̇𝑓 (𝑓 ))𝜈eq < (�̇�0,−2 + ̄̇𝑒0,+2 )𝜈eq + (�̇�

0,+
2 − ̄̇𝑒0,−2 +2𝛿�̇�) ,

an anomaly is guaranteed to be detected within finite time.

Proof. To prove that detection is guaranteed for all realisations of 𝜁1 and 𝜁2, first define a
function such that ∃𝑡 s.t. 𝜈eq(𝑡) ≥ ̃

𝜈eq ∀𝜁1, 𝜁2 . Then, based on this function, the relation

̃
𝜈eq > 𝜈eq (2.26)

needs to hold to prove the theorem statement. For the design of
̃
𝜈eq, consider the behaviour

leading to the lower sustained condition, 𝜈eq,0. The lower sustained condition is designed
such that for all realisations of 𝜁1 and 𝜁2, 𝜈eq(𝑡2𝑗+1) ≥ 𝜈eq,0(𝑡2𝑗+1) if 𝑒2(𝑡2𝑗+3) ≥ 𝑒2(𝑡2𝑗+1). Fur-
thermore, as 𝑒2 is bounded, ∃𝑡 s.t. 𝑒2(𝑡2𝑗+3) ≥ 𝑒2(𝑡2𝑗+1). Therefore, with the same methodology,
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but using the true-anomalous bounds instead of the known-nominal bounds,
̃
𝜈eq can be

defined as

̃
𝜈eq,(𝑖) = −

̃̇𝑒+2,(𝑖) − ̃
�̇�−2,(𝑖)

̃̇𝑒+2,(𝑖) + ̃
�̇�−2,(𝑖)

.

With this, detection can be guaranteed, according to Equation (2.26), if

−
̃̇𝑒+2,(𝑖) − ̃

�̇�−2,(𝑖)
̃̇𝑒+2,(𝑖) + ̃

�̇�−2,(𝑖)
> 𝜈eq,(𝑖)

which can be simplified to

𝛿+̇𝑓 (𝑓 ) + 𝛿
−
̇𝑓 (𝑓 ) + (𝛿

+
̇𝑓 (𝑓 ) − 𝛿

−
̇𝑓 (𝑓 ))𝜈eq < −(�̇�0,−2 + ̄̇𝑒0,+2 )𝜈eq + (�̇�0,−2 − ̄̇𝑒0,+2 +2𝛿�̇�) .

where subscript (𝑖) is dropped to ease notation. Similarly considering detection by the
lower threshold we obtain

−𝛿+̇𝑓 (𝑓 ) − 𝛿
−
̇𝑓 (𝑓 ) − (𝛿

+
̇𝑓 (𝑓 ) − 𝛿

−
̇𝑓 (𝑓 ))𝜈eq < (�̇�0,+2 + ̄̇𝑒0,−2 )𝜈eq + (�̇�

0,+
2 − ̄̇𝑒0,−2 +2𝛿�̇�) .

■

Corollary 2.2. If 𝑓 is sufficiently large there always exists an 𝑓 such that the conditions in
Theorem 2.3 hold .

Proof. By Assumption 2.1 and Proposition 2.3 there exists an 𝑓 such that 𝛿+̇𝑓 ,(𝑖)(𝑓 ) < −𝛾𝑑𝑓
for any 0 < 𝑑𝑓 < 𝑓 and 𝛿−̇𝑓 ,(𝑖)(𝑓 ) ≤ 0. Substituting this in the first condition of Theorem 2.3
-for detection with the upper threshold- gives

𝑓 >
(�̇�0,−2 + ̄̇𝑒0,+2 )𝜈eq − (�̇�0,−2 − ̄̇𝑒0,+2 +2𝛿�̇�)

𝛾 (1+ 𝜈eq)
. (2.27)

Similarly for detection with the lower threshold we get

𝑓 >
(�̇�0,−2 + ̄̇𝑒0,+2 )𝜈eq + (�̇�

0,+
2 − ̄̇𝑒0,−2 +2𝛿�̇�)

𝛾 (𝜈eq −1)
. (2.28)

Therefore, if 𝑓 satisfies Equation (2.27) or (2.28), there exists an 𝑓 s.t. one of the conditions
in Theorem 2.3 holds. ■

2.3 Detection using Thresholds on Observer Error
In this section, an anomaly detector will be presented which is based on direct analyses of
the behaviour of observer error 𝑒2. The detection logic uses thresholds on the observer
error 𝑒2 based on the bounds in Proposition 2.2, and the relation 𝑒𝑦 = 𝐶2𝑒2 − 𝐹𝜁2 from
Equation (2.3). The resulting thresholds, 𝜖2,(𝑖) ≤ 𝑒02,(𝑖) ≤ 𝜖2,(𝑖), will be used for anomaly
detection. Preferably one would directly monitor this condition, and detect an anomaly
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when it is violated. However, as 𝑒2 is not known to the observer, this is not possible.
Alternatively, the condition

𝜖2,(𝑖) > 𝜖2,(𝑖) (2.29)

can be monitored. Satisfying this condition implies violation of 𝜖2,(𝑖) ≤ 𝑒2,(𝑖) ≤ 𝜖2,(𝑖), and can
thus serve as detection condition. In the following, first the thresholds 𝜖2,(𝑖) and 𝜖2,(𝑖) will
be defined in Section 2.3.1. Then it will be shown that detection using these thresholds
conforms to the design criteria from Section 2.1.5.

2.3.1 Observer Error Thresholds
The thresholds 𝜖2,(𝑖) and 𝜖2,(𝑖) will be constructed using three bounds on the observer error
dynamics in Equation (2.3). Of these bounds, two are bounds which hold only in nominal
conditions and one bound also holds when the anomaly occurs. The combination of these
bounds will be used to detect the occurrence of an anomaly. In the following these bounds
will be formally introduced and combined to form the thresholds. Subscripts (𝑖) will be
omitted for ease of notation.

The first bound on 𝑒2 is taken directly from Proposition 2.2, saying that at all time

|𝑒02 | < 𝑒02 .

The second bound depends on 𝑒𝑦 and can thus only be checked at times the observer receives
a measurement 𝑦, which will be denoted by the sequence of times {𝑡𝑚𝑗}. Note that the
system dynamics are continuous time and the measurement times are only defined to obtain
an explicit expression for the bounds. Using this, from Equation (2.3) and Assumption 2.1
it can be derived that

𝑒𝑦2 (𝑡𝑚𝑗 ) ≤ 𝑒2(𝑡𝑚𝑗 ) ≤ 𝑒𝑦2 (𝑡𝑚𝑗 ) ∀𝑗 where
𝑒𝑦2 (𝑡𝑚𝑗 ) = 𝐶−1

2 (𝑒𝑦 (𝑡𝑚𝑗 ) − 𝐹𝜁2(𝑡𝑚𝑗 )) & 𝑒𝑦2 (𝑡𝑚𝑗 ) = 𝐶−1
2 (𝑒𝑦 (𝑡𝑚𝑗 ) + 𝐹𝜁2(𝑡𝑚𝑗 )) .

(2.30)

Then, at any time 𝑡𝑚𝑗 , 𝑒02 can be bounded as

max(𝑒𝑦2 (𝑡𝑚𝑗 ),−𝑒
0
2 ) ≤ 𝑒02 (𝑡𝑚𝑗 ) ≤min(𝑒𝑦2 (𝑡𝑚𝑗 ), 𝑒

0
2 ) (2.31)

Furthermore, bounds on �̇�02 are known from Proposition 2.2. With these, 𝑒2 can be bound
for each 𝑡 in the period [𝑡𝑚𝑗−1 𝑡𝑚𝑗 ] as

If �̇�2(𝑡𝑚𝑗−1 ) > 0

∫
𝑡

𝑡𝑚𝑗−1

�̇�0,+2 (𝑇 )d𝑇 ≤ 𝑒02 (𝑡𝑚𝑗 ) − 𝑒
0
2 (𝑡𝑚𝑗−1 ) ≤ ∫

𝑡

𝑡𝑚𝑗−1

̄̇𝑒0,+2 (𝑇 )d𝑇 .

If �̇�2(𝑡𝑚𝑗−1 ) < 0

−∫
𝑡

𝑡𝑚𝑗−1

̄̇𝑒0,−2 (𝑇 )d𝑇 ≤ 𝑒02 (𝑡𝑚𝑗 ) − 𝑒
0
2 (𝑡𝑚𝑗−1 ) ≤ −∫

𝑡

𝑡𝑚𝑗−1

�̇�0,−2 (𝑇 )d𝑇 .

(2.32)

The above bounds require further inspection. At first sight they seem to depend only on the
modeled healthy system behaviour through ̄̇𝑒02 and �̇�02. However, the bounds also depend
on the real behaviour. As can be seen, the integration duration is dictated by the sign of �̇�2,
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which through Proposition 2.2 is related to 𝑒𝑦 . The bounds in Equations (2.31) and (2.32)
can be combined for 𝑗 ≥ 1 to form the thresholds as

If �̇�2(𝑡𝑚𝑗−1 ) > 0

𝜖2(𝑡𝑚𝑗 ) =min(𝜖2(𝑡𝑚𝑗−1 ) +∫
𝑡𝑚𝑗

𝑡𝑚𝑗−1

̄̇𝑒0,+2 (𝑇 )d𝑇 ,𝑒𝑦2 (𝑡𝑚𝑗 ), 𝑒
0
2 )

𝜖2(𝑡𝑚𝑗 ) =max(𝜖2(𝑡𝑚𝑗−1 ) +∫
𝑡𝑚𝑗

𝑡𝑚𝑗−1

�̇�0,+2 (𝑇 )d𝑇 ,𝑒𝑦2 (𝑡𝑚𝑗 ),−𝑒
0
2 )

If �̇�2(𝑡𝑚𝑗−1 ) < 0

𝜖2(𝑡𝑚𝑗 ) =min(𝜖2(𝑡𝑚𝑗−1 ) −∫
𝑡𝑚𝑗

𝑡𝑚𝑗−1

�̇�0,−2 (𝑇 )d𝑇 ,𝑒𝑦2 (𝑡𝑚𝑗 ), 𝑒
0
2 )

𝜖2(𝑡𝑚𝑗 ) =max(𝜖2(𝑡𝑚𝑗−1 ) −∫
𝑡𝑚𝑗

𝑡𝑚𝑗−1

̄̇𝑒0,−2 (𝑇 )d𝑇 ,𝑒𝑦2 (𝑡𝑚𝑗 ),−𝑒
0
2 )

(2.33)

The bounds in Equation (2.31) can be used to obtain the initial thresholds 𝜖2(𝑡𝑚0 ) and 𝜖2(𝑡𝑚0 ).
Based on these thresholds, the detection condition

𝜖2(𝑡𝑚𝑗 ) > 𝜖2(𝑡𝑚𝑗 ) (2.34)

can be monitored at every measurement time 𝑡𝑚𝑗 to detect anomalies.

2.3.2 Detectability Analysis
In this section it will be proven that the proposed detector conforms to the design criteria
from Section 2.1.5. In Theorem 2.4 it will be proven that design criterion 2 holds. Design
criteria 3 and 4 will be proven to hold in Corollary 2.3 and Theorem 2.5 respectively.

Theorem 2.4 (Robustness). Consider the system in Equation (2.1), observer in Equation (2.2)
and detection criterion in Equation (2.34). In nominal conditions the detection criterion will
never be satisfied, i.e. there will be no false detection.

Proof. Recall from Section 2.2 the sequence {𝑡𝑗} which denotes the times at which �̇�2
changes sign and that �̇�2 > 0 during periods [𝑡2𝑗 𝑡2𝑗+1]. Furthermore recall �̇�+2 denoting the
average |�̇�2| while �̇�2 > 0, and �̇�−2 the average |�̇�2| while �̇�2 < 0.

For analysis purposes, the continuous dynamics of 𝑒2 from Equation (2.3) can be
rewritten in a discrete form based on the switching times as

𝑒2(𝑡2𝑗+2𝑁 ) = 𝑒2(𝑡2𝑗 ) +
𝑁
∑
𝓁=0

𝑐𝑗+𝓁 ∀𝑁 ∈ ℤ ,where 𝑐𝑗 = 𝑡+𝑗 �̇�
+
2 − 𝑡

−
𝑗 �̇�

−
2 , (2.35)

with 𝑡+𝑗 = 𝑡2𝑗+1 − 𝑡2𝑗 and 𝑡−𝑗 = 𝑡2𝑗+2 − 𝑡2𝑗+1. Based on Equation (2.35), in nominal conditions 𝑐𝑗
can be bounded as

−𝑒2(𝑡2𝑗 ) +max(𝑒𝑦2 (𝑡2𝑗 ),−𝑒
0
2) ≤

𝑁
∑
𝓁=0

𝑐𝑗+𝓁 ≤ −𝑒2(𝑡2𝑗 ) +min(𝑒𝑦2 (𝑡2𝑗 ), 𝑒
0
2 ) ∀𝑁 ∈ ℤ , (2.36)

using the bounds on 𝑒2 from Proposition 2.2 and 𝑒𝑦 = 𝐶2𝑒2 − 𝐹𝜁2 from Equation (2.3).
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Now, wewill have a look at the dynamics of the thresholds 𝜖2 and 𝜖2 fromEquation (2.33).
Without loss of generality, we will analyse the dynamics of 𝜖2 and 𝜖2 using three scenarios,
that together describe all possible behaviour.

1. 𝜖2 and 𝜖2 are fully determined by the integral bounds from Equation (2.32).

2. 𝜖2 or 𝜖2 is affected by the instantaneous bounds from Equation (2.31).

3. 𝜖2 and 𝜖2 are both affected by the instantaneous bounds from Equation (2.31).

If we prove that 𝜖2 > 𝜖2 in nominal conditions for each scenario, then robustness is guaran-
teed. Starting with scenario 1, we can write the discrete form of the dynamics of 𝜖2 over a
period [𝑡2𝑗 𝑡2𝑗+2] as

𝜖2(𝑡2𝑗+2) = 𝜖2(𝑡2𝑗 ) + ̄̇𝑒0,+2 𝑡+𝑗 − �̇�
0,−
2 𝑡−𝑗 ,

where the definition of 𝑐𝑗 can be used to eliminate 𝑡𝑗+ as

𝜖2(𝑡2𝑗+2) = 𝜖2(𝑡2𝑗 ) +
𝑡−𝑗
�̇�+2

( ̄̇𝑒0,+2 �̇�−2 − �̇�
0,−
2 �̇�+2 ) +

̄̇𝑒0,+2
�̇�+2

𝑐𝑗 . (2.37)

The latter can be extended for 𝜖2(𝑡2𝑗+2𝑁 ) for any 𝑁 ∈ ℤ as

𝜖2(𝑡2𝑗+2𝑁 ) = 𝜖2(𝑡2𝑗 ) +
𝑁−1
∑
𝓁=0 (

𝑡−𝑗+𝓁
�̇�+2

( ̄̇𝑒0,+2 �̇�−2 − �̇�
0,−
2 �̇�+2 ) +

̄̇𝑒0,+2
�̇�+2

𝑐𝑗+𝓁) . (2.38)

Similarly for 𝜖2(𝑡2𝑗+2𝑁 ) we can derive

𝜖2(𝑡2𝑗+2𝑁 ) = 𝜖2(𝑡2𝑗 ) +
𝑁−1
∑
𝓁=0 (

𝑡−𝑗+𝓁
�̇�+2

(�̇�0,+2 �̇�−2 − ̄̇𝑒0,−2 �̇�+2 ) +
�̇�0,+2
�̇�+2

𝑐𝑗+𝓁) . (2.39)

It can be seen that in nominal conditions, when �̇�0,−2 ≤ �̇�−2 ≤ ̄̇𝑒0,−2 and �̇�0,+2 ≤ �̇�+2 ≤ ̄̇𝑒0,+2 ,

𝜖2(𝑡2𝑗+2𝑁 ) − 𝜖2(𝑡2𝑗 ) ≥
𝑁−1
∑
𝓁=0

̄̇𝑒0,+2
�̇�+2

𝑐𝑗+𝓁 ≥
𝑁−1
∑
𝓁=0

𝑐𝑗+𝓁

𝜖2(𝑡2𝑗+2𝑁 ) − 𝜖2(𝑡2𝑗 ) ≤
𝑁−1
∑
𝓁=0

�̇�0,+2
�̇�+2

𝑐𝑗+𝓁 ≤
𝑁−1
∑
𝓁=0

𝑐𝑗+𝓁

(2.40)

By subtracting these inequalities it can be found that 𝜖2(𝑡2𝑗+2𝑁 )− 𝜖2(𝑡2𝑗+2𝑁 ) ≥ 𝜖2(𝑡2𝑗 )− 𝜖2(𝑡2𝑗 ),
i.e. considering scenario 1, the difference between 𝑒2 and 𝑒2 is non-decreasing. This leaves
to prove that no detection occurs in scenarios 2 and 3. In scenario 2, if the lower bound
is affected by Equation (2.31), 𝜖2(𝑡2𝑗+2𝑁 ) = max(𝑒𝑦2 (𝑡2𝑗+2𝑁 ),−𝑒02 ). Then use Equations (2.36)
and (2.40) to derive that in nominal conditions

𝜖2(𝑡2𝑗+2𝑁 ) ≥ 𝜖2(𝑡2𝑗 ) − 𝑒2(𝑡2𝑗 ) +max(𝑒𝑦2 (𝑡2𝑗 ),−𝑒
0
2 ) ≥max(𝑒𝑦2 (𝑡2𝑗 ),−𝑒

0
2 ) = 𝜖2(𝑡2𝑗+2𝑁 ) ,

which implies there is no detection. Lastly, in scenario 3

𝜖2(𝑡2𝑗 ) − 𝜖2(𝑡2𝑗 ) = min(𝑒𝑦2 (𝑡2𝑗 ), 𝑒
0
2) −max(𝑒𝑦2 (𝑡2𝑗 ),−𝑒

0
2 ) ≥ 0 .

■
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Theorem 2.5 (Detectability). An anomaly starting at 𝑡2𝑗 is guaranteed to be detected before

𝑡2𝑗+2𝑁 if 𝑁 > 4𝑒02
𝜙𝛿 where 𝜙 ≤ 𝑡−𝑗+𝓁

�̇�+2
∀ 0 < 𝓁 ≤ 𝑁 and 𝛿 > 0 is such that 𝛿−̇𝑓 (𝑓 ) ≥

̄̇𝑒0,+2 ̄̇𝑒0,−2 −�̇�0,+2 �̇�0,−2 +𝛿
̄̇𝑒0,+2

or

𝛿+̇𝑓 (𝑓 ) ≤ −
̄̇𝑒0,+2 ̄̇𝑒0,−2 −�̇�0,+2 �̇�0,−2 +𝛿

̄̇𝑒0,−2
during the period [𝑡2𝑗 𝑡2𝑗+2𝑁 ].

Proof. First, note that the bounds on 𝑒2 in Equations (2.31) and (2.32) are always more
conservative when used separately, than when used together in the threshold in Equa-
tion (2.33). Therefore, for the purpose of proving a sufficient condition for detectability,
they can be used interchangeably. In this proof we can, therefore, without loss of generality
consider the following behaviour of 𝜖2 and 𝜖2. At 𝑡2𝑗 both 𝜖2 and 𝜖2 are determined by
Equation (2.31) and at any subsequent time 𝜖2 is governed by Equation (2.32) and 𝜖2 by
Equation (2.31).5

By case 2 in Proposition 2.3 there exists a sufficiently large 𝑓 such that 𝛿+̇𝑓 (𝑓 ) ≥ 0 and

𝛿−̇𝑓 (𝑓 ) ≥
̄̇𝑒0,+2 ̄̇𝑒0,−2 −�̇�0,+2 �̇�0,−2 +𝛿

̄̇𝑒0,+2
. With such 𝑓 , using Equation (2.6) we can derive

�̇�−2 ≤ ̄̇𝑒−2 = ̄̇𝑒0,−2 − 𝛿−̇𝑓 (𝑓 ) ≤
�̇�0,+2 �̇�0,−2 − 𝛿

̄̇𝑒0,+2
,

�̇�+2 ≥ �̇�0,+2 ,

such that
̄̇𝑒0,+2 �̇�−2 − �̇�

0,−
2 �̇�+2 ≤ �̇�0,+2 �̇�0,−2 − 𝛿 − �̇�0,−2 �̇�0,+2 = −𝛿 . (2.41)

Substituting this inequality and 𝜙 ≤ 𝑡−𝑗+𝓁
�̇�+2

∀𝑗, 𝓁 in Equation (2.38)6 gives

𝜖2(𝑡2𝑗+2𝑁 ) − 𝜖2(𝑡2𝑗 ) ≤ −𝑁𝜙𝛿 +
𝑁−1
∑
𝓁=0

𝑐𝑗+𝓁 .

Using the bound on 𝑐𝑗 from Equation (2.36) gives

𝜖2(𝑡2𝑗+2𝑁 ) ≤ 𝜖2(𝑡2𝑗 ) −𝑁𝜙𝛿 − 𝑒2(𝑡2𝑗 ) +min(𝑒𝑦2 (𝑡2𝑗 ), 𝑒
0
2 ) ,

where by Equation (2.31), 𝜖2(𝑡2𝑗 ) − 𝑒2(𝑡2𝑗 ) ≤min(𝑒𝑦2 (𝑡2𝑗 ), 𝑒02 ) −max(𝑒𝑦2 (𝑡2𝑗 ),−𝑒02 ) such that

𝜖2(𝑡2𝑗+2𝑁 ) ≤ −𝑁𝜙𝛿 +2min(𝑒𝑦2 (𝑡2𝑗 ), 𝑒
0
2 ) −max(𝑒𝑦2 (𝑡2𝑗 ),−𝑒

0
2) .

Meanwhile, always 𝜖2(𝑡2𝑗+2𝑁 ) ≥max(𝑒𝑦2 (𝑡2𝑗+2𝑁 ),−𝑒02), such that

𝜖2(𝑡2𝑗+2𝑁 ) − 𝜖2(𝑡2𝑗+2𝑁 ) ≤ −𝑁𝜙𝛿 +2min(𝑒𝑦2 (𝑡2𝑗 ), 𝑒
0
2 ) −max(𝑒𝑦2 (𝑡2𝑗 ),−𝑒

0
2) −max(𝑒𝑦2 (𝑡2𝑗+2𝑁 ),−𝑒

0
2 ) ,

which can be simplified to

𝜖2(𝑡2𝑗+2𝑁 ) − 𝜖2(𝑡2𝑗+2𝑁 ) ≤ −𝑁𝜙𝛿 +4𝑒02 . (2.42)
5Although it is not proven here, the considered behaviour does correspond to the typical behaviour leading to
detection of an anomaly

6Recall from the proof of Theorem 2.4 that Equation (2.38) is a discrete equivalent of Equation (2.32).
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Detection occurs when 𝜖2(𝑡2𝑗+2𝑁 ) < 𝜖2(𝑡2𝑗+2𝑁 ) which, by Equation (2.42), is guaranteed for
𝑁 > 4𝑒02

𝜙𝛿 .
Alternatively, by case 1 in Proposition 2.3 there exists a sufficiently large 𝑓 such that

𝛿+̇𝑓 (𝑓 ) ≤ −
̄̇𝑒0,+2 ̄̇𝑒0,−2 −�̇�0,+2 �̇�0,−2 +𝛿

̄̇𝑒0,−2
and 𝛿+̇𝑓 (𝑓 ) ≤ 0 for which the same result can be obtained using the

same procedure. ■

Corollary 2.3 (Detectability). Assume 𝛿�̇� = 0. If 𝑓 ≠ 0 there exists a realisation of the
uncertainty 𝜁1 and 𝜁2 for which detection occurs.

Proof. Consider case 2 in Proposition 2.3 such that a nonzero 𝑓 implies 𝛿+̇𝑓 (𝑓 ) ≥ 0 and
𝛿−̇𝑓 (𝑓 ) ≥ 𝛿0 for any 𝛿0 > 0. Furthermore, by definition there exists a realisation of 𝜁1 and 𝜁2
such that �̇�−2 =

̃
𝑒−2 and �̇�+2 = 𝑒−2 . Using these relations in Equation (2.6) one can then write

̄̇𝑒0,+2 ≤ �̇�+2 + 𝛿�̇� ,

�̇�0,−2 ≥ 𝑒−2 + 𝛿0 − 𝛿�̇� ,
(2.43)

which means

̄̇𝑒0,+2 �̇�−2 − �̇�
0,−
2 �̇�+2 ≤ (�̇�+2 + 𝛿�̇�)�̇�

−
2 − (�̇�

−
2 + 𝛿0 − 𝛿�̇�)�̇�

+
2 = (�̇�+2 + �̇�

−
2 )𝛿�̇� − 𝛿0�̇�

+
2 . (2.44)

Using 𝛿�̇� = 0 and 𝛿 = 𝛿0�̇�+2 > 0 this becomes

̄̇𝑒0,+2 �̇�−2 − �̇�
0,−
2 �̇�+2 ≤ −𝛿 , (2.45)

which is equivalent to Equation (2.41) which is proven to be a sufficient condition for
detection in Theorem 2.5. ■

2.4 Results of Application to a CVP under MITM
Attack

In this section the SMO based anomaly detectors presented in Sections 2.2 and 2.3 will
be applied to a collaborative vehicle platoon (CVP) subject to man-in-the-middle (MITM)
attacks as introduced in Section 1.1.1. The detectors will be compared based on their
performance in this application. First, the CVP model will be defined, and then rewritten
such that it can be used for implementation of the detectors. Then, through simulations, the
effect of the SMO tuning parameters is demonstrated in Section 2.4.1 using a simple step
attack. Detection results are shown for a more elaborate attack scenario in Section 2.4.2.

The results presented in this section are obtained using a CVP of a lead vehicle followed
by one follower. The platoon is connected in a predecessor-follower communication
topology as illustrated in Figure 1.2 and is used to communicate the control input. Each
vehicle in the CVP is modeled as

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

�̇�𝑖 = 𝑣𝑖
�̇�𝑖 = 𝑎𝑖

�̇�𝑖 =
1
𝜏𝑖
(𝑢𝑖 −𝑎𝑖)

(2.46)
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where 𝑖 denotes the vehicle number, 𝑝𝑖 , 𝑣𝑖 and 𝑎𝑖 denote its position, velocity and accelera-
tion, 𝑢𝑖 is the applied control input, and 𝜏𝑖 is the engine time constant.

Assumption 2.2. The input of each vehicle 𝑖 is constrained by 𝑢min ≤ 𝑢𝑖 ≤ 𝑢max. ⊲

Each vehicle aims to keep a reference distance, 𝑑𝑟 ,𝑖 from its predecessor, defined as

𝑑𝑟 ,𝑖 ≜ 𝑟 +ℎ𝑣𝑖 , (2.47)

where ℎ denotes the reference time headway and 𝑟 is the reference distance at standstill.
Based on this vehicle dynamics, the model of the platoon, from the perspective of the
follower, can be written as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

�̇�𝑙
�̇�𝑙
�̇�𝑙
�̇�𝑓
�̇�𝑓
�̇�𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 0
0 0 1 0 0 0
0 0 − 1

𝜏𝑙
0 0 0

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 − 1

𝜏𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑝𝑙
𝑣𝑙
𝑎𝑙
𝑝𝑓
𝑣𝑓
𝑎𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 0
1
𝜏𝑙

0
0 0
0 0
0 1

𝜏𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

[
𝑢𝑙
𝑢𝑓 ]

𝑦 =
⎡
⎢
⎢
⎢
⎣

1 0 0 −1 0 0
0 1 0 0 −1 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑝𝑙
𝑣𝑙
𝑎𝑙
𝑝𝑓
𝑣𝑓
𝑎𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ 𝜁2

(2.48)

It is considered that the follower might not know exactly the dynamics of the lead vehicle,
i.e. there is uncertainty in 𝜏𝑙 . To account for this, define 𝜏𝑙 as the estimate of 𝜏𝑙 used by the
follower vehicle such that, with some bounded 𝑟𝜏 , we can write 𝜏𝑙 = 𝑟𝜏 𝜏𝑙 . Furthermore, 𝑢𝑙
is only known to the follower vehicle through communication, which is affected by the
MITM attack. Therefore define 𝑎𝑢 as the additive MITM attack and denote 𝑢𝑎𝑙 = 𝑢𝑙 +𝑎𝑢 as
the attacked input known to the follower vehicle. This allows us to write

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

�̇�𝑙
�̇�𝑙
�̇�𝑙
�̇�𝑓
�̇�𝑓
�̇�𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 0
0 0 1 0 0 0
0 0 − 1

𝜏𝑙
0 0 0

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 − 1

𝜏𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑝𝑙
𝑣𝑙
𝑎𝑙
𝑝𝑓
𝑣𝑓
𝑎𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 0
1
𝜏𝑙

0
0 0
0 0
0 1

𝜏𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

[
𝑢𝑎𝑙
𝑢𝑓 ]

+

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
0
1
𝜏𝑙
0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

𝜁1 +

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
0
− 1
𝜏𝑙
0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

𝑓

𝑦 =
⎡
⎢
⎢
⎢
⎣

1 0 0 −1 0 0
0 1 0 0 −1 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑝𝑙
𝑣𝑙
𝑎𝑙
𝑝𝑓
𝑣𝑓
𝑎𝑓

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ 𝜁2

(2.49)
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where 𝜁1 = (𝑟𝜏 −1)(𝑢𝑙 −𝑎𝑙 ) such that all uncertainty is concentrated in 𝜁1 and 𝜁2, and 𝑓 = 𝑎𝑢
such that it contains all anomalies. This model can be cast in the form of Equation (2.1) as

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

�̇�1 = 𝐴11𝑥1 +𝐴𝑠
12𝑥2 +𝐸11𝜁1 +𝐵1𝑢 +𝑁1𝑓

�̇�2 = 𝐴21𝑥1 +𝐴𝑠
22𝑥2 +𝐵2𝑢

𝑦 = 𝑥2 + 𝜁2

where 𝑥1 = [𝑝𝑙 , 𝑎𝑙]⊤ and 𝑥2 = [𝑝𝑙 −𝑝𝑓 , 𝑣𝑙 −𝑣𝑓 , 𝑣𝑓 , 𝑎𝑓 ]⊤, allowing it to be used for the SMO
based detectors. Of the SMOs considered in Section 2.1.4, only the one from [9] can be
applied to this model as 𝑁1 ≠ 0. The noise is bounded as 𝜁2 = [15 30 3 15]⊤ ⋅ 10−2. Other
model and observer parameters used in this section are presented in Table 2.1.

Table 2.1: Parameters used in simulation

Param. Value Param. Value Param. Value
𝜏𝑓 0.1 [𝑠] 𝜏𝑙 0.11 [𝑠] 𝜏𝑙 0.1 [𝑠]
𝜁1 1 [𝑚

𝑠2 ] 𝑓 10 [𝑚
𝑠2 ] 𝐴21 0

𝐴22 −0.1𝐼4 𝑃 𝐼4 𝐾1 0

2.4.1 Parameter Study
To investigate the effect of the SMO tuning parameters on detection performance we intro-
duce two sets of design parameters which will be referred to as the slow and fast parameter
sets. The slow parameter set is 𝐾2 = [2.35 3.3 2.2 3.6], 𝐾𝜈 = 0.1 ⋅ 𝐼4; and the fast parameter
set is 𝐾2 = [10.35 11.3 10.2 11.6], 𝐾𝜈 = 2 ⋅ 𝐼4. A step attack with magnitude 2.8 [𝑚/𝑠2] will
then be applied to CVPs with different bounds on the measurement uncertainty 𝜁2. Fig-
ures 2.3a and 2.3b show the detection times for the EOI and observer error based detectors
respectively. Note that for this parameter study the measurement noise bounds on each
measurement are taken to be equal.

For the EOI based detector one can see in Figure 2.3a that for low noise bounds faster
detection is obtained with the fast parameter set. However, for larger noise bounds the
same attack is no longer detected. This because for the same noise bound the threshold
corresponding to the fast parameter set is higher than for the slow parameter set. Based
on this result, the optimal parameter set for any application of the presented detection
threshold depends on the system uncertainty, including measurement noise, and the
expected anomaly magnitude. However, note that only step anomalies are considered
in this comparison. Different anomalies, like ramp or oscillatory anomalies may lead to
different conclusions. As the detector is guaranteed to have no false detections, it is possible
to simultaneously use multiple detectors, without loss in accuracy. Each detector can then
be designed for a specific type of fault.

For the observer error based detector one can see in Figure 2.3b that there is much less
difference in performance between the slow and fast parameter sets. This can partially
be attributed to the fact that 𝐾𝜈 is not a tuning parameter for this method. On a smaller
scale however, one can still see that detection with the fast parameter set is faster for small
uncertainties and slower for large uncertainties.
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Comparing the EOI and observer error based detectors, most importantly one can
see that the observer error based detector is much faster than the EOI based method.7
Furthermore, one can see that with the observer error based method the same anomaly
can be detected upto even larger uncertainties than the slow parameter set with the EOI
based detector. Both effects can be attributed to the removal of the filter that generates 𝜈eq
(see Equation (2.4)). The use of the filter introduces a trade-off between detection speed
and threshold magnitude, which is completely removed using the observer error based
detection.

0 0.5 1 1.5
0

50

(a) Detection time using the EOI based detector from Section 2.2

0 0.5 1 1.5
0

2

4

(b) Detection time using the observer error based detector from
Section 2.3

Figure 2.3: Detection time of a step attack of 2.8 𝑚/𝑠2 for different measurement noise bounds 𝜁2. 𝜁1 = 1 is kept
constant. Note the difference in time-scale between the figures.
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Figure 2.4: a) Input of lead vehicle and cyber-attack.
b),c) Detection of the attack by the EOI based detector.
Second element of EOI with its lower threshold. Vertical
axes are inverted to highlight the estimation capability
of the SMO. b) Fast parameters; c) Slow parameters.
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Figure 2.5: Detection of the attack by the observer error
based detector. Second element of the observer error
bounds. a) whole time range. b) around time of first
detection of slope attack.

2.4.2 Simulation Scenario
In this section the anomaly detectors are applied to the scenario shown in Figure 2.4a. The
true input of the leader vehicle is shown with the dashed black line and two attacks are
introduced on inter-vehicle communication, which are depicted in red. First, at 2 seconds a
varying step-like attack is introduced. Secondly, at 37 seconds a ramp attack is introduced.
7Note that the detection time scale in Figures 2.3a and 2.3b are different.
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For this scenario the EOI based detector has been applied with the slow and fast parameter
sets and the observer error based method only with the slow parameter set.8

Detection performance of the EOI based detector is shown in Figures 2.4b and 2.4c
for the fast and slow parameter set respectively. Here, only 𝜈eq,(2) with its corresponding
thresholds is shown as 𝑓 = −𝜈eq,(2) and as such only this element of the EOI is relevant for
detection. 𝜈eq,(2) is depicted in Figures 2.4b and 2.4c by the blue line, the solid purple line is
the corresponding lower combined threshold, the dashed purple line is the lower constant
combined threshold, and the red areas indicate the cyber-attack is detected by the constant
combined threshold.

As shown in Figures 2.4b and 2.4c, the threshold for the slow parameter set is closer to
zero than for the fast parameter set. In general, the threshold is lower for lower values of 𝐾2
and 𝐾𝜈 . Therefore, with the slow parameter set smaller cyber-attacks can be detected. This
can also be seen in the presented scenario where the ramp-shaped attack is detected at 55.8 𝑠
with the slow parameter set but not with the fast parameter set. Conversely, if the attack is
sufficiently large, detection with the fast parameter set is faster as illustrated by detection
of the first step-like attack. Here the attack is detected at 3 𝑠 with the fast parameter
set and at 7.1 𝑠 with the slow parameter set. In the considered platooning scenario, the
step-like attack causes a crash between the vehicles at 6.2 𝑠, meaning only detection with
the fast parameter set is sufficiently fast. For the ramp attack a crash occurs at 56.2 𝑠,
meaning detection with the slow parameter set at 55.8 𝑠 is sufficiently fast. Therefore, both
parameter sets need to be used simultaneously to provide sufficiently fast detection for all
attacks in this simulation example.

Furthermore, as 𝑓 = −𝜈eq,(2), the estimation capability of the SMO can also directly be
seen from Figures 2.4b and 2.4c. One can see that especially with the fast parameter set a
good, albeit a bit noisy, estimate of the attack is obtained.

Detection performance of the observer error based detector is shown in Figure 2.5 for
the scenario from Figure 2.4a. The light and dark purple lines indicate the upper and lower
thresholds, 𝜖2,(2) and 𝜖2,(2). One can see that first detection of both the step-like and the
ramp attack occurs faster than with the EOI based detector using either parameter set. In
Figure 2.5b a detail is shown around the first detection of the ramp attack. One can see
that the first detection is caused by a jump in the lower threshold which is the result of a
high value of the measurement noise 𝜁2,(2). Thus, between this first detection at 48.1 [𝑠]
and consistent detection around 49.3 [𝑠] detection can occur or not depending on the noise
distribution. One can see that after 49.3 [𝑠] detection will occur regardless of the noise
distribution. Therefore, still detection guarantees can be given and this dependence on the
noise is not of concern. Furthermore, it should be noted that for the observer error based
detection the detection decision is maintained until long after the attack has stopped. If
required, this effect can be mitigated by adding a saturation on the detection thresholds
that serves as an anti-windup for the integrator in the threshold design.

2.5 Results ofApplication to an aircraft underOFC
The aircraft servo loop application introduced in Section 1.1.2 is a nonlinear single-input
single-output (SISO) system, which does not conform to the standard form in Equation (2.1)
8This has been done as the observer error based detection is not very sensitive to the design parameters.
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which is a linear multiple-input multiple-output (MIMO) system with known nonlinearities.
The methods presented are however also applicable to a class of nonlinear SISO systems,
including the aircraft servo loop. Simulations as well as flight test data have been used
to show the performance of the error based detector from Section 2.3 in detecting an
oscillatory failure case (OFC).

In Section 2.5.1, first, a short overview of other work on OFC detection is presented.
Then, from Section 2.5.2 onward the developed SMO error based detector will be imple-
mented. First, sufficient conditions on nonlinear SISO systems are presented for which the
SMO based detectors from Sections 2.2 and 2.3 are applicable without change. Secondly,
in Section 2.5.3 it is shown how the observer error based detector is applied to detect the
OFC. Then results of a Monte Carlo (MC) simulation show its detection performance in
Section 2.5.4 and its robustness is validated using flight test data in Section 2.5.5.

2.5.1 Existing Work on Detection of OFCs
The first research works on OFC detection were conducted in the 90’s [12] and describe an
oscillatory failure identification system that uses several combinations of linear methods
and signal processing techniques where each method is designed for a different fault
scenario. Since these first works, the OFC detection problem has gained significant interest
and a wide range of approaches have been tested and published. Part of the current
industrial state of practice has been published by Airbus in 2010 [13]. Non-linear filtering
techniques have been widely used and assessed in the industrial environment [260, 261]
and they are now fully part of the most recent industrial state of practice [262] with a
certified solution embedded and flying on the Airbus A350 long range aircraft.

Pons et al. applied a learning approach based on interval analysis to OFC identifica-
tion [263]. Varga and Ossmann [264] developed a linear parameter-varying (LPV) based
identification approach for oscillatory failure cases. Due to the oscillatory nature of the
fault to detect, differentiator approaches have been successfully applied and tested on real
data [265, 266]. Sifi et al. [267] uses an 𝐻∞ observer for OFC detection on new generation
Electro-Hydraulic Actuators. Sun et al. [268] proposed a linear time-invariant model
based robust fast adaptive fault estimator with unknown input decoupling for oscillatory
fault detection. Alwi and Edwards [269] used an adaptive sliding mode differentiator to
reconstruct OFC signals for the purpose of detection. More recently, Goupil et al. [270, 271]
developed and industrially tested a pure data-driven approach for OFC detection based on
similarity index computation.

One way to improve amodel-based approach to OFC detection is to enhance the residual
evaluation step. Varga and Ossmann [272] used the Narendra criteria [273] as an adaptive
way to evaluate the residual using a forgetting factor, as opposed to simply thresholding
the residual. Trinh et al. [274] performed a quantitative analysis of a bank of residuals
through a correlation test. Lavigne et al. [275] investigated the Wald test by exploiting the
different statistical nature of the residual in the fault-free and faulty case.

All of the aforementioned works generally concern a classical hydraulic actuator. Some
research has also been performed on OFCs in new generations of actuators such as Electro-
Hydraulic Actuators [276]. Oscillatory behavior detection for other kinds of systems can
also be found in academic literature. For example, Loutridis [277] investigated damage
detection in gear systems using empirical model decomposition.
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2.5.2 Applicability Conditions for Nonlinear SISO systems
Consider a nonlinear system of the form

{
�̇� = 𝑓 (𝑥,𝑢) ,
𝑦 = 𝑥 + 𝜁2 ,

(2.50)

where 𝑓 (⋅) denotes the true system dynamics, and 𝑥 ∈ ℝ, 𝑢 ∈ ℝ, 𝜁2 ∈ ℝ are the state, input
and measurement noise respectively.9 This can be rewritten as

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

�̇� = 𝑓0(�̂� ,𝑢) + (𝑓0(𝑥,𝑢) − 𝑓0(�̂� ,𝑢))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝜃

+ (𝑓 (𝑥,𝑢) − 𝑓0(𝑥,𝑢))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Φ

,

𝑦 = 𝑥 + 𝜁2 ,

(2.51)

where 𝑓 (⋅) denotes a known dynamics estimate, 𝜃 is the model uncertainty and Φ is the
effect of the anomaly. Using an SMO of the form

{
̇̂𝑥 = 𝑓0(�̂� ,𝑢) −𝐾𝐿(𝑦 − �̂�) +𝐾2sgn(𝑦 − �̂�) ,
�̂� = �̂� ,

(2.52)

gives error dynamics {
�̇� = 𝐾𝐿𝑒 + 𝜃 +𝐾𝐿𝜁2 +Φ−𝐾2sgn(𝑒𝑦 ) ,
𝑒𝑦 = 𝑒 + 𝜁2 ,

(2.53)

where 𝑒 = 𝑥 − �̂� and 𝑒𝑦 = 𝑦 − �̂�. This resembles Equation (2.3) where 𝑒 = 𝑒2 and 𝑒1 does
not exist as the problem is scalar. Furthermore, 𝐴22 = 𝐸22 = 𝐾𝐿, 𝐸21𝜁1 = 𝜃 , 𝑁2𝑓 = Φ and
𝑃 = 𝐶2 = 𝐹 = 1. From this error dynamics an equivalent of Proposition 2.1 is achieved with
𝐾𝐿 < 0 and |𝜃 | bounded by known bound 𝜃 . Below it will be proven that Propositions 2.2
and 2.3 can always be made to hold.

Proof. (Proposition 2.2) Pick 𝐾2 > 𝜃 + |𝐾𝐿|𝜁2 such that sgn(�̇�0) = −sgn(𝑒0𝑦 ). Then define

𝑉 = 𝑒0
2

2 such that
�̇� = �̇�0𝑒0 = 𝐾𝐿𝑒0

2
+ 𝜃 +𝐾𝐿𝜁2 −𝐾2sgn(𝑒0 + 𝜁2)𝑒0 (2.54)

which can be simplified if |𝑒0| > 𝜁2 as

�̇� < 𝐾𝐿𝑒0
2
+ 𝜃 +𝐾𝐿𝜁2 − (𝜃 + |𝐾𝐿|𝜁2) ≤ 𝐾𝐿𝑒0

2
≤ 0 (2.55)

such that 𝑉 = 𝑒02 is a lyapunov function if |𝑒0| > 𝜁2. This means that 𝑒0 will converge to a
region around the origin |𝑒0| ≤ 𝜁2 = 𝑒0.

Furthermore, bounds on �̇� can be derived directly from Equation (2.53) as
̄̇𝑒+ = 𝐾𝐿𝑒𝑦 +2𝜃 +Φ+ |𝐾𝐿|𝜁2 ,
�̇�+ = 𝐾𝐿𝑒𝑦 +Φ+ |𝐾𝐿|𝜁2 ,
̄̇𝑒− = 𝐾𝐿𝑒𝑦 −Φ+ |𝐾𝐿|𝜁2 ,
�̇�+ = 𝐾𝐿𝑒𝑦 +2𝜃 −Φ+ |𝐾𝐿|𝜁2 ,

(2.56)

9There is research on SMOs for much more general classes of nonlinear systems. It is likely the detectors could
be adapted to be used for such systems too, but this has not been investigated.
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The existence of known bounds ̄̇𝑒+, ̄̇𝑒−, �̇�+, and �̇�+ implies the existence of true bounds ̃̇𝑒+,
̃̇𝑒−,

̃
�̇�+, and

̃
�̇�+. Thereby proving the proposition. ■

Proof. (Proposition 2.3) From the bounds in Equation (2.56) one can see

̄̇𝑒+ = ̄̇𝑒0,+ +Φ ,

�̇�+ = �̇�0,+ +Φ ,
̄̇𝑒− = ̄̇𝑒0,− −Φ ,

�̇�− = �̇�0,− −Φ ,

(2.57)

such that 𝛿𝑓 (𝐹 ) = 0 and 𝛿 ̇𝑓 + = 𝛿 ̇𝑓 − = Φ. ■

2.5.3 Application of Observer Error based Detection to the
OFC

The servo-loop control system of an actuator of a civil aircraft can be modelled as

�̇� =𝑉𝑐

√
Δ𝑃 + 𝛿𝑘𝑎𝑒𝑟𝑜sgn(𝑉𝑐 )

𝑆

Δ𝑃𝑟𝑒𝑓 +
𝑘𝑑𝑉 2

𝑐
𝑆

+Γ,

𝑉𝑐 =𝑘𝑐(𝐾 (𝑝ref −𝑝meas) + 𝑖𝑓 ),
𝛿 =𝑘𝑝(𝑝), 𝑝ref = 𝑘𝛿 (𝛿des),

𝛿meas =𝛿 + 𝜉𝛿 , 𝑝meas = 𝑝 + 𝜉𝑝 +𝑝𝑓 ,

(2.58)

where 𝑝 is the servo rod position, 𝛿 is the control surface deflection, and 𝑉𝑐 is the com-
manded voltage to the servo. 𝑝ref and 𝑝meas are the desired and measured servo rod position,
which are only used in the internal servo-loop control. 𝛿des and 𝛿meas are the desired and
measured control surface deflections, which are, respectively, the only input and output of
the system. 𝜉𝑝 and 𝜉𝛿 are the measurement noises for the rod position and control surface
deflection sensors, respectively.

Furthermore, Δ𝑃ref, 𝑆, and 𝐾 are typically known parameters and Δ𝑃 , 𝑘𝑑 , and 𝑘aero are
unknown parameters. Additionally, Γ represents unmodelled, but bounded, behaviour of
the real servo. 𝑘𝑝 and 𝑘𝛿 are non-increasing known functions and 𝑘𝑐 is a non-decreasing
known function, all of which are defined as lookup tables. Lastly, we consider anomalies 𝑝𝑓
and 𝑖𝑓 that can occur in the servo rod position measurement and the commanded current,
respectively. These anomalies can occur in solid or liquid form. If the anomaly occurs in
solid form the anomalous oscillatory signal replaces the nominal signal. If it occurs in the
liquid form oscillatory signal is added to the nominal signal. As such, these anomalies can
be modeled as

Liquid:
{
𝑝𝑓 = 𝑝osc𝑓
𝑖𝑓 = 𝑖osc𝑓

Solid:
{

𝑝𝑓 = 𝑝ref −𝑝meas +𝑝osc𝑓
𝑖𝑓 = −𝐾 (𝑝ref −𝑝meas) + 𝑖osc𝑓

where 𝑝osc𝑓 and 𝑖osc𝑓 are sinusoidal with an unknown, but constant frequency and amplitude.
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The models presented above are part of an aerospace industrial benchmark on fault
detection, dedicated to fault detection in the flight control system of a civil commercial
aircraft, which was developed by Airbus and Stellenbosch University. Detection of OFCs
within this industrial benchmark was posed as one of three competitions organized in the
context of the 2020 IFAC World Congress. Such competitions are organized to enhance
Industry participation in IFAC events and to bridge the gap with Academia. Furthermore,
it gives the opportunity for participants to compete against other international teams.

Next, we will introduce a few assumptions on this model that will be used in the
remainder of this section.

Assumption 2.3. Unknown parameters Δ𝑃 , 𝑘𝑑 , and 𝑘aero can be expressed as the summa-
tion of known nominal values, Δ𝑃𝑁 , 𝑘𝑑𝑁 and 𝑘aero𝑁 , and unknown variations Δ𝑃 , 𝑘𝑑 and
𝑘aero with known bounds. Furthermore, the umodelled dynamics Γ is bounded as |Γ| < 𝛾 .⊲

Assumption 2.4. The sensor noises 𝜉𝑝 and 𝜉𝛿 are zero-mean and can be bounded for all
time as |𝜉𝑝 | ≤ 𝜉𝑝 and |𝜉𝛿 | ≤ 𝜉𝛿 , respectively. ⊲

Assumption 2.5. The faults 𝑝𝑓 and 𝑖𝑓 can be bounded for all time as |𝑝𝑓 | ≤ 𝑝𝑓 and |𝑖𝑓 | ≤ 𝑖𝑓 ,
respectively. ⊲

Following the notation introduced in Section 2.5.2, Equation (2.58) defines 𝑓 (𝑝,𝑝ref) = �̇�.
Excluding the effect of the faults gives the nominal dynamics as

𝑓0(𝑝,𝑝ref) = �̇�0 = 𝑉 0
𝑐

√
Δ𝑃 + 𝛿𝑘𝑎𝑒𝑟𝑜sgn(𝑉 0

𝑐 )
𝑆

Δ𝑃𝑟𝑒𝑓 +
𝑘𝑑𝑉 0

𝑐
2

𝑆

+Γ ,

𝑉 0
𝑐 = 𝑘𝑐(𝐾 (𝑝ref −𝑝meas)) .

(2.59)

Furthermore, using Assumption 2.3 a known model of the nominal dynamics can be
obtained as

𝑓0(𝑝,𝛿des) = �̇�model = �̂�𝑐

√
Δ𝑃𝑁

Δ𝑃𝑟𝑒𝑓 +
𝑘𝑑𝑁 �̂� 2

𝑐
𝑆

,

�̂�𝑐 = 𝑘𝑐(𝐾 (𝑘𝛿 (𝛿des) −𝑘−1𝑝 (𝛿meas))) .

(2.60)

Here 𝑘𝛿 (𝛿des) = 𝑝ref is just a change of notation representing that the inputs of the detector
are 𝛿des and 𝛿meas. Based on these equations we can derive the bounds on |𝜁2| and |𝜃 |
required for implementation of the OFC detection.

Firstly, for the actuator servo loop, the measured signal is 𝛿meas, which is then trans-
formed according to the relations in Equation (2.58) as 𝑦 = 𝑘−1𝑝 (𝛿meas) to form an approxi-
mation of 𝑥 = 𝑝. The relation 𝑦 = 𝑥 + 𝜁2 then gives

𝜁2 = 𝑘−1𝑝 (𝑘𝑝(𝑝) + 𝜉𝛿 ) −𝑝 ,

𝜁2 = max
𝑝,𝜉𝛿

|𝑘−1𝑝 (𝑘𝑝(𝑝) + 𝜉𝛿 ) −𝑝| ,
(2.61)

where 𝛿meas = 𝑘𝑝(𝑝) + 𝜉𝛿 is just a change of notation to make explicit that the bound only
depends on 𝑝 and 𝜉𝛿 .
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Secondly, the bound on |𝜃 | can be derived. This process is a bit more elaborate, but in
principle finds 𝜃 as

𝜃 = max
𝑘𝑑 ,Δ𝑃,𝑘aero ,Γ,𝜉𝛿 ,𝜉𝑝

(|�̇�0 − �̇�model|) . (2.62)

This can be expanded to

𝜃 = max(| max
𝑘𝑑 ,Δ𝑃,𝑘aero ,Γ,𝜉𝛿 ,𝜉𝑝

(�̇�0) − �̇�model|, | min
𝑘𝑑 ,Δ𝑃,𝑘aero ,Γ,𝜉𝛿 ,𝜉𝑝

(�̇�0) − �̇�model|) ,

such that, to obtain 𝜃 we only require to derive the bounds on �̇�0 over all uncertainties.
Based on Equation (2.59) we will first derive bounds on 𝑉 0

𝑐 and 𝛿 based on the uncertainty
in the sensor noise. We will then use these bounds and the bounds on the uncertain model
parameters to bound �̇�0.

First note that the detector does not know 𝑝meas, but needs to derive it from 𝛿meas using
the relations in Equation (2.58) as 𝑝meas = 𝑘−1𝑝 (𝛿meas − 𝜉𝛿 ) + 𝜉𝑝 . Using this relation and the
definition of 𝑉 0

𝑐 from Equation (2.59) we can write 𝑉 0
𝑐 ≤ 𝑉 0

𝑐 ≤ �̄� 0
𝑐 where

𝑉 0
𝑐 = 𝑘𝑐(𝐾 (𝑝ref − (𝑘−1𝑝 (𝛿meas + 𝜉𝛿 ) − 𝜉𝑝))) ,

�̄� 0
𝑐 = 𝑘𝑐(𝐾 (𝑝ref − (𝑘−1𝑝 (𝛿meas − 𝜉𝛿 ) + 𝜉𝑝))) .

(2.63)

Furthermore, 𝛿 can be bound as

𝛿meas − 𝜉𝛿 = 𝛿 ≤ 𝛿 ≤ 𝛿 = 𝛿meas + 𝜉𝛿 . (2.64)

Now we will bound �̇�0, where we set all instances of 𝑉 0
𝑐 appearing in Equation (2.59)

independently to achieve the extremes. This results in

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max(�̇�0) = �̄� 0
𝑐

√
√√√√√√

√

max
Δ𝑃

(Δ𝑃 ) +max
𝑘aero
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𝛿,𝑉 0

𝑐
( 𝛿sgn(𝑉

0
𝑐 )

𝑆 )

Δ𝑃ref +min
𝑘𝑑

(𝑘𝑑 )min
𝑉 0
𝑐
(𝑉

0
𝑐
2

𝑆 )
+max

Γ
(Γ) if �̄� 0

𝑐 > 0

max(�̇�0) = �̄� 0
𝑐

√
√√√√√√

√

min
Δ𝑃

(Δ𝑃 ) +min
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(𝑘aero)min
𝛿,𝑉 0

𝑐
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0
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𝑉 0
𝑐
(𝑉

0
𝑐
2

𝑆 )
+max

Γ
(Γ) if �̄� 0

𝑐 ≤ 0

(2.65)

where max
𝛿,𝑉 0

𝑐
(𝛿sgn(𝑉 0

𝑐 )) and min
𝛿,𝑉 0

𝑐
(𝛿sgn(𝑉 0

𝑐 )) can be obtained by calculating the expression

for all four combinations of the extremes of 𝛿 and 𝑉 0
𝑐 .

An observer of the form Equation (2.52) has been applied to this model together with
the observer error based detector from Section 2.3. The results are shown in the following
sections.

2.5.4 Monte Carlo Study
In this section, the robustness and detection performance of the observer error based
detection scheme from Section 2.3, with the modifications presented above, is demonstrated
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through exhaustive Monte Carlo (MC) simulations within the industrial benchmark for
OFC detection developed by Airbus and Stellenbosch University. To this end, first the
benchmark simulation will be introduced, followed by the results obtained through MC
simulations, and analysis thereof.

Industrial OFC Benchmark
The OFC detection scheme was tested in simulation using a Simulink model that was
developed by Airbus and Stellenbosch University for the Aerospace Industrial Benchmark
on Fault Detection competition at the 21st IFAC World Congress. The Simulink model is a
high fidelity model of a control loop for a specific flight phase, namely the cruise phase,
and for a given flight point. It allows generating the control surface position corresponding
to a given flight path angle or load factor command. It also allows the injection of OFCs
originating from the rod position measurement or the current commanded by the flight
control computer (FCC), at different frequencies and amplitudes. A top-level diagram of
the Simulink model is shown in Figure 2.6.

Figure 2.6: Simulink Model for OFC Benchmark.

The Simulink model consists of the following functional blocks: The real servo actuator
with the option to inject an OFC, the aircraft longitudinal dynamics with turbulence, the
load factor controller, the flight path angle controller, and the OFC detection scheme.

The real servo actuator block implements the model in Equation (2.58) that describes
the motion of the servo actuator in response to a control surface deflection command, and
also allows an OFC to be injected. The aircraft longitudinal dynamics block models the
longitudinal motion of the aircraft in response to the elevator control surface deflection,
including the effect of external wind turbulence. The wind turbulence is modelled using
a Von Karman Wind Turbulence Model from the Simulink Aerospace Blockset. The load
factor controller block controls the load factor of the aircraft by commanding the elevator
control surface deflection using the measured load factor and measured pitch rate of the
aircraft as feedback. The flight path angle controller block controls the flight path angle
of the aircraft to maintain level flight by commanding the load factor using the measured
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flight path angle as feedback. The OFC detection scheme block implements the SMO-based
approach described in Section 2.3.

Detector Performance Analysis through Monte Carlo Simulation
Extensive MC simulations were performed using this benchmark model using the param-
eters in Table 2.2. These parameters have been identified based on extensive flight test
data from the considered actuator. Furthermore the observer gains have been chosen as
in Table 2.3. Simulations have been performed while injecting faults in the commanded
current and rod position sensor as described in Section 2.5.3. Detection performance is
shown for the full range of considered fault frequencies, amplitudes, and fault types.

Table 2.2: Actuator model parameters

Parameter Value [Unit] Parameter Range [Unit]
Δ𝑃ref 21 [𝑁 /𝑚𝑚2] Δ𝑃 [15,29] [𝑁 /𝑚𝑚2]
𝐾 0.4 [𝑚𝐴/𝑚𝑚] 𝑘𝑑 [3,6.2] [𝑁 ⋅ 𝑠2/𝑚𝑚2]
𝑆 5000 [𝑚𝑚2] 𝑘aero [435,975] [𝑁 /deg]

Γ [−0.07,0.07] d
2𝑝ref
d𝑡2

Table 2.3: Observer gains and nominal model parameters

Parameter Value [Unit] Parameter Value [Unit]
𝐾2 𝜃 + |𝐾𝐿|𝜁2 +𝜂 Δ𝑃𝑁 28 [𝑁 /𝑚𝑚2]
𝐾𝐿 −1 [𝑠−1] 𝑘𝑑𝑁 5.5 [𝑛 ⋅ 𝑠2/𝑚𝑚2]
𝜂 0.1 [−] 𝑘aero𝑁 650 [𝑁 /deg]

The results of the Monte Carlo simulations are shown in Figures 2.7 and 2.8 for all
considered fault types. These results are obtained by performing 200 simulations for
each combination of fault frequency and amplitude, with different uncertainties. For each
simulation instance the uncertain parameters Δ𝑃 , 𝑘𝑑 , 𝑘aero, and Γ are drawn from a uniform
distribution within the possible set defined in Assumption 2.3. Furthermore, excitation of
the system is obtained through 𝑝ref, which is calculated by using the load factor control in
flight path mode. The controller is tasked with performing a stabilization task under four
different turbulence conditions.

Recall that the objective of the detection scheme is to detect on OFC within a specified
maximum number of oscillations, while having no false alarms. Therefore in Figures 2.7
and 2.8 the contours show the regions for which detection always occurs within 1, 3, and 10
oscillations. Furthermore, the background colour shows the percentage ofmissed detections,
which is defined as no detection within 3 oscillations of the fault. Note that the choice to
show results for detection within 1, 3, and 10 oscillations has been made as an example as
they span a realistic range of potential detection requirements, but they do not reflect the
actual requirement for the considered actuator.

From the contours in Figures 2.7 and 2.8 it can be seen that for all fault types, faults with
a sufficiently large amplitude can be consistently detected within any specified maximum
number of oscillations. This shows that the detection objective can be achieved for all fault
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(a) Liquid fault in rod position sensor (b) Solid fault in rod position sensor

Figure 2.7: Detection performance for oscillatory faults in the rod position sensor with varying amplitude and
frequency

(a) Liquid fault in commanded current (b) Solid fault in commanded current

Figure 2.8: Detection performance for oscillatory faults in the commanded current with varying amplitude and
frequency

types and frequencies. Furthermore, during the 96,000 simulations performed to obtain
the Monte Carlo results, no false alarms were recorded, demonstrating the robustness of
the detection scheme.

Furthermore, it can be seen that the fault amplitude required for consistent detection
increases approximately linearly with fault frequency. This finding is supported by theory
through Theorem 2.5, where it is proven that detection is guaranteed for sufficiently positive
(or negative) faults which persist longer than 𝑡2𝑗+2𝑁 − 𝑡2𝑗 . For the considered zero-mean
liquid faults, this means detection guarantees for higher frequency faults demand a larger
amplitude. Lastly, it can be seen that the detector consistently shows better detection
performance for solid faults than for liquid faults. Unlike liquid faults, solid faults are not
zero-mean. Therefore, we can once again invoke Theorem 2.5 to explain the improved
detection performance. The nonzero mean of the solid fault will always cause an increase
of either the duration for which the oscillatory fault is positive or negative.
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To get a feeling for the type of data from which the extensive Monte Carlo results
presented above are obtained, Figure 2.9 shows simulation results for a single realisation
of the uncertainty. Here, a liquid fault in the commanded current with frequency 5 𝐻𝑧 and
amplitude 1.5𝑚𝐴 is introduced at 10 seconds under light turbulence conditions. Figure 2.9a
shows the control surface deflection for the performed stabilisation maneuver, and the
behaviour of the fault detection bounds 𝜖 and 𝜖 is shown in Figure 2.9b. One can see that
for this realisation of the uncertainty fault detection occurs well within 0.1 [𝑠].
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(a) Measured and commanded actuator deflection for a stabiliza-
tion task under light turbulence.
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Figure 2.9: Example of behaviour of the actuator and fault detector under a fault in the commanded current. A
fault with frequency of 5 𝐻𝑧 and amplitude of 1.5 𝑚𝐴 occurs at 10 seconds.
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(b) Detection bounds indicating no false alarm

Figure 2.10: Maneuvers and detector response during healthy behaviour of the performed flight test.

2.5.5 Application on Flight-Test Data
To bridge the gap between academic research and real practice, measurements of the
actuator behaviour have been obtained from flight tests performed by Airbus. These
measurements show the healthy actuator behaviour and are utilized here to validate
Theorem 2.4, where it is proven the detector is free of false alarms. The verification of the
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Table 2.4: Metrics describing the flight test data and corresponding detection bounds.

Data Duration 𝛿meas [deg] 𝑒 − 𝑒 [𝑚𝑚]
set [min] Variance Range Range Median < 0
1 63 16.6 [−35.3,35.1] [0.11,0.74] 0.62 No
2 22 10.6 [−33.5,24.3] [0.08,0.74] 0.62 No
3 24 23.7 [−30.6,26.1] [0.07,0.74] 0.62 No

robustness is a key step in industrial acceptance of the developed solution. In particular
OFCs are very rare events so the assessment of the probability to degrade the so-called
mean time between failure of flight control equipment is of primary interest. The missed
detection rate has been verified through extensive simulations as presented in Section 2.5.4.

The obtained data corresponds to typical in-service sensor measurements of a real
commercial aircraft, with the sampling rate of typical flight control computers. The provided
data sets include the desired control surface position (the command), generated by the flight
control laws, as well as the measured control surface position. Three different data sets
have been obtained from flight tests with the same aircraft type. The first data set is of a
flight lasting over one hour and starting with flight control checks on the ground, followed
by many dynamic maneuvers until the cruise phase. The second data set is a complete but
short flight, containing take-off and landing phases, in which steady maneuvers as well
as dynamic maneuvers are performed. The third data set covers a highly dynamic flight
phase. The evolution of the control surface deflection for data set 1 is shown in Figure 2.10a.
The other data sets are quantified in Table 2.4. One can see that all data sets comprise a
large range of possible deflections and contain several highly dynamic flight phases. In
Figure 2.10b the time-varying bounds on 𝑒 used for detection are shown when applied to
data set 1. An excerpt of a dynamic phase of the flight is highlighted, where it can be seen
that the bounds more closely approach each other, but still no false detection occurs. To
give some more insight into the evolution of the detection bounds, Table 2.4 presents some
properties of 𝜖 − 𝜖 also for the other data-sets. One can see that for all data sets 𝜖 − 𝜖 comes
close to 0, which is as expected considering the dynamic flight phases in each data set.
However, no false alarm is triggered in any data set, which validates the robustness of the
detection scheme.

Computational Complexity
Computational complexity is important to determine the real-time applicability of the
detection scheme on a commercial aircraft. Therefore the number of scalar operations,
such as lookup tables, addition, multiplication, and logic operations, for each update of the
detection scheme are counted. One update of the detector requires 120 scalar operations,
of which 20 are used to update the SMO and the remaining 100 are used to construct the
bounds on 𝑒 and perform detection.

2.6 Discussion & Conclusion
slidingmode observers (SMOs) have been used extensively for anomaly estimation, allowing
for exact anomaly estimation under ideal assumptions such as the absence of measurement
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noise. In this chapter the anomaly detection problem has been addressed when these SMOs
are applied to systems with unmatched uncertainties and measurement noise. To this end
two robust detectors are presented which are applicable to a large class of SMOs.

The applicability of the designed detectors can be evaluated based on three propositions
relating the structure of the SMO error dynamics, boundedness of the nominal SMO
uncertainty, and the influence of the anomaly. Based on this, it can be concluded the
threshold is applicable to a large class of SMOs for linear MIMO systems. Furthermore,
it has been shown that the detectors are also applicable to a smaller class of SMOs for
nonlinear SISO systems. Further research into the applicability of these detectors to larger
classes of SMOs for nonlinear systems is promising and should be pursued.

The first SMO based detector uses the so-called equivalent output injection (EOI),
which is also traditionally used for anomaly estimation, as a residual for anomaly detection.
Robust detection thresholds on this EOI are derived based on the nominal observer error
dynamics. The second SMO-based detector directly constructs two thresholds on the
observer error. As the true observer error is not available, these thresholds are compared
directly for anomaly detection.

Strong guarantees on detectability of anomalies are presented for both methods. Fur-
thermore both methods, by design, guarantee there are no false alarms. The main advantage
of the observer error based method over the EOI-based method is that it generally performs
detection faster and can consistently detect smaller anomalies. This is caused by the the
low-pass filter that generates EOI, which is removed with the observer error based method.
Therefore, the trade-off between detection speed and minimal detectable anomaly that
comes with this filter does not apply to the error based detector.

Both detectors have been applied to a collaborative vehicle platoon (CVP) for detection
of man-in-the-middle (MITM) cyber-attacks on the communication between vehicles. Here
it has been shown that in the presented scenario both methods provide detection before
safety is lost. Furhtermore, the advantages of the observer error based detector over the
EOI based method have been demonstrated.

The error based detector has also been applied to an aircraft servo loop for detection of a
so-called oscillatory failure case (OFC). It has been shown throughMonte Carlo simulations,
on a benchmark developed by Airbus and Stellenbosch University, that any sufficiently
large OFC fault can be detected within a predefined number of oscillations of the fault,
although the detection performance is better for low frequency faults. Robustness of the
detector has been validated on real nominal flight test data, where no false alarms were
recorded in almost 2 hours of flight test data.
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3
A Topology-Switching
Approach to Anomaly

Accommodation in CVPs

The wireless communication used by vehicles in collaborative vehicle platoons (CVPs) is
vulnerable to cyber-attacks, which threaten their safe operation. To address this issue, in this
chapter a safety preserving controller is proposed. The proposed controller is based on topology-
switching coalitional model predictive control (MPC), which utilises a reduced unknown input
observer (R-UIO) to detect and isolate the cyber-attacks. Attacked communication links are
then disabled to accommodate the attack. Furthermore, the MPC controller is designed to be
resilient against undetected attacks and the uncertainty derived from disabling communication
links. The proposed control method conforms to a relaxed string stability condition and is
guaranteed to be safe from crashes. The tracking performance of the proposed topology-
switching controller is illustrated on a simulated CVP of four vehicles. It is shown that the
proposed topology-switching coalitional controller has better performance than controllers
using other communication topologies.

This chapter is based on
 Twan Keijzer, Paula Chanfreut, José María Maestre, and Riccardo M.G. Ferrari. Collaborative vehicle platoons
with guaranteed safety against cyber-attacks. Transactions on Intelligent Transportation Systems, under review.



3

58 3 A Topology-Switching Approach to Anomaly Accommodation in CVPs

I nter-vehicle communication is an integral part of collaborative vehicle platoons (CVPs),
allowing them to achieve good tracking performance at low inter-vehicle distances.

Therefore, this inter-vehicle communication is the topic of extensive research. This has
lead to many control approaches using different communication protocols [50, 51], com-
munication topologies, and communication signals. A common choice is to communicate
the intended acceleration in a one-directional precedessor-follower topology [8, 27, 52, 96].
But many other topologies have been proposed, such as [28, 37], which consider communi-
cation in a coalitional communication topology, forming disjoint coalitions of cooperative
agents that are fully connected.

A promising direction in this field is the introduction of topology-switching coalitional
control, in which the communication topology is changed on-line to trade-off performance
with communication and computation cost [34, 279, 280]. See [37, 281, 282] for examples of
its application in irrigation canals, traffic systems, and solar parabolic plants. In this regard,
[39, 283–286] deal with CVPs where the communication topology switches due to vehicles
joining and leaving the CVP, the possible inter-vehicle communication failures, and the
existence of a maximum distance over which vehicles can communicate. These works stress
the relevance of flexible controllers able to accommodate these dynamic communication
constraints while providing performance and stability guarantees. In particular, by using
the results of [27], the work of [39] presents distributed model predictive control (DMPC)
for CVPs with switching topologies and guarantees convergence of the predicted terminal
states. [286] proposes a switching control law to achieve string stability in heterogeneous
CVPs with communication losses, and [287] studies the influence of the communication
topology on the stability and scalability of CVPs considering linear feedback controllers.
Additionally, the literature includes other control strategies that similarly handle switching
communication topologies and/or clustering of local agents outside the field of CVP, such as
the reconfiguration-based DMPC proposed in [288], the plug and play controller in [35, 289],
and the sparsity-promoting DMPCs in [290, 291].

The communication within CVPs is, however, not only beneficial. The exchange of data
in CVPs can also be subject to cyber-attacks, which threatens its safe operation [83, 87, 292].
Therefore, controllers able to mitigate these attacks are required. To this end e.g., [63]
uses a combination of state and time delay observers and [293] implements a modified
DMPC resilient against denial of service (DoS) attacks. Closely related, [96] designs a
controller for CVP robust against faults causing loss of communication. The literature
dealing with other attack types such as injection attacks seems more scarce, e.g., [294]
deals with various malicious threats and proposes a robust consensus strategy relying
on the availability of sufficient uncorrupted communication links. A larger body of work
deals with additive faults such as [221], where an integrated fault tolerant control based
on a reduced unknown input observer (R-UIO) is presented, and others like [162, 164, 295].
These approaches can in some cases also be employed for robustness against cyber-attacks.

In this chapter, following works as [96], which note that CVPs can also operate safely
with less communication, albeit with degraded performance, we use a topology-switching
control law to guarantee safety and maintain performance in CVPs under cyber-attacks. In
particular, the chosen approach integrates a coalitional model predictive control (MPC)
controller for nominal CVP control with an R-UIO based method for cyber-attack detection
and a topology-switching law to accommodate the attacks. In the design of this integrated
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safety preserving controller, two main contributions are given. Firstly, the topology-
switching control framework is adapted to be robust to involuntary topology changes
for cyber-attack mitigation. Secondly, the design of an MPC controller with constraints
for safety and string stability of a CVP is presented, which is recursively feasible under
involuntary topology changes due to cyber-attacks.

The remainder of the chapter is organized as follows. Section 3.1 presents the design
requirements for each component of the proposed safety preserving controller. Section 3.2
introduces the design of the R-UIO used for cyber-attack detection. Section 3.3 presents
the topology-switching rule and the formulation of the MPC problem to be solved by each
vehicle. Section 3.4 provides the theoretical guarantees of safety and string stability for the
proposed control scheme. Section 3.5 presents numerical results on a CVP of 4 vehicles
following a leader. Finally, Section 3.6 provides conclusions and future research directions.

Notation
𝑥(𝑛|𝑘) denotes the predicted value of variable 𝑥 at time instant 𝑛 computed at time instant
𝑘 ≤ 𝑛. conv() denotes the convex hull of set  . For a set  , 𝑄 = [𝑄𝑖]𝑖∈ denotes a block
diagonal matrix with | | blocks 𝑄𝑖 , where | | is the cardinality of  .

3.1 Problem Formulation
In this chapter we consider a CVP as described in Section 1.1.1. The considered problem
is that of developing a control law, which can provide safety from cyber-attacks on the
communicationwithin the CVP. At the basis of this control law is a dynamic communication
topology in which the vehicles can assemble into cooperative groups, hereafter referred
to as coalitions. By terminating affected communication channels once a cyber-attack is
detected, this topology-switching can be used to accommodate the attacks. The goal of
this chapter is to present an integrated safety preserving controller based on this principle.

To this end, in the remainder of this section, we will present a short introduction to
topology-switching coalitional control followed by a model of the attack and the coalitional
CVP. Finally, a list of design requirements for the resulting control law will be presented.

Figure 3.1: Topology and resulting coalitions in an example with 5 vehicles and a leader vehicle which is not part
of any coalition.

3.1.1 Topology-Switching communication
Following the coalitional control approach of [279, 296], we assume that vehicles are
interconnected by a set of wireless communication links that allow each vehicle 𝑖 to
exchange local measurement 𝑦𝑖 . These links are considered to be bidirectional, i.e., any pair
of connected vehicles can both send and receive information to/from the other. Furthermore,
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we also consider multi-hop communication, i.e., vehicles connected by a path of enabled
links can exchange data.

Communication links can be dynamically enabled and disabled, leading to different
communication topologies. Any communication topology induces a partition of the set of
vehicles into coalitions. Considering this, let us introduce the following notation:

• The set  ⊆ denotes a coalition of vehicles, i.e., a group of vehicles that exchange
data and coordinate their actions for their joint benefit.

• Λ denotes the topology of the communication network.

• Set Λ denotes the partition into coalitions induced by communication topology Λ,

Λ =
{
1,2, ...,|Λ |

}
, (3.1)

where ∪𝑖∈Λ𝑖 = and 𝑖 ∩𝑗 = ∅, for all 𝑖 ,𝑗 ∈ Λ. Note that the number of coalitions
in the system will be an integer number ranging from 1, if all the vehicles cooperate, to 𝑁 ,
in case the vehicles operate in a decentralized fashion. See Figure 3.1 for an illustration of
these concepts.

3.1.2 Unreliable data exchange
The communication of local measurements between vehicles in a coalition may be affected
byman-in-the-middle (MITM) cyber-attacks. The performed attacks are considered additive
and independent for each communication channel. To simplify notation let Λ be the chosen
communication topology and  ∈ Λ any of the resulting coalitions. Then, at each time
instant 𝑘, vehicle 𝑖 ∈  receives the signals

𝑦 𝑖𝑗 (𝑘) = 𝑦𝑗 (𝑘) +𝑎𝑖𝑦𝑗 (𝑘)

from each vehicle 𝑗 ∈  ⧵{𝑖}. Here 𝑎𝑖𝑦𝑗 (𝑘) is the attack on the measurement vector sent from
vehicle 𝑗 to vehicle 𝑖. Note that nominally 𝑎𝑖𝑦𝑗 (𝑘) = 0.
Remark 3.1. The additive formulation of the attack does not lack any generality, as any
received measurement can be generated using this formulation. Furthermore, the attack
definition used is also applicable if the attacks stem from other attack vectors such as a
malicious agent. ⊲
Remark 3.2. Vehicles in different coalitions cannot attack each other because there is no
inter-coalition communication. Therefore, working in a decentralized manner, i.e., when all
coalitions are singletons, avoids the possibility of being attacked. A decentralized platoon,
however, has lower performance due to the lack of coordination. ⊲

3.1.3 Coalition model
In this chapter, let us consider a CVP formed by a set = {1, ...,𝑁 } of locally controlled
vehicles (see Figure 3.1). This CVP consists of vehicles that can be modeled as

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

�̇�𝑖 = 𝑣𝑖
�̇�𝑖 = 𝑎𝑖

�̇�𝑖 =
1
𝜏𝑖
(𝑢𝑖 −𝑎𝑖)

(3.2)
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where 𝑖 ∈ denotes the vehicle number, 𝑝𝑖 , 𝑣𝑖 and 𝑎𝑖 denote its position, velocity and
acceleration, 𝑢𝑖 is the applied control input, and 𝜏𝑖 is the engine time constant.
Assumption 3.1. The input of each vehicle 𝑖 ∈ is constrained by 𝑢min ≤ 𝑢𝑖 ≤ 𝑢max. ⊲

Each vehicle aims to keep a reference distance, 𝑑𝑟 ,𝑖 from its predecessor, defined as

𝑑𝑟 ,𝑖 ≜ 𝑟 +ℎ𝑣𝑖 , (3.3)

where ℎ denotes the reference time headway and 𝑟 is the reference distance at standstill.
Additionally, CVPs require a form of string stability [297], which ensures that disturbances
that occur in the CVP do not grow further down the CVP. Here we define two variants of
string stability in time-domain as
Definition 3.1 (Strict string stability). A vehicle CVP is strictly string stable if for a given
𝑡0 if

||||
𝑣𝑖(𝑡1) −𝑣𝑖(𝑡0)

𝑣𝑖−1(𝑡1) −𝑣𝑖−1(𝑡0)
||||
< 1 ∀𝑡1 > 𝑡0, 𝑖 .

⊲

Definition 3.2 (Relaxed string stability). A vehicle CVP is relaxed string stable if for a
given 𝑡0 𝑑𝑖(𝑡) > 0 ∀ 𝑖, 𝑡 and

∃ 𝑗, 𝑙 < 𝑗 s.t.
||||
𝑣𝑗 (𝑡1) −𝑣𝑗 (𝑡0)
𝑣𝑙 (𝑡1) −𝑣𝑙 (𝑡0)

||||
< 1 ∀𝑡1 > 𝑡0 .

⊲

Remark 3.3. Strict string stability assures that the impact of disturbances decreases between
any two vehicles moving further away from the source of the disturbance. Relaxed string
stability allows for bounded violations of strict string stability between any two vehicles,
as long as after some number of vehicles the string stability property is regained. ⊲
To achieve these goals each vehicle measures its own velocity and acceleration 𝑣𝑖 and 𝑎𝑖 ,
and the distance and relative velocity to its predecessor 𝑑𝑖 = 𝑝𝑖 − 𝑝𝑖−1 and Δ𝑣𝑖 = 𝑣𝑖 −𝑣𝑖−1.
Furthermore, each vehicle communicates measurements. The system in Equation (3.2) can,
to this end, be written in discrete time space form as

{
𝑥𝑖(𝑘 +1) = 𝐴𝑖,𝑖𝑥𝑖(𝑘) +𝐵𝑖,𝑖𝑢𝑖(𝑘) +𝐴𝑖,𝑖−1𝑥𝑖−1(𝑘),
𝑦𝑖(𝑘) = 𝑥𝑖(𝑘),

(3.4)

with 𝑥𝑖 = [𝑒d,𝑖 𝑑𝑖 𝑣𝑖 𝑎𝑖 Δ𝑣𝑖]⊤ and 𝐴𝑖,𝑖 , 𝐵𝑖,𝑖 and 𝐴𝑖,𝑖−1 are derived from the discretization of
Equation (3.2) with sample time 𝑇 . Note that, given Equation (3.4), at any instant 𝑘, the
state of any vehicle 𝑖 in the CVP is only coupled with that of its predecessor. The model of
a vehicle 𝑖 in coalition 1 then is

⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

𝑥 (𝑘 +1) = 𝐴𝑥 (𝑘) +𝐵𝑢𝑖 (𝑘) +𝑤 (𝑘) ,
𝑤 (𝑘) = 𝐴𝑤

 𝑥𝑝 (𝑘) ,
𝑥𝑝 (𝑘 +1) = 𝐴𝑝𝑥𝑝 (𝑘) +𝐵𝑝𝑢𝑝 (𝑘) ,

𝑦 𝑖 (𝑘) = 𝐶𝑥 (𝑘) +𝐶 𝑖
a𝑎

𝑖
𝑦 (𝑘) ,

(3.5)

1For the sake of clarity, hereafter we use  to refer to a coalition in general, but note that there may be a number
of different coalitions in the system simultaneously as indicated in Equation (3.1)
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where 𝑥 = [𝑥𝑗]𝑗∈ ∈ ℝ| |𝑛 is the aggregation of the states of all vehicles in , 𝑢𝑖 = [𝑢𝑖𝑗 ]𝑗∈ ∈
ℝ| |𝑚 and 𝑦 𝑖 = [𝑦 𝑖𝑗 ]𝑗∈ ∈ ℝ| |𝑝 are respectively the coalitional input and output as known by
vehicle 𝑖 ∈ , 𝑎𝑖𝑦 = [𝑎𝑖𝑦𝑗 ]𝑗∈ ∈ ℝ| |𝑝 are the aggregated attacks on vehicle 𝑖 from all vehicles
in the coalition and 𝑤 represents the coupling of coalition  with its predecessor vehicle
𝑝 . Here 𝑝 is defined as 𝑝 = min𝑗∈ (𝑗 −1). For example, in Figure 3.1, the predecessor of
coalition 3, formed by vehicles 4 and 5, is vehicle 3, i.e. 𝑝3 = 3. Futhermore, matrices 𝐴 ,
𝐴𝑝 , 𝐴𝑤

 , 𝐵 , 𝐵𝑝 , and 𝐶 are built according to the model in Equation (3.4), and 𝐶 𝑖
a is a

matrix that maps the attacks in 𝑎𝑖𝑦 into the corresponding components of 𝑦 𝑖 .
As shown in Figure 3.1, the overall system can be seen as a sequence of cooperative

substrings which respectively follow a vehicle whose actions are uncertain, yet bounded
as 𝑢min ≤ 𝑢𝑝 ≤ 𝑢max (recall Assumption 3.1). Furthermore, due to the possibility of cyber-
attacks, uncertainty also exists in the data communicated among vehicles. As all detected
cyber-attacks are accomodated, also this uncertainty is bounded. Specifically, using the
cyber-attack detector and topology switching rule, as in Sections 3.2 and 3.3.1, the effect of
the attack can be bounded in a convex set  , which will be defined later.
Remark 3.4. Since the cyber-attack 𝑎𝑖𝑦 (𝑘) affects the measurement vector 𝑦 𝑖 , it can affect
the computation of 𝑢𝑖 (𝑘), i.e., the vehicle behaviour. ⊲

3.1.4 Controller Design Reqirements
In this chapter a safety preserving control scheme is proposed which comprises three main
components, as shown in Figure 3.2. The requirements for each component are defined
below.

1. The local cyber-attack detector in each vehicle should robustly detect cyber-attacks
on the communication between all vehicles within its coalition. Furthermore, guar-
antees on detectability of the attacks should be available.

2. The topology-switching law should form coalitions such that

(a) all active communication links provide a significant performance improvement.
(b) coalitions with active communication links are not affected by detected cyber-

attacks.
(c) the CVP is sufficiently connected to be relaxed string stable.

3. The coalitional controller should generate control input which

(a) provides optimal reference tracking control robust against all undetected attacks
and uncertain actions of preceding vehicle 𝑝 .

(b) avoids crashes for all vehicles within the CVP, even when communication links
are attacked, i.e., 𝑑𝑖(𝑘) > 0, ∀𝑖 ∈ , 𝑘 ≥ 0.

(c) guarantees that in healthy conditions, strict string stability holds within each
coalition.
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Figure 3.2: Block diagram of the control solution used in each vehicle. The dotted arrows indicate signals
communicated from other vehicles in the coalition.

3.2 Cyber-Attack Detector Design
Each vehicle in the CVP is required to implement a detector which allows for robust
detection of cyber-attacks. It has been chosen to use a cyber-attack detection method based
on the R-UIO from [221] for this purpose. An R-UIO uses the fact that the state is measured
to reduce the dimension of the problem and only estimate the unknown input, i.e. the
cyber-attack. This is convenient for the topology-switching control as this allows for low
computational complexity, even when applied to larger coalitions. Furthermore, the R-UIO
design can be easily automated for different vehicles and communication topologies.

A discretized version of this R-UIO is presented in this section along with a detection
threshold and guarantees on its performance. As can be seen in Figure 3.2, when an attack
is detected, a signal is sent to the topology switching module, which will then disable the
corresponding communication link.

To aid the implementation of the R-UIO, the system in Equation (3.5) can be augmented
by aggregating the state and attack as

{
𝑥𝑖(𝑘 +1) = �̄�𝑥𝑖(𝑘) + �̄�𝑢𝑖 (𝑘) +𝑑𝑖(𝑘) ,

𝑦 𝑖 (𝑘) = �̄�𝑖𝑥𝑖(𝑘) ,
(3.6)

where

𝑥𝑖(𝑘) = [
𝑥 (𝑘)
𝑎𝑖𝑦 (𝑘)]

, 𝑑𝑖(𝑘) = [
𝑤 (𝑘)

𝑎𝑖𝑦 (𝑘 +1)]
, �̄� = [

𝐵
0 ] , �̄� = [

𝐴 0
0 0] , �̄�𝑖 = [𝐶 𝐶 𝑖

a] .

Here, we define the sets 𝑖 = {𝑑𝑖 |𝑤 ∈ ,Δ𝑎𝑖,ind𝑦 ∈} and 0
𝑖 = {𝑑𝑖 |𝑤 ∈ ,Δ𝑎𝑖𝑦 = 0}

as the possible disturbances 𝑑𝑖 in, respectively, attacked and healthy conditions.
For a system of the form in Equation (3.6), the R-UIO can estimate the attack signals

𝑎𝑖𝑦 (𝑘) = 𝐿𝑥𝑖(𝑘) with estimator �̂�𝑖 as
{
�̂�𝛼𝑖 (𝑘 +1) =𝑀𝑖 �̂�𝛼𝑖 (𝑘) +𝐺𝑖𝑢𝑖 (𝑘) +𝑅𝑖𝑦

𝑖
 (𝑘) ,

�̂�𝑖(𝑘) = �̂�𝛼𝑖 (𝑘) +𝐻𝑖𝑦 𝑖 (𝑘) ,
(3.7)



3

64 3 A Topology-Switching Approach to Anomaly Accommodation in CVPs

where
||𝑀𝑖 || < 1 ,

𝑀𝑖𝑇𝑖 +𝑅𝑖�̄�𝑖 −𝑇𝑖�̄� = 0 ,
𝑇𝑖 +𝐻𝑖�̄�𝑖 −𝐿 = 0 ,

𝐺𝑖 −𝑇𝑖�̄� = 0 .

(3.8)

Here, the matrices in Equation (3.7) are designed based on Equation (3.6) to satisfy the
constraints in Equation (3.8). A procedure for this design is presented in [221]. To achieve
stability of the dicrete-time observer, only the condition on 𝑀𝑖 is changed with respect
to [221]. Furthermore, 𝑇𝑖 appears in the full derivations of the R-UIO as a transformation
matrix, and can be freely designed such that the conditions in Equation (3.8) hold. Then, if
Equation (3.8) holds, the observer error dynamics are reduced to

𝑒𝑖(𝑘 +1) =𝑀𝑖𝑒𝑖(𝑘) + (𝐻𝑖�̄�𝑖 −𝐿)𝑑𝑖(𝑘), (3.9)

where 𝑒𝑖 = �̂�𝑖 −𝐿𝑥𝑖(𝑘). Let us now define a threshold 𝑇𝛼 for attack detection as

𝑇𝛼 (𝑘) ≜ ||(𝐼 −𝑀𝑖)−1||𝐷0
𝑖 ,

𝐷0
𝑖 = max

𝑑𝑖∈0
𝑖

||(𝐻𝑖�̄�𝑖 −𝐿)𝑑𝑖 ||,

such that detection is triggered when

||�̂�𝑖(𝑘)|| > 𝑇𝛼 (𝑘) . (3.10)

Then the following robustness and detectability results can be presented, which prove the
detector conforms to the requirements of Section 3.1.4.

Lemma 3.1 (Robustness). The threshold 𝑇𝛼 is robust to uncertainties and does not lead to
false detection.

Proof. First, under healthy conditions Equation (3.9) can be simplified as

�̂�𝑖(𝑘 +1) =𝑀𝑖 �̂�𝑖(𝑘) + (𝐻𝑖�̄�𝑖 −𝐿)𝑑𝑖(𝑘) .

Now, if we initialize �̂�𝑖(0) = 0, �̂�𝑖(𝑘) can be written as

�̂�𝑖(𝑘) =
𝑘−1
∑
𝑗=0

𝑀 𝑗
𝑖 (𝐻𝑖�̄�𝑖 −𝐿)𝑑𝑖(𝑗) (3.11)

so that

||�̂�𝑖(𝑘)|| ≤
𝑘−1
∑
𝑗=0

||𝑀 𝑗
𝑖 ||𝐷

0
𝑖 ≤ ||(𝐼 −𝑀𝑖)−1||𝐷0

𝑖 = 𝑇𝛼 (𝑘) ,

which concludes the proof. ■

To analyze detectability under attacks, let us define

𝐷𝑖 ≜ max
𝑑𝑖∈𝑖

||(𝐻𝑖�̄�𝑖 −𝐿)𝑑𝑖 || . (3.12)
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Theorem 3.1 (Detectability). A sufficient condition for attack detection by the R-UIO is
𝑎𝑖𝑦 (𝑘) ∉ , with

 ≜ {𝑎𝑖𝑦 ∶ ||𝑎𝑖𝑦 || ≤ ||(𝐼 −𝑀𝑖)−1||(𝐷𝑖 +𝐷0
𝑖 )}

being the set of attacks not guaranteed to be detected.

Proof. Using Equation (3.9), the disturbance bound in Equation (3.12), and assuming the
R-UIO is initialized in healthy conditions, i.e., 𝑒𝑖(0) = 0, we can derive

||𝑒𝑖(𝑘)|| ≤ ||(𝐼 −𝑀𝑖)−1||𝐷𝑖 .

This implies
||�̂�𝑖(𝑘)|| ≥ ||𝑎𝑖𝑦 (𝑘)||− ||(𝐼 −𝑀𝑖)−1||𝐷𝑖 .

Using this in combination with the detection condition from Equation (3.10), detection is
guaranteed if

||𝑎𝑖𝑦 (𝑘)||− ||(𝐼 −𝑀𝑖)−1||𝐷𝑖 > 𝑇𝛼 (𝑘),

which, by definition of 𝑇𝛼 , proves the theorem. ■

Corollary 3.1. The set of attacks for which detection is not guaranteed can be over-bounded
by a convex polytope ̄ ≜ conv({𝛼0,… ,𝛼𝜂}) ⊃ , where all 𝛼∙ ∈ ℝ| |𝑝 .

3.3 Topology Switching Controller
In this section, the coalitional controller is presented together with the topology switching
rule. It has been chosen to implement MPC as the MPC framework allows for handling of
requirements in the form of constraints and handling of uncertainty in the form of scenario
based MPC. Additionally, MPC has already been implemented frequently with switching
communication topologies. In the remainder of this section, first, the topology switching
rule will be defined. Then, the MPC problem to be solved by each vehicle is formulated.

3.3.1 Topology Switching Rule
The topology switching rule determines the communication topology, i.e. which vehicles
form coalitions at each time instant. During normal operation its main goal is to balance
tracking performance and coordination efforts. In particular, during normal operation the
following switching-rule is employed: a communication link between vehicles 𝑖 ∈  and
𝑖 −1 ∉  is established if |Δ𝑣𝑖 | > 𝑇v or |𝑒d,𝑖 | > 𝑇d. Here 𝑇v and 𝑇d are design parameters.

However, when the communication is subject to cyber-attacks, the main goal shifts
to preserving safety. Communication links on which a cyber-attack is performed are
dangerous to maintain and, therefore, they are disabled upon detection of a cyber-attack.
By doing so, Theorem 3.1 implies that only attacks 𝑎𝑖𝑦 ∈ can affect the CVP. These
ideas are formalized for a CVP of 𝑁 vehicles in Algorithm 1.

3.3.2 MPC Problem
As can be seen in Equation (3.5), vehicles within each coalition are affected by uncertainty
through the actions of the vehicle preceding the coalition and undetected cyber-attacks
on the communicated signals. In particular, attacks in set , as defined in Theorem 3.1,
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Algorithm 1 Topology Switching Rule
Initialize: 1 = {1} and 𝑗 = 1.
for all vehicles 𝑖 = 2…𝑁 do

if (|Δ𝑣𝑖 | > 𝑇v or |𝑒d,𝑖 | > 𝑇d) and ||�̂�𝑖(𝑘)|| ≤ 𝑇𝛼 (𝑘)
Set 𝑗 = {𝑗 , 𝑖}.

else
Set 𝑗 = 𝑗 +1 and 𝑗 = {𝑖}.

end if
end for

may not be detected. Resilience to these uncertainties is guaranteed using scenario-based
MPC. A detected attack, on the other hand, will lead to direct accommodation of the attack
though these topology switching rule, which will disable the communication link.

Scenario-based approaches consider a set of realizations of the uncertainties affecting
the system. The MPC problem is formulated so that the implemented inputs satisfy the
system constraints in these scenarios, while optimizing an objective function that typically
weights the performance costs in all of these scenarios. Although the scenario-based
approach usually provides stochastic guarantees on constraints satisfaction, here the
extreme realizations of the vehicles’ behaviour and undetected attacks are considered, such
that safety guarantees in all cases can be obtained.

In the remainder of this section, first the considered uncertainty scenarios are presented.
Then an ideal MPC problem is introduced that serves to, in simple terms, show the goal of
the MPC problem. As this ideal MPC problem cannot be solved in real-time, the practical
MPC problem is introduced, which is an adapted version of the ideal MPC problem that
can be solved.

Uncertainty Scenarios
At each time instant 𝑘, each vehicle 𝑖 ∈  considers a set of 𝑆 realizations of the uncertainty.
In particular, each scenario 𝑠 ∈  = {1, ..., 𝑆} defines a possible trajectory of the coalitions’
predecessor input, i.e.,

�̂�𝑝 ,𝑠 = [�̂�𝑝 ,𝑠(𝑘|𝑘), ..., �̂�𝑝 ,𝑠(𝑘 +𝑁p −1|𝑘)],

where 𝑁p is the length of the prediction horizon, and possible undetected attacks on the
measurement vector, �̂�𝑖𝑦 ,𝑠 . As used above, in what follows, let subscript 𝑠 indicate the
scenarios, e.g., 𝑥,𝑠(𝑛|𝑘) will denote the prediction made at time instant 𝑘 for the state of
coalition  at time instant 𝑛 in scenario 𝑠.

The set of scenarios  comprises of three different classes of scenarios. First, define
e ⊂  as the subset of extreme scenarios, which imply that the predecessor input and the
undetected cyber-attacks take their extreme values, i.e.,

e= {𝑠 ∈  ∶ �̂�𝑝 ,𝑠(𝑛|𝑘)∈
{
{𝑢min,𝑢max} if 𝑣𝑝 (𝑛|𝑘) ∈ [0,𝑣max],

0 otherwise,

�̂�𝑖𝑦 ,𝑠(𝑘|𝑘) ∈ {𝑎0,… , 𝑎𝜂},

𝑛 = 𝑘, ..., 𝑘 +𝑁p −1}.



3.3 Topology Switching Controller

3

67

These scenarios are used to guarantee safety of the CVP, even when the communication
is attacked. Secondly, define the set of healthy extreme scenarios, 0 ⊂  , to involve the
extreme inputs, while there is no cyber-attack. That is,

0= {𝑠 ∈  ∶ �̂�𝑝 ,𝑠(𝑛|𝑘)∈
{
{𝑢min,𝑢max} if 𝑣𝑝 (𝑛|𝑘) ∈ [0,𝑣max],

0 otherwise,

�̂�𝑖𝑦 ,𝑠(𝑘|𝑘) = 0,

𝑛 = 𝑘, ..., 𝑘 +𝑁p −1
}
.

These healthy extreme scenarios are used to provide string stability in healthy conditions.
Lastly, a set of design scenarios, d, can be chosen freely to include other hypotheses on
the possible scenarios, i.e.

d = {𝑠 ∈  ∶ 𝑢min ≤ �̂�𝑝 ,𝑠(𝑛|𝑘) ≤ 𝑢max,

�̂�𝑖𝑦 ,𝑠(𝑘|𝑘) ∈ ̄ ,

𝑛 = 𝑘, ..., 𝑘 +𝑁p −1
}
.

These design scenarios will be used to weigh the cost function. The user can add any finite
number of design scenarios at the expense of an increase in computational burden. Finally,
 is defined as  = e ∪0 ∪d.

Ideal MPC Problem
The ideal MPC problem satisfies the safety and string-stability conditions that are required,
but, as will be shown, it cannot be used directly for real-time control. Modifications to
make this possible will lead to the practical MPC problem of Section 3.3.2. The ideal MPC
problem can be formulated as

min
𝐮𝑖

𝐽 (𝑦 𝑖 (𝑘),Δ𝐮
𝑖
 ) (3.13)

subject to:
Prediction model

𝑥,𝑠(𝑘|𝑘) = 𝑦 𝑖 (𝑘) −𝐶
𝑖
𝑎�̂�

𝑖
𝑦 ,𝑠(𝑘|𝑘), (3.14a)

𝑥,𝑠(𝑛+1|𝑘)=𝐴𝑥,𝑠(𝑛|𝑘)+𝐵𝑢𝑖 (𝑛|𝑘)+𝑤,𝑠(𝑛|𝑘), (3.14b)
𝑥𝑝 ,𝑠(𝑘|𝑘) = 𝑥𝑝 ,𝑠(𝑘|𝑘 −1), (3.14c)
𝑥𝑝 ,𝑠(𝑛+1|𝑘) = 𝐴𝑝𝑥𝑝 ,𝑠(𝑛|𝑘) +𝐵𝑝 �̂�𝑝 ,𝑠(𝑛|𝑘), (3.14d)
𝑤,𝑠(𝑛|𝑘) = 𝐴𝑤

 𝑥𝑝 ,𝑠(𝑛|𝑘), (3.14e)
𝑢𝑖 (𝑛|𝑘) ∈ [𝑢min 𝑢max]| | , (3.14f)
∀𝑠 ∈  ,
Safety
𝑑𝑗,𝑠(𝑛|𝑘) ≥ 0 ∀𝑗 ∈  ,∀𝑠 ∈ e , (3.15)
String stability
sgn(Δ𝑣𝑗,𝑠(𝑛|𝑘)) = sgn(𝑑𝑣𝑗,𝑠(𝑘|𝑘)) ∀𝑗 ∈ ⧵𝑝+1 ,∀𝑠 ∈ 0 , (3.16)
∀𝑛 = 𝑘,… , 𝑘 +𝑁p −1,
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where cost function 𝐽 (𝑦 𝑖 (𝑘),𝐮
𝑖
 ) is of the form

𝐽 (𝑦 𝑖 (𝑘),Δ𝐮
𝑖
 ) =

𝑘+𝑁p−1

∑
𝑛=𝑘 (

∑
𝑠∈d

𝑝𝑠𝑥,𝑠(𝑛+1|𝑘)T𝑄𝑥,𝑠(𝑛+1|𝑘) +Δ𝑢𝑖 (𝑛|𝑘)
T𝑅Δ𝑢𝑖 (𝑛|𝑘))

.

Here 𝑄 = [𝑄𝑖]𝑖∈ and 𝑅 = [𝑅𝑖]𝑖∈ are positive definite weighting matrices, and 𝑝𝑠 > 0
represents the probability assigned to scenario 𝑠. Furthermore, 𝐮𝑖 is the sequence vector
𝐮𝑖 = [𝑢

𝑖

⊤(𝑘|𝑘),… ,𝑢𝑖

⊤(𝑘+𝑁p−1|𝑘)]⊤, and Δ𝑢𝑖 (𝑛|𝑘) is defined as Δ𝑢𝑖 (𝑛|𝑘) = 𝑢𝑖 (𝑛|𝑘)−𝑢𝑖 (𝑛−
1|𝑘).2 Finally, 𝑑𝑣𝑖,𝑠(𝑘|𝑘) = 𝑣𝑖,𝑠(𝑘 +𝑁p|𝑘) −𝑣𝑖,𝑠(𝑘|𝑘) denotes the predicted change of velocity
of vehicle 𝑖 over the prediction horizon. Note that unlike a min-max approach, here the
deterministic worst case scenarios e and 0 are used to guarantee safety using constraint
satisfaction, but the minimization is performed based on the design scenarios 𝑑 .

In this ideal MPC problem, Constraints from Equations (3.14a) to (3.14f) predict the
coalition behaviour over the prediction horizon for all considered scenarios. Note that
in Equation (3.14c), if the topology changes between time steps 𝑘 −1 and 𝑘, subscript 𝑝
denotes the vehicle preceding the new coalition at time step 𝑘. Furthermore, the constraints
in Equations (3.15) and (3.16) ensure safety in all conditions and string stability in all healthy
conditions, respectively. This is proven in the following lemma

Lemma 3.2. For a fixed communication topology, if the constraints in Equations (3.15)
and (3.16) hold

• No crashes occur in the CVP, even when the system is under attack.

• Strict string stability is guaranteed within each coalition for the healthy system.

Proof. If the constraint in Equation (3.15) holds, then for all extreme scenarios it holds
𝑑𝑖,𝑠 > 0. This implies there are no crashes for all possible uncertainties, including those
from undetected cyber-attacks.

The constraint in Equation (3.16) guarantees strict string stability according to Defini-
tion 3.1 within each coalition for the healthy system. This can easily be derived by noting
that, starting from Δ𝑣𝑗 (𝑘) = 0, the constraint in Equation (3.16) implies that if 𝑑𝑣𝑗,𝑠(𝑘|𝑘) > 0,
then 𝑣𝑗−1,𝑠(𝑛|𝑘) > 𝑣𝑗,𝑠(𝑛|𝑘) and thus 𝑑𝑣𝑗−1,𝑠(𝑘|𝑘) > 𝑑𝑣𝑗,𝑠(𝑘|𝑘). Conversely if 𝑑𝑣𝑗,𝑠(𝑘|𝑘) < 0 then
𝑑𝑣𝑗−1,𝑠(𝑘|𝑘) < 𝑑𝑣𝑗,𝑠(𝑘|𝑘). ■

Unfortunately, the ideal MPC problem in Equation (3.13) cannot be readily implemented to
find the vehicles’ inputs in real-time. Firstly, the string stability constraint in Equation (3.16)
is non-linear, complicating the solution of the ideal MPC problem in real-time. Secondly,
both the safety and string stability constraints in constraint in Equations (3.15) and (3.16)
are not recursively feasible for all scenarios. For these reasons, a modification of the ideal
MPC problem in Equation (3.13) is proposed, which, at the expense of a certain loss of
optimality, results in a recursively feasible quadratic optimization with linear constraints.

Practical MPC Problem
To obtain a recursively feasible quadratic MPC problem with linear constraints, the safety
and string stability constraints need to be reformulated. This will be done in the following.

2Note that to obtain Δ𝑢𝑖 (𝑘|𝑘), it is considered that 𝑢𝑖 (𝑘 −1|𝑘) = 𝑢𝑖 (𝑘 −1|𝑘 −1).
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Safety constraints To make the ideal safety constraint in Equation (3.15) recursively
feasible, it needs to be extended so that a feasible solution exists in all scenarios, including
emergency braking of the car preceding the coalition and any undetected attack on the
communication. To achieve the required robustness to uncertainty, the distance between
vehicles is bounded based on the relative velocity and acceleration between vehicles. By
doing so, the vehicles’ speed of approach to its predecessor becomes more limited at smaller
inter-vehicle distances. The exact relation of the practical safety constraint is derived such
that the inter-vehicle distance is always safe, as

𝑑𝑗,𝑠(𝑚|𝑘) ≥ 0, (3.17a)

𝑑𝑗,𝑠(𝑚|𝑘) ≥ −Δ𝑣𝑗,𝑠(𝑚|𝑘)𝛿(𝑚|𝑘), (3.17b)

𝑑𝑗,𝑠(𝑚|𝑘) ≥ −(Δ𝑣𝑗,𝑠(𝑚|𝑘)+𝜏Δ𝑎𝑗,𝑠(𝑚|𝑘))𝛿(𝑚|𝑘), (3.17c)

for all scenarios 𝑠 ∈ e, for all 𝑗 ∈ , and for 𝑚 = 𝑘 +1. Here, Δ𝑎𝑗,𝑠 = 𝑎𝑗−1,𝑠 −𝑎𝑗,𝑠 and

𝛿(𝑚|𝑘) = 𝛾 (𝑘|𝑘) − (𝑚−𝑘)𝑇 ,

with 𝛾 (𝑘|𝑘) the time to standstill as defined below.

Definition 3.3. 𝛾 (𝑘|𝑘) is an upper bound on the time to standstill of vehicle 𝑗, when
𝑢𝑗 (𝜅) = 𝑢min ∀𝜅 ≥ 𝑘. ⊲

Remark 3.5. 𝛾 (𝑘|𝑘) can be implicitly calculated through the model in Equation (3.4) given
initial conditions 𝑣𝑗 (𝑘) and 𝑎𝑗 (𝑘). ⊲
The constraints in Equation (3.17) are all based on the idea that

𝑑𝑗 (𝑛) > 𝑑𝑗 (𝑘) + min
𝑘≤𝜅<𝑛

(Δ𝑣𝑗 (𝜅))𝛾 (𝑘|𝑘) > 0 ,

i.e. the change in distance can be bounded by a product of bounds on the relative velocity
and the time to standstill. This relation is expanded for three situations. In boundary
case 𝑑𝑗,𝑠(𝑛|𝑘) = 0, when the constraint in Equation (3.17a) is active, the relative velocity
can only be positive. In the other cases sufficient distance must be held to guarantee
recursive feasibility. The constraint in Equation (3.17b) is active only if the acceleration is
positive, and the constraint in Equation (3.17c) is active only if both the relative velocity
and acceleration are negative. The full proof of recursive feasibility of this constraint is
deferred to that of Theorem 3.2 in the next section.

String stability constraints The ideal string stability constraint in Equation (3.16) is
both non-linear and there are no guarantees that it can be recursively satisfied. Therefore
a major reformulation of the constraint is required for it to be applicable in the practical
MPC problem. First, define the positive and negative components of 𝑑𝑣𝑗,𝑠 as

𝑣𝑗,𝑠(𝑘 +𝑁p|𝑘) −𝑣𝑗,𝑠(𝑘|𝑘) = 𝑑𝑣pos
𝑗,𝑠 +𝑑𝑣neg

𝑗,𝑠 , (3.18a)
𝑑𝑣pos

𝑗,𝑠 ≥ 0, 𝑑𝑣neg
𝑗,𝑠 ≤ 0 . (3.18b)
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Furthermore, to assure that 𝑑𝑣pos
𝑗,𝑠 and 𝑑𝑣neg

𝑗,𝑠 will not unnecessarily cancel each other, a term
𝛽1(𝑑𝑣

pos
𝑗,𝑠 −𝑑𝑣neg

𝑗,𝑠 ) is added to the cost function. With this, a linear constraint equivalent to
the constraint in Equation (3.16) could be obtained as

𝛾𝑑𝑣neg
𝑗,𝑠 (𝑘|𝑘) ≤ Δ𝑣𝑗,𝑠(𝑛|𝑘) ≤ 𝛾𝑑𝑣pos

𝑗,𝑠 (𝑘|𝑘) . (3.18c)

for all 𝑛 = 𝑘…𝑘 +𝑁p −1, where 𝛾 is a sufficiently large constant. This constraint is however
still not recursively feasible, as implicitly it does not allow for sign changes of Δ𝑣𝑗,𝑠 and
𝑑𝑣𝑗,𝑠 . This because 𝑑𝑣𝑗,𝑠(𝑘|𝑘) is required to have the same sign as all relative velocities over
the prediction horizon Δ𝑣𝑗,𝑠(𝑛|𝑘), including the current relative velocity Δ𝑣𝑗,𝑠(𝑘|𝑘). The
current relative velocity is fixed, and therefore, also the sign of 𝑑𝑣𝑗,𝑠(𝑘|𝑘) and Δ𝑣𝑗,𝑠(𝑛|𝑘) ∀𝑛 =
𝑘…𝑘 +𝑁p −1 cannot be changed. This repeats for each next prediction horizon such that
the sign of Δ𝑣𝑗,𝑠 and 𝑑𝑣𝑗,𝑠 can never change. To this end, the constraint is changed to

𝑁p𝑇𝛾 𝑑𝑣
neg
𝑗,𝑠 ≤ 𝑑𝑗,𝑠(𝑘 +𝑁p|𝑘) −𝑑𝑗,𝑠(𝑘|𝑘) ≤ 𝑁p𝑇𝛾 𝑑𝑣

pos
𝑗,𝑠 .

Here, 𝑑𝑗,𝑠(𝑘 +𝑁p|𝑘) − 𝑑𝑗,𝑠(𝑘|𝑘) = ∑𝑘+𝑁p−1
𝑛=𝑘 Δ𝑣𝑗,𝑠(𝑛|𝑘)𝑇 so that this constraint is equivalent

to Equation (3.18c) if the sign of Δ𝑣𝑗,𝑠 is constant over the prediction horizon. During
normal operation, the sign of Δ𝑣𝑗,𝑠 is constant except when the CVP transitions between
accelerating and decelerating or vice versa. A proof that string stability can be achieved,
even when such a transition occurs, is presented in Theorem 3.3.

Lastly, a sensible value for the design constant 𝛾 is chosen. From the distance reference
defined in Equation (3.3), it can be seen that with any change in velocity 𝑑𝑣𝑗 , the reference
distance changes with ℎ𝑑𝑣𝑗 . Therefore, set 𝛾 such that 𝑁p𝑇𝛾 = ℎ and the distance between
vehicles never changes more than required to track the reference. This means the controller
will not overshoot the distance reference, and thus the relative velocity will not change sign
during a continuous acceleration/deceleration maneuver. This gives the final constraint

ℎ𝑑𝑣neg
𝑗,𝑠 − 𝜖𝑠 ≤ 𝑑𝑗,𝑠(𝑘 +𝑁p|𝑘) −𝑑𝑗,𝑠(𝑘|𝑘) ≤ ℎ𝑑𝑣pos

𝑗,𝑠 + 𝜖𝑠 (3.18d)

for scenarios 𝑠 ∈ 0 and for vehicles 𝑗 ∈ ⧵𝑝+1. Here 𝜖𝑠 is a slack variable.
Using the constraints defined above, at each time instant 𝑘, each vehicle 𝑖 ∈  solves an

MPC optimization problem formulated as follows:

min
𝐮𝑖 ,𝑑𝑣𝑗,pos ,𝑑𝑣𝑗,neg ,𝜖𝑠

𝐽 (𝑦 𝑖 (𝑘),𝐮
𝑖
 ) +∑

𝑠
∑
𝑗∈

(𝛽1(𝑑𝑣
pos
𝑗,𝑠 −𝑑𝑣neg

𝑗,𝑠 ) +𝛽2𝜖𝑠) (3.19)

s.t. (3.14), ∀𝑠 ∈  ,
(3.17), ∀𝑗 ∈ ,∀𝑠 ∈ e,
(3.18), ∀𝑗 ∈ ,∀𝑠 ∈ 0,
∀𝑛 = 𝑘, ..., 𝑘 +𝑁p −1,

where 𝛽1 and 𝛽2 weigh the slack variables used in the constraint in Equation (3.18).

Remark 3.6. Note that the MPC problem in Equation (3.19) can be solved locally by each
vehicle 𝑖 ∈  once all vectors 𝑦 𝑖𝑗 , for 𝑗 ∈ /{𝑖}, are received. ⊲
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3.4 Control Scheme Properties
In this section, it is proven that the controller design presented in Sections 3.2 and 3.3
and visualised in Figure 3.2 complies with the requirements of Section 3.1.4. First, it is
guaranteed that no crash occurs at all time, even when the CVP is subject to cyber-attack.
Secondly, it is proven that, in healthy condition, there exists an input sequence such that
the CVP conforms to the relaxed string stability as defined in Definition 3.2. For readability,
proofs of the presented Lemmas can be found in Section 3.7.

3.4.1 Safety Properties
To prove that no crashes occur at any time, it will be proven that the safety condition in
Equation (3.17) always holds, even when the topology changes.
Lemma 3.3. Consider that at time instant 𝑘, a feasible solution of the MPC problem in
Equation (3.19) can be found by all vehicles 𝑖 ∈ for 𝑚 = 𝑘 +1. Then, an input 𝑢𝑖 (𝑘 +1|𝑘)
exists such that the constraint in Equation (3.17) is also satisfied by all vehicles for 𝑚 = 𝑘 +2.

Proof. For readability, proofs of the Lemmas in this section can be found in Section 3.7. ■

Lemma 3.4. Given Lemma 3.3, the constraint in Equation (3.17) with 𝑚 = 𝑘 + 2 is also
satisfied by all vehicles 𝑖 ∈ at time instant 𝑘 +1, even when the communication topology
changes.

Theorem 3.2. It is guaranteed that no crashes occur at any time, i.e. 𝑑𝑖,𝑠(𝑡) ≥ 0 ∀𝑖, 𝑡 , 𝑠.

Proof. In Lemmas 3.3 and 3.4 it has been shown that the safety constraints in the MPC
problem in Equation (3.19) are recursively feasible both for a constant topology and over
topology switches. Furthermore, all safety constraints imply 𝑑𝑖,𝑠(𝑡) ≥ 0, which proves the
theorem statement. ■

3.4.2 String Stability Properties
In this section, it will be proven that in healthy conditions there always exists an input for
which relaxed string stability (Definition 3.2) is achieved in the CVP. To this end, it will
first be proven that strict string stability can be achieved within each coalition. Then, it
will be shown that the violation of the string stability between coalitions is bounded when
using the proposed topology switching law, so that the whole CVP is relaxed string stable.
Lemma 3.5. If the soft constraint in Equation (3.18) holds for each vehicle 𝑗 ∈  with 𝜖𝑠 = 0,
there exist an input sequence 𝐮𝑖 for each vehicle 𝑖 ∈  such that the coalition is strictly string
stable.

Theorem 3.3. There exist an input sequence 𝐮𝑖 for each vehicle 𝑖 ∈  such that the healthy
CVP is relaxed string stability.

Proof. Lemma 3.5 proves strict string stability within a coalition. This only leaves to prove
that the violation of string stability is always upper-bounded between coalitions, i.e. that
𝑣𝑗 (𝑘2) −𝑣𝑗 (𝑘1) − (𝑣𝑗−1(𝑘2) −𝑣𝑗−1(𝑘1)) is bounded for all 𝑘1 > 0, 𝑘2 > 𝑘1, 𝑗 ∈ , 𝑗 −1 ∉ . By the
switching law from Algorithm 1

𝑣𝑗 (𝑘2) −𝑣𝑗 (𝑘1) − (𝑣𝑗−1(𝑘2) −𝑣𝑗−1(𝑘1)) = Δ𝑣𝑗 (𝑘1) −Δ𝑣𝑗 (𝑘2) ≤ 2𝑇𝑣 ,

for all 𝑘1 > 0, 𝑘2 > 𝑘1, 𝑗 ∈ . ■
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Table 3.1: Parameters used in the simulation example

Parameter Value Parameter Value Parameter Value
𝜏 0.1 [𝑠−1] 𝑄𝑖 diag(100,0,0,0,10) 𝛽1 0.1
𝑟 10 [𝑚] 𝑅𝑖 50 𝛽2 1𝑒5
ℎ 0.5 [𝑠] 𝑢min,𝑢max −10,10 [𝑚𝑠−2] 𝑇𝑣 0.2 [𝑚𝑠−1]
𝑁𝑝 10 𝑆𝑑

{
𝑠|�̂�𝑝 = 0, �̂�𝑖𝑦 = 0

}
𝑇𝑑 0.2 [𝑚]

3.5 Simulation for Vehicle Platoon Control
In this section, the proposed control method is applied to a CVP of 4 vehicles following a
leader vehicle. The vehicles are modeled according to Equation (3.4) with a sampling time
of 𝑇 = 0.05 [𝑠]. The input of the leader vehicle, which defines the CVP maneuvers is shown
as the dashed line in Figure 3.3. The attacks injected in the communication are shown as
dashed lines in Figure 3.5. The simulation parameters are given in Table 2.1.

Figure 3.3 shows the evolution of the states of all vehicles in this scenario. Figure 3.4
shows the evolution of the communication topology. Overall, the behaviour of the CVP is
smooth and the tracking error over the whole scenario is at most 0.4m. Furthermore, note
that when the tracking error is low, the CVP tends to operate in a decentralized manner as
intended, thus saving coordination efforts. It is, however, important to shed some more
light on a few noteworthy points.
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Figure 3.3: Evolution of the states and input of all vehi-
cles.

Figure 3.4: Evolution of the communication topologies.
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Figure 3.5: Evolution of the attacks on the communica-
tion and the times of first detection.

First, in the period between 1 and 2.2 seconds in Figure 3.3, the tracking error of vehicle
1 grows more than that of all other vehicles. Since the CVP is decelerating, all vehicles need
negative relative velocity for reference tracking, causing the safety constraint to become
more restrictive and forcing the vehicles to brake more than desired for reference tracking.
Vehicles 2, 3, and 4 can enable communication with the preceding vehicle, as can be seen in
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Figure 3.4. Thereby, the uncertainty is reduced and thus the effect of the safety constraint
can be limited without compromising safety. Vehicle 1 cannot initiate communication
because the preceding vehicle is the lead vehicle. Therefore, its tracking error increases
during deceleration maneuvers.

Notice also that vehicles 1 to 4 start operating with full communication from approxi-
mately 2s. Nevertheless, the detection of the attack on the signals that vehicle 4 transmits
forces isolation of vehicle 4 at around 2.2s as the corresponding link is deactivated. The
latter causes the spike in the acceleration of vehicle 4 that can be seen in Figure 3.3. At
the time the communication with vehicle 4 is disabled, it is still decelerating and its rela-
tive velocity is negative. Therefore, to keep fulfilling the safety constraint after disabling
communication, the relative velocity needs to be suddenly increased. Similarly, the com-
munication with vehicle 2 is disabled when the attack on its communication is detected
(see Figures 3.4 and 3.5).

Furthermore, the performance of the proposed safety preserving topology-switching
control law has been compared with other possible communication topologies. Table 3.2
shows the cumulative costs obtained with different communication topologies and attacks
scenarios. Here switching is used to refer to the situation in which the vehicles change their
communication topology only according to the tracking error and relative velocity, not
considering any attack detection. Furthermore, full communication and no communication
indicate, respectively, the situation in which all communication links are permanently
enabled and disabled. The cumulative costs are provided for a case without attack and
for three attack scenarios of varying severity. In particular, the output attacks shown
in Figure 3.5 are considered and scaled according to the factors indicated in Table 3.2.
Throughout all scenarios the lead vehicle follows the acceleration profile given in Figure 3.3.

It can be seen in Table 3.2 that the proposed safety preserving method has a cost equal
to the switching topology in healthy conditions and a higher, but constant, cost for all
attack conditions. One can see that the lack of attack detection in the switching and full
communication topologies cause losses of feasibility, which for the switching topology
already happens at the smallest considered attack. Moreover, the constant cost of the no
communication approach always exceeds the cost of the proposed switching approach with
attack detection. This shows that the proposed approach provides the best results over all
attack scenarios.

Notice, however, that for smaller attacks, the full communication topology still has better
performance than the proposed safety preserving approach. This extra cost of the proposed
approach is caused by the conservativeness involved in the protection of the system
against possible attackers. The CVP is decentralised once an attack is detected, without
checking whether the effect of the attack is larger than the effect of the decentralisation.
It should, however, be remarked that, even in these conditions, the switching approach
allows reducing the communication and computation burden, thus providing benefits with
respect to the full communication approach.
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Table 3.2: Value of the cost function for various communication topologies and attack scenarios.

Attack scenario →
Communication topology ↓

None Small (x2) Medium (x3) Large (x4)

Full communication 9.60e3 9.40e3 1.18e4 Infeasible
No communication 1.37e4 1.37e4 1.37e4 1.37e4
Switching 1.14e4 Infeasible Infeasible Infeasible
Switching with Attack
Detection 1.14e4 1.27e4 1.27e4 1.27e4

3.6 Conclusions
A topology-switching coalitional MPC controller for CVPs is proposed, which allows
for guaranteeing safety even when communication between vehicles is subject to cyber-
attacks. To this end, the topology-switching coalitional MPC is integrated with an R-UIO
for cyber-attack detection.

The proposed MPC law optimizes a cost function weighing performance and con-
trol effort to determine the control action subject to constraints that guarantee strict
predecessor-follower string stability within each coalition. Likewise, a topology switching
law enables/disables communication links when the tracking error or relative velocity
between any two vehicles exceeds/falls below a chosen threshold. This significantly reduces
the cooperation costs with respect to a full communication approach. Furthermore, it allows
the topology-switching coalitional MPC to obtain relaxed string stability over the full CVP.

In case of attack, the focus of the control law shifts towards guaranteeing safety. Specif-
ically, when a cyber-attack is detected on a certain communication link, all communication
on this communication link is disabled. MPC constraints are in place to avoid crashes
when such a forced topology switch occurs. Furthermore, even if the cyber-attacks are
undetected safety is still guaranteed.

In summary, the designed control law provides a trade-off between performance and
control effort while reducing the cooperation costs. Furthermore, relaxed string stability of
the CVP can be obtained in nominal conditions, and safety is guaranteed even when the
CVP is under attack. These properties have been shown theoretically and are illustrated
using a CVP of 4 vehicles following a lead vehicle.

3.7 Proofs of Lemmas 3.3-3.5
In what follows, the proofs of Lemmas 3.3 to 3.5 are provided. For further use in these
proofs, we first introduce the following propositions:

Proposition 3.1. Variable 𝛿(𝑛|𝑘) is positive if 𝑢𝑗 (𝜅) = 𝑢min ∀𝑘 ≤ 𝜅 < 𝑛 and Δ𝑣𝑗,𝑠(𝑛|𝑘) < 0.

Proof. By definition, 𝛾 (𝑘|𝑘) represents an upper bound on the time to standstill when
𝑢𝑗 (𝜅) = 𝑢min, ∀𝜅 ≥ 𝑘. Therefore, 𝛿(𝑛|𝑘) = 𝛾 (𝑘|𝑘)− (𝑛−𝑘)𝑇 is an upper bound on the time left
to standstill at instant 𝑛 > 𝑘 if 𝑢𝑗 (𝜅) = 𝑢min, ∀𝑘 ≤ 𝜅 < 𝑛. Furthermore, Δ𝑣𝑗,𝑠(𝑛|𝑘) < 0 implies
that 𝑣𝑗,𝑠(𝑛|𝑘) > 0, i.e. vehicle 𝑗 is not at standstill at time 𝑛. This proves that, if Δ𝑣𝑗,𝑠(𝑛|𝑘) < 0,
then 𝛿(𝑛|𝑘) > 0. ■
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Proposition 3.2. The set {𝑥𝑗,𝑠(𝑛|𝑘)}∀𝑠∈e , which contains the predicted states of vehicle
𝑗 at instant (𝑛|𝑘) in the extreme scenarios, is bounded and form a convex set such that
𝑥𝑗,𝑠(𝑛|𝑘) ∈ e

𝑗 (𝑛|𝑘) ≜ conv({𝑥𝑗,𝑠(𝑛|𝑘)}∀𝑠∈e ) ∀𝑠 ∈  .

Proof. Separately address the two sources of uncertainty. Firstly, the undetected cyber-
attacks �̂�𝑗𝑦 ,𝑠 are bounded and �̂�

𝑗
𝑦 ,𝑠 ∈ conv({�̂�

𝑗
𝑦 ,𝑠}∀𝑠∈e ) ∀𝑠 ∈ . Furthermore, physics dictates

that the realized state of each vehicle 𝑗 ∈  is always bounded. Therefore, 𝑥,𝑠(𝑘|𝑘) in
Equation (3.14a) is also bounded and 𝑥,𝑠(𝑘|𝑘) ∈ conv({𝑥,𝑠(𝑘|𝑘)}∀𝑠∈e ) ∀𝑠 ∈  .

Secondly, the unknown input of the vehicle 𝑝 , �̂�𝑝 ,𝑠 is also bounded and �̂�𝑝 ,𝑠 ∈
conv({�̂�𝑝 ,𝑠}∀𝑠∈e ), ∀𝑠 ∈  . As 𝑤,𝑠 ∼ 𝑎𝑝 ,𝑠 and conv({𝑎𝑝 ,𝑠}∀𝑠∈e ) ⊆ conv({�̂�𝑝 ,𝑠}∀𝑠∈e ), it
can also be stated that 𝑤,𝑠 is bounded and 𝑤,𝑠 ∈ conv({𝑤,𝑠}∀𝑠∈e ), ∀𝑠 ∈  .

Thus, Equation (3.14b) is a linear update equation for which e defines convex bounds
on both the input and the initial condition. As 𝑥𝑗,𝑠(𝑛|𝑘) is considered only for 𝑛 < 𝑘+𝑁p, this
is sufficient to prove 𝑥𝑗,𝑠(𝑛|𝑘) is bounded and 𝑥𝑗,𝑠(𝑛|𝑘) ∈ conv({𝑥𝑗,𝑠(𝑛|𝑘)}∀𝑠∈e ) ∀𝑠 ∈  . ■

Proof. (Lemma 3.3) All constraints in Equation (3.17) are lower bounds on 𝑑𝑗,𝑠(𝑘 + 1|𝑘)
and each of the constraints is only active in a subset of the state-space, as discussed in
Section 3.3.2. Therefore, each constraint can be considered separately. The lemma will
be proven for each constraint by showing that if the constraint holds for 𝑚 = 𝑘 +1, using
input 𝑢𝑗 (𝑘 +1|𝑘) = 𝑢min, it still holds for 𝑚 = 𝑘 +2. To this end, use the following relations:

𝑑𝑗,𝑠(𝑘 +2|𝑘) = 𝑑𝑗,𝑠(𝑘 +1|𝑘) +𝑇Δ𝑣𝑗,𝑠(𝑘 +1|𝑘), (3.20a)
Δ𝑣𝑗,𝑠(𝑘 +2|𝑘) = Δ𝑣𝑗,𝑠(𝑘 +1|𝑘) +𝑇Δ𝑎𝑗,𝑠(𝑘 +1|𝑘), (3.20b)
𝜏𝑎𝑗,𝑠(𝑘 +2|𝑘) = (𝜏 −𝑇 )𝑎𝑗,𝑠(𝑘 +1|𝑘) +𝑇𝑢𝑗 (𝑘 +1|𝑘). (3.20c)

Now, firstly, consider the constraint in Equation (3.17a) for 𝑑𝑗,𝑠(𝑘 +1|𝑘), which is active only
if Δ𝑣𝑗 (𝑘+1|𝑘) ≥ 0.3 Then, if the constraint in Equation (3.17a) is satisfied, i.e., 𝑑𝑗,𝑠(𝑘+1|𝑘) ≥ 0,
the following holds:

𝑑𝑗,𝑠(𝑘 +2|𝑘) = 𝑑𝑗,𝑠(𝑘 +1|𝑘) +𝑇Δ𝑣𝑗,𝑠(𝑘 +1|𝑘) ≥ 0,

which proves the lemma for the constraint in Equation (3.17a). Secondly, consider the
constraint in Equation (3.17b), which is active only if Δ𝑣𝑗,𝑠(𝑘 +1|𝑘) ≤ 0 and Δ𝑎𝑗,𝑠(𝑘 +1|𝑘) ≥ 0,
and recall Proposition 3.1. Then, if the constraint in Equation (3.17b) is satisfied, i.e.
𝑑𝑗,𝑠(𝑘 +1|𝑘) ≥ −Δ𝑣𝑗,𝑠(𝑘 +1|𝑘)𝛿(𝑘 +1|𝑘), the following holds:

𝑑𝑗,𝑠(𝑘 +2|𝑘) = 𝑑𝑗,𝑠(𝑘 +1|𝑘) +𝑇Δ𝑣𝑗,𝑠(𝑘 +1|𝑘)
≥−Δ𝑣𝑗,𝑠(𝑘 +1|𝑘)𝛿(𝑘 +1|𝑘) +𝑇Δ𝑣𝑗,𝑠(𝑘 +1|𝑘)
=−Δ𝑣𝑗,𝑠(𝑘 +1|𝑘)𝛿(𝑘 +2|𝑘)
=− (Δ𝑣𝑗,𝑠(𝑘 +2|𝑘) −Δ𝑎𝑗,𝑠(𝑘 +1|𝑘)𝑇 )𝛿(𝑘 +2|𝑘)
≥−Δ𝑣𝑗,𝑠(𝑘 +2|𝑘)𝛿(𝑘 +2|𝑘),

where Equations (3.20a) and (3.20b) have been used, and the fact that Δ𝑎𝑗,𝑠(𝑘 +1|𝑘) ≥ 0 in
the last inequality. This proves the lemma for the constraint in Equation (3.17b). Lastly,
3Note that this is a necessary condition for Equation (3.17a) to be active. If Δ𝑣𝑗,𝑠 (𝑘 +1|𝑘) < 0, the constraint in
Equation (3.17b) is more restrictive. However, if 𝜏Δ𝑎𝑗 (𝑘 +1|𝑘) < −Δ𝑣𝑗 (𝑘 +1|𝑘) the constraint in Equation (3.17c)
can be more restrictive even if Δ𝑣𝑗 (𝑘 +1|𝑘) ≥ 0.
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consider the constraint in Equation (3.17c), which is active only if Δ𝑎𝑗,𝑠(𝑘 +1|𝑘) ≤ 0. Then,
if the constraint in Equation (3.17c) is satisfied, use Equation (3.20) to derive

𝑑𝑗,𝑠(𝑘 +2|𝑘) = 𝑑𝑗,𝑠(𝑘 +1|𝑘) +𝑇Δ𝑣𝑗,𝑠(𝑘 +1|𝑘)
≥ −(Δ𝑣𝑗,𝑠(𝑘 +1|𝑘) + 𝜏Δ𝑎𝑗,𝑠(𝑘 +1|𝑘))𝛿(𝑘 +1|𝑘) +𝑇Δ𝑣𝑗,𝑠(𝑘 +1|𝑘)
≥ −(Δ𝑣𝑗,𝑠(𝑘 +1|𝑘) + 𝜏Δ𝑎𝑗,𝑠(𝑘 +1|𝑘))𝛿(𝑘 +1|𝑘) +𝑇 (Δ𝑣𝑗,𝑠(𝑘 +1|𝑘) + 𝜏Δ𝑎𝑗,𝑠(𝑘 +1|𝑘))
= −(Δ𝑣𝑗,𝑠(𝑘 +1|𝑘) + 𝜏Δ𝑎𝑗,𝑠(𝑘 +1|𝑘))𝛿(𝑘 +2|𝑘)
≥ −(Δ𝑣𝑗,𝑠(𝑘 +2|𝑘) −𝑇Δ𝑎𝑗,𝑠(𝑘 +1|𝑘))𝛿(𝑘 +2|𝑘) − (𝜏Δ𝑎𝑗,𝑠(𝑘 +2|𝑘)
+𝑇Δ𝑎𝑗,𝑠(𝑘 +1|𝑘))𝛿(𝑘 +2|𝑘) +𝑇Δ𝑢𝑗,𝑠(𝑘 +1|𝑘)𝛿(𝑘 +2|𝑘),

where Δ𝑢𝑗,𝑠(𝑘 +1|𝑘)≜𝑢𝑗−1,𝑠(𝑘 +1|𝑘)−𝑢𝑗,𝑠(𝑘 +1|𝑘), such that with the chosen input, Δ𝑢𝑗 (𝑘 +
1|𝑘) = 𝑢𝑗−1(𝑘 +1|𝑘) −𝑢min ≥ 0. Then,

𝑑𝑗,𝑠(𝑘 +2|𝑘) ≥ −(Δ𝑣𝑗,𝑠(𝑘 +2|𝑘) + 𝜏Δ𝑎𝑗,𝑠(𝑘 +2|𝑘))𝛿(𝑘 +2|𝑘),

which proves the lemma for the constraint in Equation (3.17c).4 ■

Proof. (Lemma 3.4)Without loss of generality, consider only the relation between vehicles
𝑗, 𝑗 −1 ∈ and the following changes to the coalitions:

(a) At instant 𝑘, the vehicles form a coalition  = {𝑗−1, 𝑗}, and it breaks up into 1 = {𝑗−1}
and 2 = {𝑗} at 𝑘 +1.

(b) At instant 𝑘, the vehicles are in different coalitions, say 1 = {𝑗 −1} and 2 = {𝑗}, and
they join into a single  = {𝑗 −1, 𝑗} at 𝑘 +1.

(c) Coalition  = {𝑗 −1, 𝑗} remains constant.

In Lemma 3.3, it is proven that if Equation (3.17) holds for 𝑥𝑗,𝑠(𝑘 + 1|𝑘), there exists
an input sequence such that it also holds for 𝑥𝑗,𝑠(𝑘 +2|𝑘), ∀𝑠 ∈  . Therefore, a sufficient
condition for the constraint in Equation (3.17) to hold also for 𝑥𝑗,𝑠(𝑘 +2|𝑘 +1) is

𝑥𝑗,𝑠(𝑘 +2|𝑘 +1) ∈ e
𝑗 (𝑘 +2|𝑘), ∀𝑘 ≥ 0, ∀𝑠 ∈  . (3.21)

The existence of set e
𝑗 (𝑘 +2|𝑘) is proven by Proposition 3.2. Using the prediction model in

Equation (3.14), obtain

𝑥𝑗,𝑠(𝑘 +2|𝑘 +1) =𝐴𝑗𝑥𝑗,𝑠(𝑘 +1|𝑘 +1)+𝐵𝑗𝑢𝑗 (𝑘 +1|𝑘 +1)
+𝐴𝑤

𝑗 𝑥𝑗−1,𝑠(𝑘 +1|𝑘 +1) ,

𝑥𝑗,𝑠(𝑘 +2|𝑘) =𝐴𝑗𝑥𝑗,𝑠(𝑘 +1|𝑘) +𝐵𝑗𝑢𝑗 (𝑘 +1|𝑘)
+𝐴𝑤

𝑗 𝑥𝑗−1,𝑠(𝑘 +1|𝑘) ,

(3.22)

where we chose the input 𝑢𝑗 (𝑘 +1|𝑘 +1) = 𝑢𝑗 (𝑘 +1|𝑘). Furthermore, by Proposition 3.2,

𝑥𝑗,𝑠(𝑘 +1|𝑘) ∈ e
𝑗 (𝑘 +1|𝑘), ∀𝑖 ∈ , ∀𝑠 ∈  , ∀𝑘 ≥ 0 ,

4Above the lemma is proved if the active constraint is fixed. It is, however, possible that the active constraint
changes between time instants 𝑘 +1 and 𝑘 +2. Similar approaches can be used to prove the lemma for each of
these cases. These full proofs are however omitted here.
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and as the realised state 𝑥𝑗,𝑠(𝑘 +1|𝑘 +1) is the outcome of one of the possible scenarios in  ,
also

𝑥𝑗,𝑠(𝑘 +1|𝑘 +1) ∈ e
𝑗 (𝑘 +1|𝑘), ∀𝑖 ∈ , ∀𝑠 ∈  , ∀𝑘 ≥ 0. (3.23)

That is, the new initial condition 𝑥𝑗,𝑠(𝑘 +1|𝑘 +1) is bounded by the prediction based on the
extreme scenario at time 𝑘.

Consider case (a), where using Equation (3.14c), 𝑥𝑗−1,𝑠(𝑘 + 1|𝑘 + 1) = 𝑥𝑗−1,𝑠(𝑘 + 1|𝑘) ∈
e
𝑗−1(𝑘 + 1|𝑘) for all 𝑠 ∈  . In cases (b) and (c), as vehicles 𝑗 and 𝑗 − 1 are in the same

coalition at time 𝑘 +1, Equation (3.23) can be directly applied for vehicle 𝑗 −1 too, such that
𝑥𝑗−1,𝑠(𝑘 +1|𝑘 +1) ∈ e

𝑗−1(𝑘 +1|𝑘) for all 𝑠 ∈  .
Substituting the results above into Equation (3.22) implies Equation (3.21) holds, proving

the lemma. ■

Proof. (Lemma 3.5) Define 𝑑𝑣𝑛2
𝑗 (𝑛1) ≜ 𝑣𝑗 (𝑛1 + 𝑛2) − 𝑣𝑗 (𝑛1) as the change in velocity of

vehicle 𝑗 over a period of 𝑛2 time-steps, and recall 𝑑𝑣𝑗,𝑠(𝑘) = 𝑑𝑣pos
𝑗,𝑠 (𝑘) +𝑑𝑣neg

𝑗,𝑠 (𝑘) = 𝑣𝑗,𝑠(𝑘 +
𝑁p|𝑘)−𝑣𝑗,𝑠(𝑘|𝑘) is the predicted change in velocity over the length of the prediction horizon.

Now, without loss of generality, consider that, dictated by the considered maneuver of
the lead vehicle, 𝑑𝑣𝑗,𝑠(𝑘) ≥ 0, ∀𝑘 ∈ [0,𝑁 ) and 𝑑𝑣𝑗,𝑠(𝑘) ≤ 0, ∀𝑘 ∈ [𝑁 ,𝑁2). Furthermore, consider
initially Δ𝑣𝑗 (0) ≤ 0. Starting from this initial condition, by the constraint in Equation (3.18d)

Δ𝑣𝑗,𝑠(𝑘) ≤ 0, ∀𝑘 ∈ [0, 𝑛𝑠) ,
∃ 𝑛𝑠 < 𝑁p s.t. Δ𝑣𝑗,𝑠(𝑛𝑠) ≥ 0 ,

for all 𝑠 ∈ 0. Then, by the definition of the scenarios 0, also

Δ𝑣𝑗 (𝑘) ≤ 0, ∀𝑘 ∈ [0, 𝑛) ,
∃ 𝑛 < 𝑁p s.t. Δ𝑣𝑗 (𝑛) ≥ 0 .

Furthermore,
∃ 𝐮𝑗 s.t. Δ𝑣𝑗 (𝑘) ≤ 0, ∀𝑘 ∈ (𝑛,𝑁 ) .

Note that 𝑢𝑗 (𝑘) = 𝑢𝑗−1(𝑘) ∀𝑘 ∈ (𝑛,𝑁 ) is one of the input sequences that guarantees this. With
this, derive

𝑑𝑣𝓁−𝑘
𝑗 (𝑘) −𝑑𝑣𝓁−𝑘

𝑗−1 (𝑘) = Δ𝑣𝑗 (𝑘) −Δ𝑣𝑗 (𝓁 ) ≤ 0, ∀𝑘 ∈ [0, 𝓁 ),
where 𝓁 < 𝑁 . This implies strict string stability according to Definition 3.1 for time steps 0
to 𝑁 .

At time 𝑁 , Δ𝑣𝑗 (𝑁 ) ≥ 0 and 𝑑𝑣𝑗,𝑠(𝑁 ) ≤ 0, which is a similar situation to the the initial
one. Therefore, following the same line of reasoning, ∃ 𝑛2 < 𝑁 +𝑁p such that

Δ𝑣𝑗 (𝑘) ≥ 0, ∀𝑘 ∈ [𝑁 ,𝑁 +𝑛2) ,
Δ𝑣𝑗 (𝑛2) ≤ 0 ,and

∃ 𝐮𝑗 s.t. Δ𝑣𝑗 (𝑘) ≥ 0, ∀𝑘 ∈ (𝑁 +𝑛2,𝑁2) ,

such that
𝑑𝑣𝓁−𝑘

𝑗 (𝑘) −𝑑𝑣𝓁−𝑘
𝑗−1 (𝑘) = Δ𝑣𝑗 (𝑘) −Δ𝑣𝑗 (𝓁 ) ≥ 0 ,

for all 𝑘 ≥ 𝑁 and 𝑘 < 𝑁 +𝑛2 ≤ 𝓁 < 𝑁2, which implies strict string stability for time steps 𝑁
to 𝑁2. At time step 𝑁2 the situation is then as it was initially, such that the proof can be
repeated for all time. ■
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4
Anomaly Prevention

through Fully Homomorphic
Encryption

The current industrial state of practice of encryption in cyber-physical systems (CPSs) is based
on end-to-end encryption techniques preventing intrusion in remote connections between
the plant, sensors and controllers. To close the loop of encryption in control, recently fully
homomorphic encryption (FHE) has been proposed, which makes it possible to perform addition
and multiplication of encrypted data. Using FHE in control thus allows to develop controllers
which can operate on encrypted data, preventing loss of confidentiality in the controller. FHE
in its current form is however not practically applicable for real-time control at high update
rates due to its increased computational load. In this chapter a reformulation of the GSW FHE
scheme is proposed which reduces the computation load. This reformulated FHE scheme is
then implemented on a field-programmable gate array (FPGA) for stabilisation of an inverted
double pendulum. It will be shown that with this implementation the unstable plant can be
stabilised in real-time by fully utilising the computational advantages of the reformulated
scheme on the FPGA.

This chapter is based on
 Pieter Stobbe, Twan Keijzer, and Riccardo M.G. Ferrari. A fully homomorphic encryption scheme for real-
time safe control. In Conference onDecision andControl, 2022.
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W ith the development of large scale cyber-physical systems (CPSs), cryptography,
which was originally developed for information technology (IT) systems, is increas-

ingly utilised in operation technology (OT). Large scale CPSs must be securely monitored
and controlled over long distances using remote connections between the plant, sensors and
the controller. Loss of confidentiality of data transmitted through such remote connections
can only feasibly be prevented via encryption.

The industrial state of practice is to use so-called end-to-end encryption, which provides
confidentiality in the remote connections, but requires decryption at the receiver [106,
299, 300]. This is ideal for IT systems but has several drawbacks when used in control.
Specifically, measurements that are sent over an end-to-end encrypted connection need
to be decrypted at the controller to be processed. For automatic control, performing this
decryption and re-encryption at the controller is not necessary and even forms a risk to
security as loss of confidentiality in the controller is no longer prevented. At the same
time, these decryption and re-encryption steps create computational overhead, limiting
the controller update time, which reduces the stability margin and can possibly destabilise
the plant.

Homomorphic encryption (HME) schemes present an alternative that can solve these
problems by allowing for multiplication and/or addition of encrypted numbers. With this,
the decryption and re-encryption at the controller side are no longer required, providing
confidentiality in the controller and eliminating the related computational overhead. There
are two main types of HME: partially homomorphic encryption (PHE) and fully homomor-
phic encryption (FHE). PHE schemes support only multiplication or addition, whereas FHE
schemes support both.

The first HME scheme was the Rivest–Shamir–Adleman (RSA) scheme [106], followed
by PHE schemes such as EL Gamal [108] and Paillier [109]. More recently lattice-based
FHE schemes have been introduced in [117, 118, 301]. These schemes allow for the im-
plementation of a broad range of feedback control, however, their high computational
complexity prevents them from being used in real-time on conventional hardware.

PHE schemes have also been proposed for control, such as in [110] which proposes a
combination of the El Gamal [108] and RSA [106] schemes. This control scheme, however,
requires the controller state to be sent to the plant for decryption and re-encryption at
each time step, adding additional overhead. More recently, [302] has demonstrated direct
feedback control with the PHE scheme from [109]. Due to the limited homomorphic
properties of the PHE scheme, the controller uses plain-text controller gains, posing a risk
to security.

Recently, more attention has been directed to FHE schemes for control, such as in
[119, 124–126, 303]. These schemes however still suffer from two problems. Firstly, the
representation of encrypted signals requires orders of magnitude more storage than the
original plain-text. This means that, due to limited computation and bandwidth resources,
real-time control with FHE is limited in complexity and update rate. In [124], a two-state
linear controller is implemented with an update rate of 2Hz while in [120] a direct feedback
controller for high-level control of a drone reaches an update rate of 10 Hz.

Secondly, both PHE and FHE only allow for encryption of unsigned integers, whereas
typically rational numbers are required in control. For this purpose rational numbers can be
represented as unsigned integers through the Q format. The transformation to get Q format
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numbers retains all properties of the rational numbers, such that any calculations can
equivalently be performed on Q format numbers. Using the Q format, however, introduces
a limitation when used in combination with PHE or FHE. By the structure of Q format
numbers, the result of a multiplication of two Q format numbers requires more memory
than the original numbers. Specifically, the number of bits that correspond to the fraction
in the rational number increase. With limited memory dedicated to represent each number,
this eventually leads to insufficient bits to represent the whole numbers, i.e. leading to a
overflow. Under plain-text operation, right hand bit-shifts can be used to round of to the
desired precision and prevent this overflow. However, no FHE schemes currently support
homomorphic right hand bit-shifts without excessive penalties on multiplicative depth,
which is defined as the maximum allowed number of consecutive multiplications. Several
solutions to this problem have been proposed, such as periodic reset [119] and scaling of
the state space matrices [303]. These methods, however, affect stability and performance of
the control schemes to which they are applied. Therefore, they cannot be directly applied
to existing control designs.

The problems of computational complexity and fixed precision have hindered the
acceptance of FHE for real-time control. In this chapter we propose an FHE scheme for
real-time secure control implemented on a field-programmable gate array (FPGA) which
address these issues. The contributions presented in this chapter are:

• The GSW FHE scheme [117] has been reformulated to reduce computational com-
plexity by introducing the so-called reduced cipher. The reduced cipher is a change
of representation of the original cipher which allows for more intuitive manipulation
and interpretation of the scheme.

• The reformulated FHE scheme is implemented on an FPGA for real-time control of
an unstable plant to demonstrate the benefits of the novel reduced cipher.

The resulting FHE scheme can be used in combination with a large class of existing
control schemes. Furthermore, an FPGA was chosen for implementation to fully utilise
the reduction in computational complexity caused by the reduced cipher. The scheme can,
however, also be implemented on any conventional hardware.

In the following, Section 4.1 introduces the considered control setup and the GSW
FHE scheme. In Section 4.2 the reduced cipher is introduced and it is proven it allows for
reduced computational complexity. Section 4.3 shows the benefit of the reformulated FHE
by implementing it on an FPGA for control of a inverted double pendulum. Lastly, some
concluding remarks are presented in Section 4.4.

Notation
For a positive scalar 𝑥 , we denote individual digits of its binary representation as 𝑥 [𝑖]. That
is, 𝑥 =∑∞

𝑖=0 2𝑖𝑥 [𝑖]. For any 𝑥 ∈ℕ we define (𝑥)𝑙 =∑𝑙−1
𝑖=0 2𝑖𝑥 [𝑖] which are the 𝑙 least significant

binary digits of 𝑥 , such that if 𝑥 ≤ 𝑞 where 𝑞 = 2𝑙 −1, then (𝑥)𝑙 = 𝑥 and if 𝑥 > 𝑞, then (𝑥)𝑙 ≠ 𝑥 .
We denote [𝑥]𝑙 = [𝑥 [0],… , 𝑥 [𝑙]] as a vector whose elements are the binary digits of (𝑥)𝑙 ;
𝑔 = [20,… ,2𝑙−1]⊤ and the setℤ𝑞 = {0,… , 𝑞−1}, where 𝑞 ∈ℕ. We denote bit-shifts of a 𝑥 by 𝑖
bits as 𝑥 ≪ 𝑖 = 2𝑖𝑥 and 𝑥 ≫ 𝑖 = 2−𝑖𝑥 . These concepts can be extended to matrices 𝑋 ∈ℕ𝑛1×𝑛2 ,
where (𝑋 )𝑙 , [𝑋 ]𝑙 , and bitshifts are applied element-wise. 𝐺𝑛 = 𝐼𝑛 ⊗𝑔, while the encrypted
version of a variable 𝑥 is denoted as E(𝑥).
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4.1 Problem Statement
In this chapter a reformulation of the GSW FHE scheme will be presented which reduces
its computational load, increasing its applicability in safe and secure control. To this end, in
Section 4.1.1, we will first introduce a general control scenario to which the reformulated
FHE scheme is applicable. Then the GSW FHE scheme will be presented in its original form
in Section 4.1.2. In this section the scheme is also directly written in a novel, simplified
notation, which will aid in reformulating the FHE scheme in Section 4.2. Lastly, Section 4.1.3
discusses current challenges in applying FHE for control to motivate the presented research.
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Figure 4.1: Top: A plant controlled remotely using traditional encryption. Bottom: A plant controlled remotely
using FHE.

4.1.1 Control Scenario
In this chapter we consider a general nonlinear plant of the form

{
�̇� = f(𝑥,𝑢) + 𝜁1,
𝑦 = h(𝑥,𝑢) + 𝜁2,

(4.1)

and a discrete time, dynamical linear controller of the form
{
�̂�+ = g(�̂� ,𝑢,𝑦,𝐿),
𝑢+ = v(�̂�+,𝐾 ),

(4.2)

where superscript + denotes the next time-step. Furthermore, 𝑥 ∈ ℝ𝜌 is the state, �̂� ∈ ℝ𝜌

the state estimate, 𝑢 ∈ ℝ𝛾 the input and 𝑦 ∈ ℝ𝜈 the output. f(⋅) and h(⋅) are the known
state transition and output functions, and 𝜁1 and 𝜁2 represent system and measurement
uncertainties. The controller consists of two parts: g(⋅) is a state estimator generating
�̂� ; and v(⋅) is a state feedback controller generating control input 𝑢. In this chapter we
consider the plant is controlled by an encrypted version of this controller, which using
notation introduced before, is denoted by

{
E(�̂�+) = g̃(E(�̂�),E(𝑢),E(𝑦),E(𝐿)) ,
E(𝑢+) = ṽ(E(�̂�+),E(𝐾 )) .

(4.3)

An illustration of the proposed encrypted control loop is shown in Figure 4.1 together
with an illustration of a traditional encrypted control loop. One can see that FHE has two
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advantages with respect to the traditional encryption. Firstly, with FHE the communicated
signals remain encrypted, and therefore secure, while they are processed in the controller.
Secondly, with FHE only one pair of encryption and decryption is required, reducing the
added delay. The specifics of the proposed encrypted control loop will be discussed in
Section 4.3 and illustrated in Figure 4.2.

This work is not concerned with the design of the nominal unencrypted controller itself,
but rather focuses on the implementation of FHE to secure any new or existing control
systems. Therefore, we introduce some basic assumptions on the unencrypted controller
and the closed loop behaviour of the plant and controller before continuing.

Assumption 4.1. The control law in Equation (4.2) can be constructed with addition,
subtraction and multiplication operations only. This holds true for all linear control
methods such as proportional-integral-derivative (PID) and state-feedback control as well
as linear-quadratic regulators (LQRs) [304]. ⊲

Assumption 4.2. The plant in Equation (4.1) is stabilised by the unencrypted controller
in Equation (4.2). ⊲

4.1.2 FullyHomomorphicEncryption SchemebyGentryet al.
The GSW FHE scheme was introduced in [118] as a great improvement in simplicity
and efficiency of FHE schemes based on learning with errors (LWE). It eliminated the
computationally heavy relinearisation step and reduced the scheme to just four procedures:
Key generation, encryption, homomorphic operations, and decryption. Key generation is
performed at the plant at initialization to allow for encryption and decryption, which are
also performed at the plant, as visualised in Figure 4.1. The homomorphic operations are
then performed remotely in the FHE based encrypted controller. Gentry et al. introduced
four basis functions needed to perform these procedures.

Definition 4.1. For any matrix 𝑎 ∈ℕ𝑁 ×(𝑛+1), 𝑏 ∈ℕ𝑁 ×𝑁 , and 𝑐 ∈ ℤ𝑛+1×1
𝑞

BitDecomp(𝑎) = [𝑎]𝑙 (4.4)
BitDecomp−1(𝑏) = 𝑏 ⋅𝐺𝑛+1 (4.5)
Flatten(𝑏) = [𝑏 ⋅𝐺𝑛+1]𝑙 (4.6)
PowersOf2(𝑐) = 𝐺𝑛+1 ⋅ 𝑐 (4.7)

⊲

Note that these functions are directly cast in the novel notation allowing them to be easily
understood and manipulated. We can now use these functions to also define the procedures
of the GSW FHE scheme in this new notation.

Key Generation
A public-private key pair is generated as follows: Pick parameters 𝑚 ∈ℕ, 𝑛 ∈ℕ and 𝑞 ∈ℕ
based on the required security and precision respectively. The private key is 𝑠 = [1,−𝑡]⊤

where 𝑡 ∈ ℤ1×𝑛
𝑞 is sampled uniformly on the interval [0, 𝑞 −1]. The public key is 𝐴 = [𝑏,𝐵]

where 𝑏 = 𝐵 ⋅ 𝑡⊤ + 𝑒, each element of 𝐵 ∈ℤ𝑚×𝑛
𝑞 is sampled uniformly on the interval [0, 𝑞−1],

and each element of 𝑒 ∈ ℤ𝑚
𝑞 is sampled from the 𝜒𝑞 distribution [116].
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Encryption
A message 𝜇 ∈ ℤ𝑞 can be encrypted as a cipher 𝐶 ∈ ℤ𝑁 ×𝑁

2 via the following relation

𝐶 = Enc(𝜇) = Flatten(𝜇 ⋅ 𝐼𝑁 +BitDecomp(𝑅 ⋅𝐴)) = [(𝜇 ⋅ 𝐼𝑁 + [𝑅 ⋅𝐴]𝑙 ) ⋅𝐺𝑛+1]𝑙 , (4.8)

where 𝑁 = 𝑙(𝑛+1) depends on the message size through 𝑙 = ⌊log2(𝑞)⌋ and 𝑛 relates to the
security of the encryption scheme. Furthermore, each element of 𝑅 ∈ ℤ𝑁 ×𝑚

2 is sampled
uniformly on the interval [0,1].

Decryption
Ciphers are decrypted using the MPDec algorithm as proposed in [305]:

𝜇 =MPDec((𝐶PowersOf2(𝑠))𝑙 ) =MPDec((𝐶𝐺𝑛+1𝑠)𝑙 ) (4.9)

TheMPDec algorithm [305] uses the first 𝑙 elements of its input to retrieve 𝜇. Proof that
the correct message is retrieved in this way can be found in [118].

Homomorphic Operations
The homomorphic operations for ciphers 𝐶1 = Enc(𝜇1) , 𝐶2 = Enc(𝜇2) and scalar 𝛼 are

Sum: 𝐶3 =Flatten(𝐶1 +𝐶2) = [(𝐶1 +𝐶2) ⋅𝐺𝑛+1]𝑙 ,

Product: 𝐶4 =Flatten(𝐶1 ⋅𝐶2) = [(𝐶1 ⋅𝐶2) ⋅𝐺𝑛+1]𝑙 ,

Scalar product: 𝐶5 =Flatten(Flatten(𝛼𝐼𝑁 ) ⋅𝐶2) = [([(𝛼𝐼𝑁 ) ⋅𝐺𝑛+1]𝑙𝐶2) ⋅𝐺𝑛+1]𝑙 ,

Scalar sum: 𝐶6 =Flatten(𝛼𝐼𝑁 +𝐶2) = [(𝛼𝐼𝑁 +𝐶2) ⋅𝐺𝑛+1]𝑙 .

(4.10)

For these homomorphic operations it is proven that they are equivalent to the corresponding
plain-text operations, i.e.

𝜇3 =𝜇1 + 𝜇2 ⟺ 𝜇3 = MPDec((𝐶3𝐺𝑛+1𝑠)𝑙 ) ,

𝜇4 =𝜇1𝜇2 ⟺ 𝜇4 = MPDec((𝐶4𝐺𝑛+1𝑠)𝑙 ) ,

𝜇5 =𝛼𝜇2 ⟺ 𝜇5 = MPDec((𝐶5𝐺𝑛+1𝑠)𝑙 ) ,

𝜇6 =𝛼 + 𝜇2 ⟺ 𝜇6 = MPDec((𝐶6𝐺𝑛+1𝑠)𝑙 ) .

(4.11)

4.1.3 FHE in Control
The GSW FHE scheme [118] has excellent theoretical properties, but there are two obstacles
which, until now, have prevented implementation of the scheme in control. Firstly, any
message 𝜇 ∈ ℤ𝑞 containing 𝑙 bits of information, when encrypted, becomes a cipher 𝐶 ∈
ℤ𝑁 ×𝑁
2 containing 𝑁 2 = (𝑛 + 1)2𝑙2 bits of information. Therefore storage and transfer of

ciphers requires more memory than unencrypted equivalents. The problem of size becomes
even more pronounced when performing homomorphic operations. Direct implementation
of homomorphic operations requires multiple steps in which intermediate ciphers can
become as large as ℤ𝑁 ×𝑁

𝑁 containing 𝑁 2(⌊log2(𝑁 )⌋+1) bits of information.
Even more important than the strain on storage and communication, is the strain

on the computational resources. For direct implementation of homomorphic addition,
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𝑁 2(𝑛+2)+𝑁 (𝑛+1) addition operations and 𝑁 2(𝑛+1) multiplication operations are needed,
whereas its unencrypted equivalent requires only a single addition. In this chapter a so-
called reduced cipher is introduced to reduce the computational load of FHE, allowing for
faster update rates of control laws.

The second obstacle is the representation of real numbers with unsigned integers. To
this end we employ the commonly used fixed precision representation called 𝑄 format
[302].1 Alternatives using floating point numbers are currently being researched [306] but
are not yet sufficiently mature. 𝑄 format allows for representing a fixed accuracy number
𝛽 with an integer message 𝜇 ∈ ℤ𝑝 where ⌊log2(𝑝)⌋+1 =𝑚𝑞 +𝑛𝑞 as

𝛽 = −2𝑚𝑞−1𝜇[𝑚𝑞+𝑛𝑞−1] +
𝑚𝑞+𝑛𝑞−2

∑
𝑖=0

2𝑖−𝑛𝑞𝜇[𝑖]

𝜇 =

{
2𝑛𝑞𝛽 if 𝛽 ≥ 0

−2𝑚𝑞+𝑛𝑞 + |𝛽 |2𝑛𝑞 if 𝛽 < 0

(4.12)

such that 𝛽 can be any value in [−2𝑚𝑞−1,2𝑚𝑞−1) with an accuracy of 2−𝑛𝑞 . When performing
multiplication of twomessages 𝜇3 = 𝜇1 ⋅𝜇2, where 𝜇1 and 𝜇2 are obtained from Equation (4.12),
the result has to fit a 𝑚𝑞 +2𝑛𝑞 sized register to yield an exact result. The available storage
for each message is limited and so after a certain number of consecutive multiplications
overflow would occur.

Therefore, conventionally, a right-bitshift by 𝑛𝑞 bits is performed after each multi-
plication such that the 𝑚𝑞 + 𝑛𝑞 least significant bits of 𝜇3 can be used to retrieve 𝛽1𝛽22.
However, no HME scheme supports such operation on ciphers without penalty on multi-
plicative depth. Thus, consecutive multiplications have formed a great obstacle in HME.
This problem is important for application to control systems, which often have internal
states in the controller that are updated at each timestep without being decrypted. Until
now this obstacle has been dealt with using a periodic reset [302] or by transforming the
state space variables [303]. These methods, however, affect the stability and performance
of the controller such that direct implementation of FHE with existing control schemes is
not guaranteed to work.

In this work we use a solution based on [110], where the encrypted controller state
is sent to the plant for decryption at each controller update to overcome the lack of
homomorphic addition in the ElGamal PHE scheme [108]. To this end, in [110], the
encrypted controller state is sent to the plant in parts, where they need to be decrypted,
added together and re-encrypted to a single cipher. In this work, similarly, the encrypted
controller state is sent to the plant where it is decrypted, the necessary right-hand bitshifts
are performed, and re-encrypted. This also prevents any issues with multiplicative depth.

4.2 Reduced Ciphers for Fast FHE Implementation
In this section the so-called reduced cipher will be presented that allows us to reformulate
the GSW FHE scheme for computationally efficient implementation of encrypted control.
1We will be using the Q-notation as introduced by Texas-Instruments, which is used in code libraries such as the
TMS320C64x+ IQmath.

2rounded down to the nearest 2−𝑛𝑞 , due to truncation during the right hand bitshift.
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It will be shown that with the reduced cipher, encryption, homomorphic operations, and
decryption can be made orders of magnitude more computationally efficient, enabling
real-time implementation of FHE for control.

Given a cipher 𝐶 ∈ ℤ𝑁 ×𝑁
2 , the so-called reduced cipher will be denoted by �̃� ∈ ℤ𝑁 ×(𝑛+1)

𝑞
and is defined as

�̃� ≜ BitDecomp−1(𝐶) = 𝐶𝐺𝑛+1 . (4.13)

Note that the reduced cipher contains exactly the same information as the original cipher.
However, by using the reduced cipher for encryption, decryption and homomorphic op-
erations the computational complexity of these procedures can be greatly reduced. In
Theorem 4.1 it will be shown how the reduced cipher can be used to perform homomorphic
operations. Then in Corollary 4.1 it is shown how these same principles can be used to
perform encryption and decryption with the reduced cipher.

Lemma 4.1. For any matrix Λ ∈ℕ𝑛1×𝑛2 , we have [Λ]𝑙 𝐺𝑛2 = (Λ)𝑙 .

Proof. Consider 𝛼 ∈ℕ. for any 𝛼 it holds (𝛼)𝑙 =∑𝑙−1
𝑖=0 2𝑖𝛼 [𝑖] = [𝛼 [0],… ,𝛼 [𝑙−1]] ⋅ 𝑔 = [𝛼]𝑙 ⋅ 𝑔 .

Then apply this relation on each element of Λ, giving (Λ)𝑙 = [Λ]𝑙 ⋅ 𝐼𝑛2 ⊗𝑔 = [Λ]𝑙 ⋅𝐺𝑛2 . ■

Theorem 4.1. Given ciphers 𝐶1,𝐶2 ∈ ℤ𝑁 ×𝑁
2 and scalar 𝛼 ∈ ℤ𝑞 the existing homomorphic

operations as in Equation (4.10) can equivalently be written using the reduced cipher as

𝐶3 = [(𝐶1 +𝐶2)𝐺𝑛+1]𝑙 ↔ �̃�3 = (�̃�1 + �̃�2)
𝑙 (4.14)

𝐶4 = [(𝐶1 ⋅𝐶2)𝐺𝑛+1]𝑙 ↔ �̃�4 = (𝐶1 ⋅ �̃�2)
𝑙 (4.15)

𝐶5 = [[𝛼𝐺𝑛+1]𝑙 ⋅𝐶1𝐺𝑛+1]𝑙 ↔ �̃�5 = ([𝛼𝐺𝑛+1]𝑙 �̃�1)𝑙 (4.16)
𝐶6 = [(𝛼𝐼𝑁 +𝐶1)𝐺𝑛+1]𝑙 ↔ �̃�6 = (𝛼𝐺𝑛+1 + �̃�1)𝑙 (4.17)

Proof. Use the definition of the reduced cipher in Equation (4.13), Definition 4.1, and
Lemma 4.1 to derive

�̃�3 =[(𝐶1 +𝐶2)𝐺𝑛+1]𝑙 𝐺𝑛+1 = (𝐶1𝐺𝑛+1 +𝐶2𝐺𝑛+1)𝑙 = (�̃�1 + �̃�2)
𝑙

�̃�4 =[(𝐶1 ⋅𝐶2)𝐺𝑛+1]𝑙 𝐺𝑛+1 = (𝐶1 ⋅ �̃�2)
𝑙

�̃�5 =[[𝛼𝐼𝑁𝐺𝑛+1]𝑙 ⋅𝐶1𝐺𝑛+1]
𝑙
𝐺𝑛+1 = ([𝛼𝐺𝑛+1]𝑙 ⋅ �̃�1)

𝑙

�̃�6 =[(𝛼𝐼𝑁 +𝐶1)𝐺𝑛+1]𝑙 𝐺𝑛+1 = (𝛼𝐺𝑛+1 +𝐶1𝐺𝑛+1)𝑙 = (𝛼𝐺𝑛+1 + �̃�1)
𝑙

■

Corollary 4.1. Encryption and decryption can be reformulated in terms of reduced ciphers.

Proof. Encryption is performed using Equation (4.8), where BitDecomp(𝑅𝐴) = [𝑅𝐴]𝑙 ∈
ℤ𝑁 ×𝑁
2 is of the same form as a cipher. Encryption is thus a special case of the homomorphic

scalar sum as defined in Equation (4.10). Applying the results in Equation (4.17) and
Lemma 4.1 to encryption thus yields

�̃� = (𝜇𝐺𝑛+1 + [𝑅 ⋅𝐴]𝑙𝐺𝑛+1)𝑙 = (𝜇𝐺𝑛+1 +𝑅 ⋅𝐴)𝑙 . (4.18)
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Decryption, as defined in Equation (4.9), is reformulated in terms of the reduced cipher as

𝜇 =MPDec((𝐶𝐺𝑛+1𝑠)𝑙 ) =MPDec((�̃�𝑠)𝑙 ) (4.19)

■

Theorem 4.1 and Corollary 4.1 have shown that all operations needed for an encrypted
control scheme can be performed based on the reduced cipher. In the followingwewill show
that using the reduced cipher also reduces the computational complexity of these operations.
Most importantly, it will be shown that the reduced cipher completely eliminates the
need for performing hardware multiplications to perform homomorphic operations. To
this end Lemmas 4.2 and 4.3 will show how the multiplication operations remaining in
Equations (4.15) to (4.17) can be performed using bit-operations on the hardware level.

Table 4.1: Number of hardware operations required for homomorphic operations.

sum product
Cipher Red. Cipher Cipher Red. Cipher

Bit Operation 0 0 (𝑛3𝑙3) (𝑛3𝑙2)
Addition (𝑛3𝑙2) (𝑛2𝑙) (𝑛3𝑙3) (𝑛3𝑙2)
Multiplication (𝑛3𝑙2) 0 (𝑛3𝑙2) 0
Memory (𝑛2𝑙2) (𝑛2𝑙2) (𝑛2𝑙2 log(𝑛𝑙)) (𝑛2𝑙2)

scalar sum scalar product
Cipher Red. Cipher Cipher Red. Cipher

Bit Operation (𝑛3𝑙2) (𝑙) (𝑛2𝑙3) (𝑛2𝑙2)
Addition (𝑛3𝑙2) (𝑛𝑙) (𝑛3𝑙3) (𝑛2𝑙2)
Multiplication (𝑛2𝑙) 0 (𝑛3𝑙2) 0
Memory (𝑛2𝑙2) (𝑛2𝑙2) (𝑛2𝑙2 log(𝑙)) (𝑛2𝑙2)

Lemma 4.2. Given any 𝛼 ∈ ℤ𝑞 , 𝛼𝐺𝑛+1 can be generated by using only 𝑙 −1 bit-shifts on the
hardware level.

Proof. 𝛼𝐺𝑛+1 = 𝐼𝑛+1 ⊗𝛼𝑔, i.e. 𝛼𝐺𝑛+1 consist only of (𝑛+1) identical instances of 𝛼𝑔. Now,
recall 𝑥 ≪ 𝑛 denotes 𝑛 left bit-shifts of scalar 𝑥 , which is equivalent to a multiplication
by 2𝑛 . Using this notation 𝛼𝑔 can be generated as 𝛼𝑔 = [𝛼,𝛼 ≪ 1,… ,𝛼 ≪ 𝑙 −1]⊤ using only
𝑙 −1 bit-shifts. ■

Lemma 4.3. Given any 𝐶1 ∈ ℤ𝑁 ×𝑁
2 and �̃�2 ∈ ℤ𝑁 ×(𝑛+1)

𝑞 , 𝐶1 ⋅ �̃�2 can be generated by using
(𝑛3𝑙2) bit-masks and (𝑛3𝑙2) additions on the hardware level.

Proof. As the entries of 𝐶1 are binary, multiplications between entries of 𝐶1 and �̃�2 can be
performed as bit-masks. Specifically, the bit-masks can be performed by overlaying a row
of 𝐶1 on a column of �̃�2. The outcomes are then added to obtain one entry of the resulting
reduced cipher matrix. This operation requires 𝑁 bit-masks and 𝑁 −1 additions and needs
to be repeated for each entry of the resulting reduced cipher matrix, i.e. 𝑁 (𝑛 +1) times.
Therefore, in total (𝑛3𝑙2) bit-masks and (𝑛3𝑙2) additions are required. ■
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The total reduction of computational complexity obtained by using the reduced ciphers for
the homomorphic operations is summarised in Table 4.1. The table shows the hardware
level computations and memory utilisation of the operations that are involved in evaluating
the homomorphic operations from Equation (4.10), both with and without the use of reduced
ciphers. It can be seen that the overall number of hardware operations is reduced and the
homomorphic operations no longer require multiplication at the hardware level. Note,
however, that the Reduced ciphers contain the same amount of data as original ciphers and
therefore the communication bandwidth required to transfer the ciphers is unchanged.

4.3 Results on a Simulated Plant
In this section, the reformulated FHE scheme is applied to the control of an inverted double
pendulum. It will be shown that it is possible to perform stabilising control of the unstable
plant in real-time with the encrypted controller. To this end the reformulated FHE based
control system is applied on two FPGAs as shown in Figure 4.2. The use of FPGAs allows
for an efficient implementation of the reformulated FHE scheme. In the remainder of
this section, it will first be shown how the properties of an FPGA are beneficial to the
implementation of the reformulated FHE scheme. Then, the used control setup will be
discussed. Lastly, the results obtained with this setup will be presented and analysed.

FPGA 2 (controller) 

E(X+ ) =
g(E(u), E(X), E(y), E(L)) 

E(K) E(L) 
------

E(y) 

FPGA 1 (adapter) Plant 

KeyGen(m, n, q) = A, s 
E(L) = Enc(L, A) 

E(K) = Enc(K, A) 
--------------------------------------------- y ..................... E(y) = Enc(y, A) 
---------------------------------------------

E(X) E(u) u=Dec(u+ ,s)>>2·Qn

E(u+ ) = V(E(X),E(K)) X = Dec(X+ ,s) >> Qn

E(X+ ) E(u+ ) E(X) = Enc(X, A)

E(u) = Enc(u, A) _u
..............,

Figure 4.2: The experimental setup. FPGA 1 performs encryption and
decryption. FPGA 2 performs the encrypted control. Key exchange,
indicated with the dashed arrow, is only required at initialization.

Figure 4.3: Double pendulum as modeled
by Equation (4.20).

4.3.1 Hardware Resources of an FPGA
An FPGA contains generic logic cells and memory components of differing sizes and
configurability. The most common type of logic cell is called an adaptive logic module
(ALM). These can be configured to perform any operation. However, though ALMs can be
configured to perform multiplication, this leads to an inefficient use of resources. Therefore,
FPGAs are generally equipped with digital signal processing (DSP) slices which are specifi-
cally designed to perform multiplication. Unfortunately, due to their heavy requirements
on the die space, there are far fewer DSP slices than ALMs. To illustrate, ALMs are usually
available in the order of tens of thousands, whereas there are usually only in the order of
ten DSP slices. Therefore, if a design’s speed relies on multiplication, the limited number
of DSP-slices is often a bottle-neck to the computational speed.

As shown in Section 4.2, the reformulated FHE scheme with the reduced cipher allows
for implementation without any multiplications on the hardware level. This is beneficial
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to the computational efficiency of the scheme on any platform, however due to the limited
number of DSP-slices it is particularly beneficial on an FPGA. By eliminating this bottle-
neck, many more operations can be implemented in parallel. FPGAs can be programmed
to operate without the need for a software layer, dedicating all hardware resources to the
encrypted control scheme. Therefore, implementation of encrypted control on an FPGA
with the reformulated FHE scheme allows for higher update rates than an implementation
on conventional hardware, or with the original FHE scheme.

4.3.2 Experimental Setup
The encrypted control scheme has been implemented on two Nexys 4 FPGAs in the
configuration as shown in Figure 4.2. The control loop in Figure 4.2 works as follows: At
initialisation FPGA 1, the adapter, generates an encryption key pair and uses this to encrypt
the controller gain matrices. These are then shared with the remote encrypted controller in
FPGA 2. Then, for each control update, first, the adapter encrypts measurement vector 𝑦 and
sends it to the controller, which computes the control input E(𝑢+) and state estimate E(�̂�+).
These signals are then sent back to the adapter for decryption, where the control input is
applied to the plant. Additionally, 𝑢+ and �̂�+ are bit-shifted, re-encrypted and sent back to
the controller along with the new measurements 𝐄(𝑦). The additional communication of
E(�̂�+) and E(𝑢) is required to extend multiplicative depth of the homomorphic operations.
This obstacle of FHE is explained in more detail in Section 4.1.3. This solution to extend
multiplicative depth of the homomorphic operations is inspired by [110] where the same
principle is used to overcome the lack of homomorphic in the ElGamal PHE scheme [108].

The chosen plant is the inverted double pendulum depicted in Figure 4.3. The dynamics
of the double pendulum’s state 𝜃 = [𝜃1 𝜃2]⊤ is modeled as

{
𝑀(𝜃)𝜃 +𝐶(𝜃, �̇�)�̇� +𝐺(𝜃) = 𝑇 ,
𝑇 + 𝜏𝑒 �̇� = 𝑘𝑚𝑢

(4.20)

𝑀(𝜃) =
[
𝑃1 +𝑃2 +2𝑃3 cos𝜃2 𝑃2 +𝑃3 cos𝜃2

𝑃2 +𝑃3 cos𝜃2 𝑃2 ]

𝐶(𝜃, �̇�) =
[
𝑏1 −𝑃3�̇�2 sin𝜃2 −𝑃3(�̇�1 + �̇�2) sin𝜃2
𝑃3�̇�1 sin𝜃2 𝑏2 ]

𝐺(𝜃) =
[
−𝑔1 sin𝜃1 −𝑔2 sin(𝜃1 + 𝜃2)

−𝑔2 sin(𝜃1 + 𝜃2) ]

𝑃1 =𝑚1𝑐21 +𝑚2𝑙21 + 𝐼1, 𝑃2 =𝑚2𝑐22 + 𝐼2, 𝑃3 =𝑚2𝑙1𝑐2, 𝑔1 = (𝑚1𝑐1 +𝑚2𝑙1)𝑔, 𝑔2 =𝑚2𝑐2𝑔

where 𝜃1 and 𝜃2 denote the angles of the pendulum links as shown in Figure 4.3. Further-
more, 𝑚1,𝑚2 are the masses of the links; 𝑙1, 𝑙2 are their lengths; 𝑐1, 𝑐2 are the centers of
mass; 𝐼1, 𝐼2 are the mass moments of inertia; 𝑏1,𝑏2 are the damping coefficients of the joints;
𝑘𝑚 ,𝜏𝑒 are the electrical motor gain and time constant, and 𝑔 is the gravitational acceleration.
All these model parameters can be found in Table 4.2.

Next we will present the design of a controller that can attain reference tracking of
the double inverted pendulum around 𝜃 = �̇� = [0 0]⊤, i.e. around the unstable equilibrium
where both pendulums are upright. To this end, a discrete time linearization of the model
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in Equation (4.20) around 𝜃 = �̇� = [0 0]⊤ is made as
{
𝑥(𝑘 +1) = 𝐴𝑑𝑥(𝑘) +𝐵𝑑𝑢(𝑘) ,
𝑦(𝑘) = 𝐶𝑑𝑥(𝑘) ,

(4.21)

where 𝑥(𝑘) = [𝜃1(𝑘) �̇�1(𝑘) 𝜃2(𝑘) �̇�2(𝑘) 𝑇 ]⊤, 𝑦(𝑘) = [𝜃1(𝑘) 𝜃2(𝑘)]⊤, and 𝐴𝑑 , 𝐵𝑑 , and 𝐶𝑑 are
matrices of appropriate size. This linearized model is used to implement an observer and
state feedback controller as

{
�̂�(𝑘 +1) = 𝐴𝑑 �̂�(𝑘) +𝐵𝑑𝑢(𝑘) +𝐿(𝑦(𝑘) −𝐶𝑑 �̂�(𝑘)) ,
𝑢(𝑘 +1) = 𝐾�̂�(𝑘 +1) ,

(4.22)

where 𝐿 is the observer gain and 𝐾 is the state feedback gain. The controller is updated at a
rate of 𝑓 = 100 𝐻𝑧. 𝐿 has been obtained by placing the observer poles at [0.7 0.5 0.8 0.6 0.85]
and 𝐾 = [−12.6 −1.8 −9.8 −0.95 0.015]. The input and the state estimate are initialized at
𝑢(1) = 0 and �̂�(0) = 0. The controller in Equation (4.22) is encrypted to obtain the equivalent
controllers g̃(⋅) and ṽ(⋅) of the form in Equation (4.3). The encryption parameters used can
be found in Table 4.2.

Table 4.2: Model and encryption parameters

Parameter Value Parameter Value Parameter Value
𝑚1 0.125 𝑘𝑔 𝑚2 0.05 𝑘𝑔 𝑔 9.81𝑚𝑠−2

𝑙1 0.1 𝑚 𝑙2 0.1 𝑚 𝑛 7
𝑐1 −0.04 𝑚 𝑐2 0.06 𝑚 𝓁 64
𝐼1 0.074 𝑘𝑔𝑚2 𝐼2 0.00012 𝑘𝑔𝑚2 𝑚 7
𝑏1 4.8 𝑘𝑔𝑠−1 𝑏2 0.0002 𝑘𝑔𝑠−1 𝑚𝑞 10
𝑘𝑚 50 𝑁𝑚 𝜏𝑒 0.03 𝑠 𝑛𝑞 22

4.3.3 Performance
Figure 4.4 shows the results of the system in Equation (4.20) being controlled according
to g̃(⋅), ṽ(⋅). To obtain these results the double pendulum is initialized at an initial state
𝜃 = 𝜃⊤0 = [0.0289,0.1156]⊤, �̇� = 𝜃0⊤ = [0.0669,0.0049]⊤ and 𝑇 = 𝑇0 = 0, and is controlled such
that both pendulums point upwards, i.e. 𝜃 = [0 0]⊤.

The results shown in Figure 4.4 are obtained using a hardware simulation of the FPGAs
coupled to a high resolution simulation of the double pendulum. With this implementation
of the encrypted control on the FPGAs a new control input can be generated every 0.8 𝑚𝑠,
which is more than sufficient for the needed update rate of 100 𝐻𝑧. Achieving such update
rate would not have been possible using the original cipher or on conventional hardware.

One can see in Figure 4.4 that the encrypted observer estimates the states correctly and
the plant is stabilized by the encrypted controller. Controlling the plant without encryption,
i.e. according to Equation (4.22), yields identical results. This illustrates that the encrypted
plain-text controllers are indeed equivalent. The experimental setup serves to highlight the
contributions made to FHE. One can see that the plant is controlled towards an unstable
equilibrium which requires a fast update rate of the encrypted controller. Due to the use of
the reduced cipher, this has become possible on the chosen hardware (two Nexys 4 FPGAs).
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Figure 4.4: Simulation results, 𝜃1, 𝜃2 and control effort 𝑢

4.4 Conclusion
With the development of large scale CPSs, encryption, which was originally developed
for IT systems, is increasingly utilised in control systems to prevent intrusion of remote
connections. The current industrial state of practice is to use so-called end-to-end encryption,
which requires decryption, and re-encryption, of the signals that are processed at the
controller. This forms a risk to security, as intrusion in the controller no longer prevented.
Furthermore, these decryption and re-encryption steps create computational overhead,
limiting the controller update rate and reducing the stability margin.

FHE has been developed such that operations can be performed on encrypted signals.
Therefore, it has the potential to close the loop of encryption for secure control. The
main obstacle to widespread implementation of FHE in control is the high computational
complexity. In this chapter, the GSW FHE scheme has been reformulated using the so-called
reduced cipher. This allows for reducing the computational complexity of the scheme, while
preserving its theoretical properties. Specifically, the need for hardware multiplications
to perform homomorphic operations is completely eliminated and the total number of
hardware operations is reduced by an order of magnitude. Furthermore the reduced cipher
allows for more intuitive interpretation and manipulation of the scheme, opening the door
to further improvements.

This reformulated FHE scheme has been implemented on an FPGA for real-time control
of an inverted double pendulum. A standard digital control law has been encrypted with
FHE and is able to stabilize the plant around its unstable equilibrium. The controller
computation time is 0.8 𝑚𝑠 on a Nexys 4 FPGA, which is more than sufficient for the
chosen 100 𝐻𝑧 update rate.

The presented FHE scheme is, to the best of the authors knowledge, the first FHE
scheme that has been implemented for real-time control of an unstable plant. In future
work it is interesting to extend these results to larger and more complex plants to show
the full capability of the scheme. Furthermore, it is interesting to use the reformulation
of the scheme to explore how to perform right hand bit shifts and other operations like
division on encrypted data. This would be an elegant solution to the problem of overflow
by consecutive multiplications of encrypted fixed precision numbers.
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5
Conclusion & Discussion

I n the last two decades cyber-physical systems (CPSs) have increasingly become a part of
industrial processes and consumer products. CPSs are extremely useful as they provide

the combined advantages of their physical and cyber components, allowing for coordination
of the actions of the physical components. However, this interaction between physical and
cyber components also causes CPSs to be burdened with both safety and security risks.
Therefore, research on safety and security risks is especially interesting for CPSs.

In this dissertation three advances within the field of safety and security of CPS have
been presented. These advances each focus on one or more methods to perform miti-
gation of safety and security risks. Namely, Chapter 2 addresses sliding mode observer
(SMO)-based anomaly detection, Chapter 3 presents a guaranteed safe control law which
integrates resilience, detection and accommodation of anomalies in a collaborative vehicle
platoon (CVP). Finally, Chapter 4 introduces an encrypted control approach based on fully
homomorphic encryption (FHE) in order to prevent cyber anomalies. The contributions of
this dissertation within each of these topics will be summarised in Section 5.1. Then, these
contributions are placed in the context of the broader field of safety and security of CPS in
Section 5.2. Lastly, some recommendations for future work are presented in Section 5.3.

5.1 Contributions to Safety & Security of CPS
In Chapter 2, two anomaly detection methods are presented which provide detection capa-
bilities for a large class of existing SMOs, while preserving their inherent state and anomaly
estimation capabilities. The first method, presented in Section 2.2, performs detection
using thresholds on the equivalent output injection (EOI), which is related to the anomaly
estimate. The second method, presented in Section 2.3, performs detection by comparing
upper and lower thresholds on the state estimation error. By design, both detection methods
are free of false detection. Furthermore, strong guarantees on detectability are provided.

In Chapter 3 a solution for safe control of CVPs under man-in-the-middle (MITM)
attacks is presented. The control law is based on coalitional model predictive control
(MPC), where optimal coalitions of vehicles are determined online based on performance
and safety criteria. Nominally, the CVP is controlled to trade-off tracking performance with
communication and computational load, while also maintaining safety and string stability
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under uncertainty. When the CVP is under attack, however, the priorities of the control law
shift to primarily maintaining safety. A reduced unknown input observer (R-UIO) based
detection method is implemented to detect any sufficiently large MITM attack. The commu-
nication topology is then changed to disable the attacked communication link. Meanwhile
the MPC is designed to be resilient to undetected attacks and the uncertainty caused by
disabled communication links. It is shown that this control approach is guaranteed to be
safe and even retains good tracking performance while the CVP is under attack.

In Chapter 4 the GSW FHE scheme has been reformulated to increase its computa-
tional efficiency. The reformulation allows for reduction of the total number of hardware
operations by orders of magnitude and completely eliminates the need for multiplications
at the hardware level. The reformulated FHE scheme has then been implemented on two
field-programmable gate arrays (FPGAs) for real-time remote encrypted control of an
unstable system. Such implementation would not have been possible using the original
formulation or on conventional hardware.

5.2 Significance and Limitations of the Contribu-
tions

The contributions of this dissertation all address a specific topic within safety and security
of CPS, and have been discussed as such in detail throughout the dissertation. In this
section, however, we will zoom out and discuss the significance and limitations of the
contributions in view of the broader field of safety and security of CPS.

SMO based Anomaly Detection
The presented SMO based detection methods, depending on how they are configured, allow
for detection of physical anomalies and cyber anomalies affecting data integrity. This is not
limiting within the field of model based detection. This because cyber anomalies affecting
data availability are trivially detected and those affecting data confidentiality cannot be
detected by any model based detection scheme. Yet, within the broader field, model based
detection is only a small part of a solution providing safety and security of CPS.

The presented SMO based detectors are, however, applicable to a general class of linear
systems and first order sliding mode observers (FOSMOs). Furthermore, an initial extension
to a class of non-linear single-input single-output (SISO) systems is presented. Additionally,
literature on FOSMOs for general non-linear systems suggests further extensions are
possible too. Next to the broad applicability, the detectors are computationally efficient and
can provide for fast detection. This combination of general applicability, computational
efficiency and fast detection makes the detectors suitable in many scenarios.

Despite their advantages, the SMO based detectors are not suitable to detect covert,
zero-dynamics, or replay attacks. This is a major limitation inherent to many model-based
detection methods [36, 61, 64, 68, 213]. There are, however, recent works that aim to
address this problem. For example, (dynamic) watermarking has been proposed to allow for
detecting replay attacks [66, 307] and stealthy attacks [91]. And in [35], two complementary
model-based detectors are used to detect covert attacks.
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Topology-Switching Control for Anomaly Accommodation in
CVPs
The presented topology-switching coalitional MPC method with R-UIO based anomaly
detection provides resilience, detection and accommodation of anomalies in a CVP. The
scheme mainly considers malicious physical anomalies and cyber-anomalies affecting in-
tegrity and availability of communicated measurements, but is also applicable to accidental
physical anomalies and cyber anomalies affecting integrity and availability in the controller.
This means only cyber anomalies affecting confidentiality are not addressed by this method.

The presented method, thus comes quite close to providing an integrated solution
to safety and security of CVPs. This does, however, come with some limitations on its
applicability. Most importantly, the scheme assumes that all vehicles in the CVP use the
same control law, such that vehicles within the same coalition know each others control
input without communicating it.1 Furthermore, for all vehicles within a coalition to know
each others control input, each vehicle needs to solve the MPC problem for the whole
coalition. This increases computational complexity of the MPC problem, which is already
inherently computationally expensive due to the required optimisation.

Additionally, disabling communication as a means of anomaly accommodation, has
some limitations too. Not so for any anomaly that directly affects the communication,
e.g. a MITM or denial of service (DoS) attack, or packet-loss. Here the accommodation
addresses the source of the problem and provides safety and security from it. However,
for anomalies that affect the vehicles themselves the accommodation is less suitable. Even
though the accommodation still provides safety for these anomalies, the accommodation
does not address their source. For malicious anomalies to vehicles one might argue that
the communication from that vehicle then also cannot be trusted. However, for accidental
anomalies to a vehicle, such as engine failure, it is clear that it is in the interest of the whole
platoon to aid the affected vehicle instead of ignoring it.

Anomaly Prevention through FHE
The presented FHE based encrypted controller allows for prevention of cyber-anomalies
affecting confidentiality of data during communication as well as in the controller. Addi-
tionally, any anomaly affecting the integrity of the cipher will have an unpredictable and
typically large impact on the corresponding plain-text, allowing for trivial detection of
cyber-anomalies affecting integrity. Therefore, although typically encryption is classified
as a prevention method, for anomalies affecting integrity it is better classified as a detection
method. This means that the presented FHE scheme, when not combined with a form of
anomaly accommodation, can only address cyber-anomalies affecting confidentiality.

However, unlike traditional encryption schemes, FHE does provide its prevention and
detection capabilities against anomalies on the communication as well as in the controller.
Unfortunately, FHE does still have quite some limitations on its applicability. Firstly, FHE
only allows for encrypting controllers consisting of addition and multiplication operations.
Secondly, FHE has a high computational load, even after the reformulation of the scheme
that is presented in this dissertation. Therefore, in its current form, encrypted control
using FHE can only be implemented in real-time on dedicated hardware such as an FPGA.
1This limitation is not trivially resolved by adding communication of the control input as the communication
channels are possibly subject to anomalies.
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Additionally, a problem that is not addressed in this dissertation is that of commu-
nication of the ciphers between the plant and the controller. The reformulation of FHE
presented in this dissertation reduces its computational load, but the ciphers still contain
the same amount of information and their load on communication is still high. Further-
more, the solution to extend multiplicative depth implemented in this dissertation requires
additional communication, adding to the problem. As the reduced computational load
allows for higher update rates, while the load on the communication is unchanged, this
will likely become the new bottleneck limiting the performance.

An Overview of Contributions

Anomaly Applicability Comp.
Cyber Physical Plant Controller load

SMO
(Chapter 2)

Prevention
Linear (+
nonlinear
SISO)

Any LowResilience
Detection I x

Accommodation
Topology-
Switching

MPC
(Chapter 3)

Prevention

CVP
Same

MPC in all
vehicles

MediumResilience IA x
Detection IA x

Accommodation2 IA x

FHE
(Chapter 4)

Prevention C

Any

Only
addition
and

products

HighResilience
Detection I

Accommodation

Table 5.1: A high level overview of the contributions in this dissertation. Here C, I, and A refer to Confidentiality,
Integrity and Availability as defined in Definitions 1.5 to 1.7.

The contributions presented in this dissertation each contribute to safety and security
in CPS by addressing different anomalies through prevention, resilience, detection, accom-
modation or a combination thereof. In Table 5.1 an overview of the contributions of this
dissertation is given, showing the addressed anomalies and type of mitigation as well as
the applicability and computational load.

One can see that each contribution addresses safety and security in a different way.
Especially, the SMO based detector addresses only detection for a large class of systems,
while the topology-switching MPC addresses resilience, detection and accommodation
for a large class of anomalies, but only for a single system. Furthermore, one can see that
none of the methods address all anomalies. Specifically, confidentiality is the only anomaly
not addressed by the topology-switching MPC. This anomaly is, however, addressed by
the FHE based encrypted control. Unfortunately, it is currently not possible to implement
FHE-based encrypted MPC. This is mainly due to the limited applicability of the FHE
2The accommodation method is well suited for e.g. a MITM attack. However, for physical failures such as an
engine failure another method, where the faulty vehicle is assisted instead of disconnected, might be preferable.
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encryption to different types of control. Specifically it relates to the inability to evaluate if
statements. There is however research on partially homomorphic encryption (PHE) based
encrypted explicit MPC, where only the part of the controller that can be encrypted is
performed remotely [113]. The remaining computations, among which the if statements,
are performed in plain-text at the plant. A similar solution might allow for FHE based
encrypted MPC in the future.

5.3 Recommendations for Future Work
Following the contributions in this dissertation, in this section some recommendations for
future work are presented.

SMO based Anomaly Detection
• Extend the presented detectors to be applicable to higher order SMOs and a
larger class of nonlinear systems: The broad applicability of the presented detec-
tors is a great benefit. However, it has not yet reached its full potential. Therefore, it
is recommended to investigate the applicability of the detectors to a larger class of
nonlinear systems. Furthermore, in the last decade higher order SMOs are being in-
troduced to increase applicability and estimation performance compared to FOSMOs.
Therefore, also the detectors stand to greatly benefit from application to such higher
order SMOs. It is thus very interesting to explore applicability of the detectors to
such higher order SMOs.

• Reformulate the detector designs to allow for stochastic analysis of robustness
and detectability: It is common for anomaly detectors to make a trade-off between
robustness and detectability. The detectors presented in this dissertation don’t
allow for such a trade-off as they are designed based on bounds on the uncertainty,
providing deterministic guarantees on robustness and detectability. By considering
the uncertainties in a stochastic framework and propagating the stochastic variables
through the SMO based detector, also stochastic guarantees on robustness and
detectability can be obtained. This will allow for making the common trade-off
between robustness and detectability that is not possible in the deterministic setting.

• Formalise the performance comparison between the two presented SMO based
anomaly detectors: Two detectors based on SMOs have been presented in this
dissertation. Their detection performance is currently only compared though a
simulation of a CVP subject to a MITM attack. A formal theoretical comparison can
reveal whether the findings of this single simulation example extend in general.

• Utilise the SMO anomaly estimation capabilities to design a safety preserving
control law that integrates resilience, detection and accommodation: One of the
main advantages of using SMOs for anomaly detection is that they can concurrently
also estimate state and anomaly. This additional information can be used to perform
accommodation of detected anomalies. Furthermore, the detectors have strong
detectability guarantees, which can serve as input to the design of a controller that
is resilient against undetected anomalies. These properties, however, have not yet
been utilised to design a safety preserving controller.
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Topology-Switching Control for Anomaly Accommodation in
CVPs

• Increase the flexibility of the definition of coalitions to allow for non-consecutive
coalitions and incorporate this in the controller design: The presented scheme
strongly relies on the ability to change the communication topology to increase
nominal performance and guarantee safety and security from anomalies. Therefore,
it is important to allow for full flexibility in defining the coalitions. The proposed
topology-switching coalitional controller disables affected communication links.
With the currently used definition of coalitions, this means communication is also
no longer possible between the vehicles before and after the affected vehicle. Such
communication might, however, still be beneficial to the performance of the CVP.
By making non-consecutive coalitions possible, this potential can be utilised.

• Reduce computational load of the scheme by minimizing the amount of over-
lapping calculation in each vehicle: In the proposed topology-switching coali-
tional controller each vehicle within a coalition calculates the control action of the
whole coalition. Reducing the overlap in calculations between vehicles, e.g. by using
a consensus based approach, can aid in decreasing the computational complexity.

• Reduce the amount of R-UIO gains to be pre-calculated and saved: In the
proposed controller an R-UIO based anomaly detection is used. The R-UIO gains for
all possible communication topologies are pre-calculated and saved in each vehicle.
Especially for larger platoons the computational load and memory usage of this
approach becomes problematic as the amount of possible communication topologies
grows exponentially with the number of vehicles. It is therefore recommended to
reduce the amount of R-UIO gains to be pre-calculated and saved. Possible directions
that can be investigated to achieve this are making the R-UIO gains modular or by
parameterised based on coalition size and vehicle location.

Anomaly Prevention through FHE
• Find solutions to use FHE to partially encrypt more complex control methods
while not compromising security: In the presented design the encrypted controller
is strictly constrained to only use addition and multiplication. There are however
methods to only partially encrypt a control law without compromising security. An
example of this for MPC using PHE is presented in [113]. It is interesting to study
how a similar approach can be used in combination with FHE.

• Find solutions to use FHE based encrypted control in distributed control sys-
tems: In the presented design of the encrypted controller the adapter at the plant
is a trusted agent that knows the private key for decryption. Secure control occurs
at another location, where the private key is not known. In general, using FHE,
always at least one trusted agent is required to know the private key. Therefore, this
approach is not directly applicable to distributed control systems, where typically all
local systems perform similar computations and actions. It is thus interesting to find
extensions of FHE based encrypted control to distributed control systems. Here, one
can take inspiration from secure multi-party computation (sMPC)[128–130].
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Glossary

ACC adaptive cruise control.

ALM adaptive logic module.

AV autonomous vehicle.

CACC collaborative adaptive cruise control.

CC cruise control.

CIA confidentiality, integrity and availability.

CPS cyber-physical system.

CVP collaborative vehicle platoon.

DMPC distributed model predictive control.

DoS denial of service.

DSP digital signal processing.

EOI equivalent output injection.

FBW fly-by-wire.

FCC flight control computer.

FHE fully homomorphic encryption.

FHSS frequency hopping spread spectrum.

FOSMO first order sliding mode observer.

FPGA field-programmable gate array.

FTC fault tolerant control.

HME homomorphic encryption.

HVAC heating, ventilation and air-conditioning.

I/O input/output.
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ICS industrial control system.

IT information technology.

LMI linear matrix inequality.

LPV linear parameter-varying.

LQR linear-quadratic regulator.

LWE learning with errors.

MC Monte Carlo.

MIMO multiple-input multiple-output.

MITM man-in-the-middle.

MPC model predictive control.

OFC oscillatory failure case.

OT operation technology.

PHE partially homomorphic encryption.

PID proportional-integral-derivative.

QoS quality of service.

R-UIO reduced unknown input observer.

RSA Rivest–Shamir–Adleman.

SISO single-input single-output.

SMC sliding mode controller.

SMO sliding mode observer.

sMPC secure multi-party computation.

UAV unmanned aerial vehicle.

UIO unknown input observer.

VHDL VHSIC hardware description language.
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Propositions

accompanying the dissertation
Advances in Safety and Security of Cyber-Physical

Systems

by
Twan Keijzer

1. Assuming it is possible to provide safety and security from all possible anoma-
lies, this can only be achieved by complementary prevention, resilience, de-
tection and accommodation techniques. [This Thesis]

2. If the risk that an anomaly poses to the safety and security of a system is
sufficiently small, it does not need to be considered. [This Thesis]

3. Scientific papers should include simulation results of systems that fall outside
the theoretical framework of the paper to demonstrate a certain flexibility of
the proposed method that could not be shown in theory. [This Thesis]

4. Journalism often serves as a tool to detect societal problems, but it relies on
others to provide adequate accommodation of these problems, as well as pre-
vention of, and resilience to, future problems. Therefore, it is essential for
journalism to be taken seriously.

5. The ultimate goal of automation should be a world in which everyone can
freely pursue their passion.

6. Traditions often exist for a reason, but should never be an excuse to reject
change.

7. By travelling the world one can explore the sense and nonsense of all tra-
ditions and use this to independently develop habits and plant the seeds for
new traditions.

8. The beauty of nature is derived from the fact that it is forever temporary.

9. Everyone is, to some extent, a hypocrite. People should remind themselves
of this before judging others.

These propositions are regarded as opposable and defendable, and have been
approved as such by the promotors prof.dr.ir. J.W. van Wingerden and dr. R. Ferrari
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