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GPU-accelerated simulations for eVTOL aerodynamic analysis

Vito Pasquariello ∗ †, Yannick Bunk ‡, Sebastian Eberhardt †, Pei-Hsuan Huang †, Jan Matheis † and Matteo Ugolotti†
Lilium GmbH, Claude-Dornier-Str. 1, 82234 Weßling, Germany

Stefan Hickel§
Delft University of Technology, 2629HS Delft, The Netherlands

The demand for fast, high-fidelity, scale-resolving computational fluid dynamics (CFD)
simulations is continuously growing. Especially new emerging aviation technologies, such as
electrical vertical take-off and landing aircraft (eVTOL), strongly rely on advanced numerical
methods to retain development life-cycle costs and achieving design targets more quickly.
This paper presents a cutting-edge large-eddy simulations (LES) solver developed to enable
over-night turnaround times for full aircraft simulations on advanced graphics processing
unit (GPU) architectures. The solver models weakly compressible fluid flows over complex
three-dimensional bodies based on an immersed boundary method with geometry-based and
flow-based automatic mesh adaption. Its high accuracy and unprecedented performance is
demonstrated for high Reynolds number aerodynamic benchmark cases and compared to recent
results from literature. In addition, the successful validation against experimental data for the
Lilium Jet canard is discussed.

I. Introduction
Computational fluid dynamics (CFD) has a rich history of successful applications for aircraft analysis and design,

and has radically changed the way aerospace systems are designed during the last decades. CFD enabled the aerospace
community to go beyond incremental system performance improvement and allowed an in-depth understanding of
the underlying flow-physics phenomena. Reynolds-averaged Navier-Stokes (RANS) models have been considered the
standard for solving complex flows of industrial interest in the past years. However, the well-known inability of RANS
turbulence models to properly capture highly separated regions has always been problematic [1, 2] This sets serious
limitations in, e.g., further improving the aircraft drag-to-lift ratio at off-design conditions, increasing aero-engines
propulsion efficiency, or reducing the aerodynamic losses. Required advances in fuel burn, noise emission, and new
sustainable means of transportation [3] opened new challenges that can only be addressed with high-fidelity numerical
technologies. In view of the rapid evolution of computer platforms with graphics processing units, direct numerical
simulations (DNS) and large-eddy simulations (LES) are two possible high-fidelity methods that can accurately predict
unsteady flows characterized by laminar-turbulent transition and boundary-layer separation. These techniques will
also help to address multi-physics problems, such as acoustic analysis, aerodynamically induced low/high-frequency
fluid-structure interaction (e.g. flutter), and aero-thermal interactions.

DNS resolving all temporal and spatial scales of turbulence are still intractable for most industrial applications;
however, LES accurately resolves the dynamically most relevant flow structures in space and time with similar accuracy as
DNS, thus drastically reducing the resolution requirements and the overall simulation cost. However, fully wall-resolved
LES of high-Reynolds number flows is still not within the reach of modern High Performance Computing (HPC)
systems. In wall-modeled LES (WMLES) the energetic turbulent scales within the near-wall boundary layer are not
fully resolved but modeled, allowing for coarser meshes to be used [4–6]. The WMLES approach is chosen in this work
for the analysis of electric vertical take-off and landing applications.

The accuracy of the physics-based predictive fluid dynamics models is only one of the findings listed in the NASA
2030 Grand Challenge [1, 2]; also the mesh generation process and mesh adaptation are considered a “significant
bottleneck in the CFD workflow”. The industry standard is the use of body-fitted meshes that require a considerable
amount of time and expertise to be properly built and expensive re-meshing procedures to dynamically adapt to moving
boundaries. The latter is an especially challenging bottleneck in aircraft flight-dynamics simulations where large surface

∗Project Lead, Corresponding Author (vito.pasquariello@lilium.com)
†Aerodynamics Software Developer, Flight and Applied Sciences Department, Lilium GmbH, 82234, Weßling, Germany.
‡Aerodynamics Engineer, Flight and Applied Sciences Department, Lilium GmbH, 82234, Weßling, Germany.
§Professor of Aerodynamics, Faculty of Aerospace Engineering, Delft University of Technology, 2629HS Delft, The Netherlands.

1

D
ow

nl
oa

de
d 

by
 T

U
 D

E
L

FT
 o

n 
Ja

nu
ar

y 
26

, 2
02

3 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
3-

21
07

 

 AIAA SCITECH 2023 Forum 

 23-27 January 2023, National Harbor, MD & Online 

 10.2514/6.2023-2107 

 Copyright © 2023 by Lilium GmbH. Published by the American Institute of Aeronautics and Astronautics, Inc., with permission. 

 

 AIAA SciTech Forum 

mailto:vito.pasquariello@lilium.com


deformations and displacements are common. The numerical framework presented in this work was thus designed
to require close to zero user input for mesh generation, and the mesh adaptation is carried out fully automatically. In
the framework of an immersed boundary method (IBM) [7, 8], the octree-based adaptive mesh refinement (AMR)
capabilities of the p4est library [9] enable fast mesh adaption in our current framework.

The CFD 2030 Grand Challenge report emphasizes the need for the CFD algorithms to cope and adapt to new
emerging HPC hardware capabilities. In this regard, several research groups developed or enabled the use of graphics
processing units (GPUs) in their in-house CFD solvers [10–13]. This was always done by refactoring standard CFD
methods and ad-hoc performance optimization based on the encountered algorithmic bottlenecks. The presented LES
code aims to achieve RANS-like turnaround timing and, therefore, is built from scratch specifically for modern NVIDIA
GPUs like the Ampere architecture. The purpose of this paper is to demonstrate the capability and performance of this
Lilium in-house GPU-based LES code, and to present results for innovative eVTOL configurations featuring complex
flow phenomena.

This paper is organized as follows: Section II introduces the baseline numerics and the immersed boundary and
wall-modeling framework. Section III presents results for three validation cases: a turbulent channel flow, an inclined
turbulent boundary layer flow and a realistic aircraft model in landing configuration, the so-called Japanese Aerospace
Exploration Agency Standard Model (JSM). Section IV summarizes important optimization aspects of the present solver
and compares computational costs of the JSM simulations to recently published results for another GPU-accelerated
flow solver. Finally, in Section V, we present LES results of our Lilium 6-engine canard configuration, for which an
experimental test campaign has been performed in the past.

II. Numerical Framework
The numerics used for the present solver are specifically chosen and tailored for high-performance scale-resolving

simulations on GPUs. In the following, the baseline governing equations, the finite-volume discretization scheme, the
immersed boundary method, and the meshing strategy are described on a high level.

A. Navier-Stokes equations and barotropic fluid model
We perform LES of the three-dimensional compressible Navier-Stokes equations on adaptive block-Cartesian grids

in a finite volume framework for subsonic flows. The Navier-Stokes equations written in conservative form are

𝜕𝑡U + ∇ · F (U) − ∇ · D (U) = 0 , (1)

with the state vector U = [𝜌, 𝜌𝑢1, 𝜌𝑢2, 𝜌𝑢3] consisting of density 𝜌 and linear momentum 𝜌𝑢𝑖 for a barotropic fluid. In
the above equation, the total flux is split into an inviscid part F = [f1, f2, f3]𝑇 following

f𝑖 (U) = [𝑢𝑖𝜌, 𝑢𝑖𝜌𝑢1 + 𝛿𝑖1𝑝, 𝑢𝑖𝜌𝑢2 + 𝛿𝑖2𝑝, 𝑢𝑖𝜌𝑢3 + 𝛿𝑖3𝑝]𝑇 , (2)

and a viscous contribution D = [d1, d2, d3]𝑇 following

d𝑖 (U) = [0, 𝜏𝑖1, 𝜏𝑖2, 𝜏𝑖3]𝑇 , (3)

where 𝑢𝑖 are the components of the velocity vector and 𝜏𝑖 𝑗 is the viscous stress tensor, which according to the Stokes
hypothesis for a Newtonian fluid is

𝜏𝑖 𝑗 = `
(
𝜕 𝑗𝑢𝑖 + 𝜕𝑖𝑢 𝑗 − 2/3 𝛿𝑖 𝑗𝜕𝑘𝑢𝑘

)
. (4)

For LES with an eddy viscosity subgrid-scale (SGS) turbulence model, the dynamic viscosity coefficient ` = `𝑎𝑖𝑟 +`𝑆𝐺𝑆

is the sum of the molecular viscosity and the eddy viscosity. The molecular viscosity is modeled with Sutherland’s law

`𝑎𝑖𝑟 (𝑇𝑤) = `𝑐𝑎𝑙

(
𝑇𝑤

𝑇𝑐𝑎𝑙

)3/2
𝑇𝑐𝑎𝑙 + 𝑆𝑐𝑎𝑙

𝑇𝑤 + 𝑆𝑐𝑎𝑙
, (5)

𝑇𝑐𝑎𝑙 = 273.15K ,

`𝑐𝑎𝑙 = 17.16 × 10−6Pa s ,
𝑆𝑐𝑎𝑙 = 110.4K ,

based on the expected adiabatic wall temperature

𝑇𝑤 = 𝑇𝑟𝑒 𝑓 +
𝑢2
𝑟𝑒 𝑓

2𝑐𝑝 (𝑇𝑟𝑒 𝑓 )
, (6)
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Fig. 1 Schematic of the ghost-cell immersed boundary method and the wall-model framework.

for a given reference velocity 𝑢𝑟𝑒 𝑓 and reference temperature 𝑇𝑟𝑒 𝑓 . Assuming subsonic flow, the system of equations in
Eq. 1 is closed with the following linear barotropic equation of state (EOS)

𝑝(𝜌) = 𝐴𝜌 + 𝐵 , (7)

with

𝐴 = 𝛾𝑟𝑒 𝑓 𝑅 𝑇𝑟𝑒 𝑓 , (8a)
𝐵 =

(
1 − 𝛾𝑟𝑒 𝑓

)
𝑝𝑟𝑒 𝑓 . (8b)

Equations 7-8 result from linearizing the ideal gas model around a reference state. Slope 𝐴 and integration constant 𝐵
are obtained from the specific gas constant of air 𝑅 = 287.05 J/(kg K) and by evaluating the specific heat capacity 𝑐𝑝
with the NASA Glenn polynomials [14] at the reference state, which yields 𝛾𝑟𝑒 𝑓 = 𝑐𝑝 (𝑇𝑟𝑒 𝑓 )/(𝑐𝑝 (𝑇𝑟𝑒 𝑓 ) − 𝑅).

B. Finite Volume Discretization for LES
The compressible Navier-Stokes equations are discretized with a conservative finite-volume method on a block-

Cartesian mesh with block-based adaptive local mesh refinement. The convective terms are discretized with a
second-order skew-symmetric central scheme, while the viscous flux is discretized using a second-order central
difference scheme. The discretization method has essentially second-order convergence rate in space and time. For
improved robustness on very coarse meshes, the central scheme is blended with a small amount of local upwinding at
block interfaces with hanging nodes as well as close to the immersed boundary. A second-order explicit time-integration
scheme is used. Several SGS models for turbulence closure are implemented in the present solver. Vreman’s model [15]
is used for all simulations presented in this paper.

C. Immersed Boundary and Wall Modeling Framework
We follow the basic ghost-cell immersed boundary methodology introduced by Mittal et al. [16], where boundary

conditions on the surface are implicitly imposed by specifying fluid variables in so-called ghost cells. This enables the
simulation of flows around arbitrary moving geometries on a Cartesian grid. The cells of the computational mesh are
tagged as either fluid, solid, ghost or wall model cell based on their signed distance to the specified geometry, see also
Fig. 1. Solid and ghost cells (negative signed distance) are both inside an object and excluded from the time integration,
where the latter type of cells is used by the spatial discretization scheme. For the second-order scheme used in this work
only one layer of ghost cells is needed. We identify ghost cells as cells with a negative signed distance and at least
one fluid-cell neighbor. Similarly, wall model cells are those with a positive signed distance and at least one ghost cell
neighbor.
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While it is well-known that ghost-cell IBM are suited to sharply represent the immersed boundary [17], a special
wall-treatment is needed for high Reynolds number flows in order to overcome the severe mesh-resolution requirements
of wall-resolving simulations. For the LES presented in this paper, a simple equilibrium wall-stress model is used
to estimate the wall-shear stress 𝜏𝑤 based on the instantaneous wall-parallel velocity magnitude 𝑢𝑊𝑀,𝑡 at a constant
off-wall distance. Image points 𝐼𝑃1 are used as the wall-model exchange location and placed at 2Δ normal to the
immersed boundary, in accordance with the suggestions mentioned in [5] to avoid the log-layer mismatch. A moving
least squares (MLS) method [18] with linear basis functions is used for the interpolation of fluid variables at this
location. The MLS support domain is highlighted in Fig. 1, resulting in possibly 19 fluid cells (9 in 2D) used for the
regression. We have opted for this interpolation method because it offers flexibility to exclude solid cells from the
interpolation, which is important at corners and in narrow gaps. The shear stress itself is imposed through a source term
in all wall model cells, modifying the wall-parallel momentum according to the computed wall-shear stress 𝜏𝑤 . As the
wall function replaces the (under)resolved viscous stresses, the resolved viscous flux is blocked at the cell faces between
wall-model cells and ghost cells, see also the dotted line in Fig. 1.

Following suggestions of Tamaki and Kawai [19], we apply a partial-slip wall-boundary condition to calculate the
state of the ghost cells. The wall-tangential velocity is obtained by extrapolation using the analytical derivative of the
wall function in the wall-normal direction at the image point 𝐼𝑃0, which is placed at a constant off-wall distance of 1Δ,
see also Fig. 1. In wall-normal direction, a zero-penetration boundary condition is imposed based on the wall normal
velocity at 𝐼𝑃0, which is reconstructed with the MLS method. This partial-slip boundary condition reduces numerical
errors close to the immersed boundary for under-resolved grids by removing the non-linearity of the velocity profile
close to the wall, which is key for maintaining the shear-stress balance in WMLES on non-body-conforming grids [19].

D. Mesh Refinement
The present solver is based on a structured multi-block grid approach and relies on the p4est library [9] to generate

the grid blocks. p4est is a software library for parallel adaptive mesh refinement that enables the dynamic management
of a forest of adaptive octrees. Local mesh refinement is employed close to immersed boundaries based on user-defined
wall-cell sizes for individual geometry parts. Furthermore, a solution-adaptive mesh refinement strategy based on
different refinement criteria is also available. We discretize all blocks in the grid with the same number of cells in each
direction, which allows for optimized algorithms with improved GPU occupancy. To optimally balance the blocks and
parts of the immersed boundary we use the METIS library [20] with a multi-objective optimization target, see also
Section IV for more details. This achieves an even distribution of regular computational domain cells and at the same
time an even distribution of cells which are cut by the geometry across all processes.

III. Validation

A. Turbulent Channel Flow
The new flow solver was rigorously verified and validated. In this section, we show selected results for a periodic

turbulent channel flow (TCF) at Re𝜏 = 5200. Results are compared against DNS data of Lee and Moser [21]. The
Mach number was set to 0.2 such that the present simulation can be considered as incompressible. A volume source
term together with a PI controller is used to maintain a constant bulk Reynolds number Re𝑏 = 𝑈𝑏𝛿/a of 125000, where
𝑈𝑏 is the area-averaged mean streamwise velocity, 𝛿 is the channel half height, and a the kinematic viscosity. The
computational domain size is 2𝜋𝛿×2𝛿× 𝜋𝛿 and discretized with a uniform Cartesian grid. Periodic boundary conditions
are applied in the streamwise and spanwise directions of the computational domain. We show results for three different
grid resolutions with 8 (coarse), 16 (medium) and 32 (fine) uniformly distributed grid points across the channel height
2𝛿.

Figure 2 shows the mean velocity profiles in inner (left) and outer scaling (right) for the three meshes. The vertical
dashed line represents the matching location between wall function and LES solution and may be interpreted as effective
𝑦+ value below which a match between DNS data and LES solution cannot be expected. The obtained 𝑦+ values are 621,
1267 and 2597 for the fine, medium and coarse mesh, respectively. A very good agreement is observed for the fine mesh
with DNS data, while we see some deviations in the outer layer of the profile on the coarse and medium mesh. Figure 3
shows the Reynolds stress tensor in inner and outer scaling. Up to the matching height a good agreement is observed for
all components of the Reynolds stress tensor. It is remarkable that the coarse and medium mesh with only 8 and 16 cells
across the channel height yield good results for both first and second order moments. However, the TCF is grid aligned
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Fig. 2 (a) averaged streamwise velocity in inner scaling, and (b) averaged streamwise velocity in outer scaling
at Re𝜏 ≈ 5200: ( ) DNS of Lee and Moser [21], ( ) present fine mesh, ( ) present medium mesh, ( )
present coarse mesh.
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Fig. 3 Reynolds stress components (a) in inner scaling and (b) in outer scaling at Re𝜏 ≈ 5200: ( ) DNS of Lee
and Moser [21], ( ) present fine mesh, ( ) present medium mesh, ( ) present coarse mesh.
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and therefore not representative for a realistic geometry immersed in a Cartesian grid. The validation case discussed in
the next paragraph aims to demonstrate that the presented framework yields also satisfactory statistics for a turbulent
flow with arbitrary cut cells.

B. Inclined Turbulent Boundary Layer
Simulations of nominally zero-pressure-gradient fully developed flat-plate turbulent boundary layers (TBL) are

conducted to validate the present wall-model framework for non-body-conforming Cartesian grids. This study is
motivated by a validation case shown by Tamaki and Kawai [19]. Figure 4 shows an overview of the computational
domain, where 𝛼 is the angle of the plate relative to the x-axis. The thin black lines represent block edges. Every
block contains 163 cells. The size of the computational domain is 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 = 90𝛿 × 61𝛿 × 1.2𝛿, where 𝛿 refers
to the approximate target boundary layer thickness at which profiles are extracted. The Mach number is set to 0.2.
Local mesh refinement is applied in the vicinity of the flat plate such that the boundary layer edge does not extend

Fig. 4 Overview of the computational setup with 𝛼 = 26.56◦. The medium resolution mesh is shown. Thin black
lines represent block edges. Every block contains 163 cells. Contours of the spanwise velocity component w are
depicted to visualize the TBL.

into coarser regions of the mesh. At the inflow and upper boundary patch a constant velocity is prescribed using
a non-reflective boundary condition based on Riemann invariants. The static pressure is prescribed at the outflow
boundary. A blowing-suction strategy at the immersed boundary is employed close to the inflow to force rapid transition
of the flow to a turbulent state, see Fig. 4. Results for three series of numerical experiments are presented:

1) A mesh convergence study at fixed plate angle 𝛼 and fixed target Reynolds number.
2) A plate angle study at fixed target Reynolds number on a given mesh.
3) A Reynolds number study at fixed plate angle 𝛼 on a given mesh.

An overview of the simulated cases is given in Tab. 1.

1. Mesh study at Re\ = 4981 (cases 1, 2, and 3)
Figure 5 shows results of a mesh study at fixed plate angle 𝛼 = 26.56◦ and fixed target Reynolds number based on

the momentum thickness Re\ = 4981. LES predictions are compared to reference DNS data from Schlatter and Örlü
[22]. The mesh resolutions for the coarse, medium and fine mesh are given in Table 2. Figure 5a shows the velocity
profiles in inner scaling for the three meshes. The vertical dashed lines indicate the coupling location of the wall-stress
model with the LES solution and may therefore be interpreted as effective 𝑦+ value at the wall. Above the matching
height, a very good agreement is observed with both experimental and numerical reference data.

Figure 5b shows the Reynolds stress profiles in inner scaling. Good agreement with the reference data is observed
for both the medium and fine mesh. The coarse mesh shows larger discrepancies for ⟨𝑢′𝑣′⟩, ⟨𝑣′𝑣′⟩ and ⟨𝑤′𝑤′⟩. It
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Case 𝛼 Mesh Unit Reynolds number Re\
1 26.56◦ coarse 10 000 ≈ 4981
2 26.56◦ medium 10 000 ≈ 4981
3 26.56◦ fine 10 000 ≈ 4981
4 7.50◦ medium 10 000 ≈ 4981
5 15.00◦ medium 10 000 ≈ 4981
6 26.56◦ medium 50 000 ≈ 28 390
7 26.56◦ medium 250 000 ≈ 123 268
8 26.56◦ medium 500 000 ≈ 235 785

Table 1 Overview of simulated cases.

Δ 𝛿/Δ
mesh0 (coarse) 0.375 ≈ 15
mesh1 (medium) 0.1875 ≈ 25
mesh2 (fine) 0.093 75 ≈ 50

Table 2 Mesh settings for inclined flat plate TBL.
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(b)

Fig. 5 Velocity profiles (a) and Reynolds stresses (b) in inner scaling at target Reynolds number Re\ = 4981
using a coarse, medium and fine mesh.

appears that ≈ 16 points per boundary layer thickness are not sufficient to accurately predict the Reynolds stresses on
non-body-conforming meshes, probably because the location of the matching height on the coarse mesh is > 0.1𝛿, i.e.,
outside the inner layer of the boundary layer.

2. Angle study at Re\ = 4981 using the medium resolution mesh (cases 2, 4, and 5)
Next the robustness of the proposed method is investigated for different plate angles 𝛼 = {7.50◦, 15◦, 26.56◦}.

The angles have been selected such that the flat plate does not cut the upper boundary patch. Figure 6 shows the
mean streamwise velocity and Reynolds stress profiles in inner scaling for the cases 2, 4, and 5. The profiles collapse
reasonably well for these cases and show good agreement with the experimental and numerical reference data. From
these results we conclude that the predictions of the WMLES approach are robust for different cell-cut conditions.
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Fig. 6 Velocity profiles (a) and Reynolds stresses (b) in inner scaling at target Reynolds number Re\ = 4981
using the medium resolution mesh. The flat plate angle 𝛼 is varied from 7.5◦ to 26.56◦.

3. Unit Reynolds number study (cases 2, 6, 7, and 8)
In the following paragraph, the unit Reynolds number is increased from 10000 up to 500000 without changing the

mesh resolution. All simulations use the medium resolution mesh1. This leads to effective 𝑦+ values of > 5000 while
fixing the matching height at < 0.1𝛿. Boundary layer profiles are extracted at ≈ 66𝛿 downstream of the blowing-suction
boundary condition, which yields Re\ of up to 235k, see also Tab. 1. Figure 7 shows the velocity profiles in inner (left)
and outer scaling (right). Note that the matching height in outer scaling remains almost constant for all cases since the
matching location is specified in terms of Δ. A very good agreement with the logarithmic law of the wall is observed for
all cases, even for very high values of 𝑦+ > 5000. Reynolds stress profiles show the expected shape and magnitude;
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Fig. 7 Velocity profiles in inner and outer scaling at different Reynolds numbers using mesh1 and a plate angle
of 26.56◦.

however, given the lack of reference data we omit the presentation here. We summarize the obtained results by plotting
the skin friction coefficient 𝐶 𝑓 as function of Re\ for cases 2, 6, 7, and 8 in Fig. 8. Results obtained with the present
LES method lay within the uncertainty range of the Kármán-Schoenherr (KS) empirical relation. The results indicate
that the proposed WMLES framework can predict the viscous drag at high Reynolds numbers accurately.
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Fig. 8 Skin friction as a function of Re\ . ( ) The KS empirical relation 𝐶 𝑓 = [17.08 log10 (𝑅𝑒\ )2 +
25.11 log10 (𝑅𝑒\ ) + 6.012]−1; ( ) power law 𝐶 𝑓 = 0.0135𝑅𝑒−1/6

\
. The gray shaded region represents the +− 15%

range from the KS relation. References for the empirical relations can be found in Tamaki and Kawai [19].

C. High Lift 3 Prediction Workshop
In order to assess the accuracy of the newly developed flow solver for complex cases, WMLES are carried out for

a realistic aircraft model in landing configuration, the so-called JAXA Standard Model (JSM). This validation case
has received considerable attention since it was the focus of the 3rd High Lift Prediction Workshop [23]. Most of the

Fig. 9 JAXA Standard Model mounted in the 6.5𝑚 × 5.5𝑚 low-speed wind tunnel. Image retrieved from [23].

contributions to the workshop were steady RANS simulations, however, a few groups also used unsteady methods such
as unsteady RANS or lattice Boltzmann very-large-eddy simulation [24]. More recently, WMLES results were presented
by Goc et al. [25, 26], demonstrating not only a high level of accuracy with respect to the prediction of aerodynamic
coefficients across the full angle of attack range, but also turnaround times of less than a day on supercomputers available
to the aviation industry.

Figure 9 shows an image of the model (nacelle off) mounted in the wind tunnel. The JSM model has a mean
aerodynamic chord of 529.2 mm and a wing half-span of 2300 mm. The experiments were conducted with a free stream
Mach number of 0.172 and a chord-based Reynolds number of 1.96 × 106. The experimental data has originally been
collected by Yokokawa et al. [27, 28] and is available through the homepage of the 3rd High Lift Prediction Workshop
[23].
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Name Min cell size [×10−3 mm] Number of blocks Number of cells [×106]

mesh1 3.05 17 522 (15 390) 71 (63)
mesh2 (baseline) 1.52 37 682 (32 402) 154 (132)
mesh3 0.76 120 884 (98 919) 495 (405)

Table 3 Mesh settings for simulation of the JSM. The block and cell count in parentheses excludes grid blocks
fully immersed in the solid region.

1. Simulation set-up
We consider the JSM model in free air, i.e., without including the wind tunnel geometry. The fluid domain extends

over 50.0 m × 50.0 m × 50.0 m. The obtained simulation results for the lift, drag and moments are therefore compared
with the experimental measurements that have been corrected for the blockage due to the wind tunnel walls. Three
different computational meshes are considered for which the settings are summarized in Tab. 3. An overview of the
mesh2 grid is shown in Fig. 10. The figure shows the grid blocks, where each block has 163 cells, and highlights the
local mesh refinement. Every part of the aircraft is refined uniformly except for the fuselage, which is kept at mesh1
resolution for all three mesh configurations. A symmetry boundary condition is applied at the domain boundary aligned

Fig. 10 Grid blocks for simulation of the JSM on mesh2. Black lines are block edges, while red lines are cut
lines through the geometry. Each block contains 163 cells.

with the airplane symmetry plane, a constant static pressure is imposed at the downstream domain boundary (domain
outlet), and non-reflective boundary conditions based on Riemann invariants are imposed on the remaining four domain
sides. A full angle of attack sweep, comprising 𝛼 = {4.36◦, 14.54◦, 18.58◦, 21.57◦, 22.54◦}, has been performed for
mesh1 and mesh2. WMLES on the third mesh, mesh3, have been performed for angles 𝛼 = {4.36◦, 18.58◦, 21.57◦}.

2. Results
Statistical convergence is assessed by plotting the time history of the lift coefficient 𝐶𝐿 in Fig. 11 for mesh2. All

flow statistics are averaged over 10 convective flow through times over 𝑙𝑟𝑒 𝑓 = 1 m in the non-dimensional time-interval
𝑡 𝑢𝑟𝑒 𝑓 /𝑙𝑟𝑒 𝑓 ∈ [20, 30], see also the grey shared area in Fig. 11. Contours of mean non-dimensional wall distance ⟨𝑦+⟩
for all mesh configurations at 𝛼 = 21.57◦ are shown in Fig. 12.

Figure 13 shows lift curve, drag polar and pitching moment curve obtained by all participants of the 3rd High Lift
Prediction Workshop (grey curves) and experimental reference data (black lines). It is worth noting that all CFD data
predict higher drag coefficients than the blockage-corrected wind tunnel experiment, see Fig. 13b, and that prediction of
the different CFD models enclose a wide scatter range, especially near and beyond 𝐶𝐿,𝑚𝑎𝑥 . Results obtained by the
present numerical framework are shown as box and whiskers to visualize the interquartile range together with minimum
and maximum recorded values. The predictions for the lift coefficient are shown in Fig. 13a. The mesh sensitivity study
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Fig. 11 𝐶𝐿 as function of time on mesh2. Statistics are gathered in the time interval 𝑡𝑢𝑟𝑒 𝑓 /𝑙𝑟𝑒 𝑓 ∈ [20, 30]. ( )
𝛼 = 4.36◦, ( ) 𝛼 = 14.54◦, ( ) 𝛼 = 18.58◦, ( ) 𝛼 = 21.57◦ ( ) 𝛼 = 22.54◦

(a) (b)

(c)

Fig. 12 Contour plot of mean non-dimensional wall distance ⟨𝑦+⟩ for 𝛼 = 21.57◦ on (a) mesh1, (b) mesh2, (c)
mesh3.
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Fig. 13 (a) Lift curve, (b) drag polar and (c) pitching moment curve: ( ) other workshop participants, ( )
experimental results, boxes with whiskers represent present solver.

reveals that mesh1 is too coarse to predict the correct lift magnitude, while mesh2 already yields a reasonable agreement
with the experimental measurements, which is further improved on mesh3. The drag polar shown in Fig. 13b shows a
shift of Δ𝐶𝐷 ≈ 0.05 − 0.15. We expect to overestimate the drag since our wall model applies a turbulent wall-shear
stress independent of the flow state and no transition model is used. However, it appears that the observed shift in drag
is large compared to several CFD references. According to Goc et al. [26], it is required to include wind tunnel effects
and to compare against uncorrected data to overall improve the drag prediction. The pitching moment coefficient is
shown in Fig. 13c. Our numerical prediction on the baseline mesh closely follows the experimental curve. A feature
that is missing in the numerical prediction is the kink in the post-stall region that leads to an almost constant 𝐶𝑚 in the
experimental data. According to Goc et al. [26], this kink is related to an inboard separation that can only be accurately
captured by including wind tunnel effects. The under-prediction of the inboard stall mechanism in our simulations
can also be seen in Fig. 14, where we compare numerical and experimental oil flow images at two selected angles of
attack. While the inboard separation appears to be underestimated in the numerical results, the outboard separation is
qualitatively matched well at 𝛼 = 21.57◦. Overall, a good agreement is found between numerical and experimental oil
flow images. The inboard and outboard separation can also be visualized using the Q-criterion. Figure 15b clearly
shows the development of large-scale vortical structures in these regions. The pressure coefficient 𝐶𝑝 is compared to
experimental reference data for two angles of attack (4.36◦, 21.57◦) and all mesh configurations in Fig. 17 and Fig. 18.
The corresponding wing sections are given in Fig. 16. For both angles of attack (attached and post-stall flow state),
sectional pressure predictions are in very good agreement with experimental data for the baseline mesh2 and the fine
mesh3 up to midspan. Moving further outboards, the suction peak is missed for all mesh configurations, indicating that
an even finer mesh would be required to accurately resolve the thin laminar boundary layer on the slat.
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(a) Numerical results at 𝛼 = 4.36◦ . (b) Experimental data at 𝛼 = 4.36◦.

(c) Numerical results at 𝛼 = 21.57◦ . (d) Experimental data at 𝛼 = 21.57◦.

Fig. 14 Comparison of numerical and experimental oil flow images: (top) 𝛼 = 4.36◦, (bottom) 𝛼 = 21.57◦.

(a) (b)

Fig. 15 Iso-surfaces of Q-criterion colored by streamwise velocity at (a) 4.36◦ and (b) 21.57◦ angle of attack.

Fig. 16 Wing section cuts used for pressure coefficient comparison.
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Fig. 17 Comparison of pressure coefficient with experimental reference data for different wing sections at
𝛼 = 4.36◦.
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Fig. 18 Comparison of pressure coefficient with experimental reference data for different wing sections at
𝛼 = 21.57◦.
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IV. Performance
Throughout the development of our LES solver, great effort has been put into achieving maximum performance

on the chosen compute hardware. The code is highly optimized for running on NVIDIA GPUs. All performance
measurements reported in the following were obtained on 8 A100 GPUs. The following optimization aspects have been
considered during the code development cycle:

• Memory management: Since the code was developed from scratch to run on GPUs, we put special care into
leaving all data in the GPUs’ memory and only transfer large amounts of data during initialization and for writing
results to disk. As part of the effort to leave all data in GPU memory, we employ a CUDA aware OpenMPI library
for all inter GPU communication.

• Single precision: Another critical contribution to the overall performance of any flow solver is the numerical
framework. All numerics are optimized to be run in single precision. As described in Section II we opted for a
low-cost central scheme that is very memory efficient. The memory efficiency leads to numeric kernels being
compute bound in contrast to other methods like Lattice Boltzmann which typically are memory bandwidth
limited.

• Remote communication: To increase the efficiency of block connections communicating over MPI, all data
which is sent from one process to another is packed into a single large data buffer. Further, remote and local
communication overlap by using CUDA streams.

• CUDA streams: Besides utilizing several GPUs for parallelization, the use of CUDA streams and hiding memory
transfers next to compute workloads provide additional layers of parallelism wherever feasible.

• CPU loops: For blocks and geometry handling we aim at avoiding any kind of looping on the CPUs, and rather
aim for optimal numbers of CUDA threads and streams.

• Load balancing: Using the partitioning from the p4est library, which builds upon a z-ordering space-filling curve,
a large compute imbalance with respect to the immersed boundary was observed while the number of blocks per
partition is balanced. This has a large impact on the overall solver performance. We therefore employ the METIS
library [20] for multi-objective partitioning based on the (i) number of grid cells and (ii) number of cut cells per
partition.

p4est METIS
Process 𝑛𝑏𝑙𝑜𝑐𝑘𝑠 𝑛𝑐𝑒𝑙𝑙𝑠 𝑛𝑐𝑢𝑡−𝑐𝑒𝑙𝑙𝑠 𝑛𝑏𝑙𝑜𝑐𝑘𝑠 𝑛𝑐𝑒𝑙𝑙𝑠 𝑛𝑐𝑢𝑡−𝑐𝑒𝑙𝑙𝑠

0 4710 19 292 160 324 487 4557 18 665 472 311 943
1 4710 19 292 160 326 453 4704 19 267 584 306 551
2 4710 19 292 160 467 870 4745 19 435 520 315 581
3 4711 19 296 256 376 217 4757 19 484 672 313 692
4 4710 19 292 160 375 026 4757 19 484 672 313 301
5 4710 19 292 160 279 943 4757 19 484 672 307 967
6 4710 19 292 160 166 916 4656 19 070 976 315 350
7 4711 19 296 256 182 834 4749 19 451 904 315 361

Table 4 Load balancing for the JSM mesh2 simulation using p4est and METIS. The computational domain is
decomposed in 37682 blocks with a total of 154 × 106 cells and 2.5 × 106 cut cells.

To highlight the importance of the load balancing, the partitioning obtained with p4est and METIS is shown in
Tab. 4 for the JSM mesh2. The table indicates a perfect balancing of the number of blocks per process when using the
p4est library, however, a large load imbalance is observed with respect to the number of cut cells (compare for instance
process 2 and 6). Using the multi-objective partitioning capabilities of METIS, the computational load is more evenly
distributed with respect to both number of blocks and cut cells.

Table 5 displays run times and computational mesh sizes of the JSM case discussed in Section III.C. The table shows
how the solver scales with different mesh sizes running a single time step. It indicates that the present solver hasn’t
reached yet the scaling limit for the considered problem sizes.

A performance overview for a full JSM simulation based on 30 flow passes over the aerodynamic mean chord is
given in Tab. 6. For this comparison the time step is non-dimensionalized using the flow pass time over the wing
mean aerodynamic chord. We included performance data from the charLES solver [29] as a point of reference. To
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Cell count ×106 Wall-clock time per iteration [ms] Cell count ratio Wall-clock time ratio

72 3.8 1.0 1.0
154 6.7 2.15 1.8
495 18.6 6.9 4.9

Table 5 Scaling test of the present code using the High Lift 3 Prediction Workshop setup from Section III.C.

compare the performance of both solvers with each other, table rows with roughly the same time step have to be chosen,
since this implies similar mesh resolution in the near wall region of the computational grid (both solvers use explicit
time integration with a CFL-controlled time step). Based on the original mesh3 we have included a grid-optimized
mesh3-opt, which differs only in the wall resolution of the main wing pressure side without compromising accuracy
significantly. This specific setup has been also run on 8 V100 GPUs. Please note that in general a different compute
hardware has been used for the charLES solver, i.e. , 8 V100/A100 GPUs for the present solver and 96 V100 GPUs for
charLES. We see that the A100 GPU is twice faster than the V100 GPU. Compared to charLES, the present solver
achieves comparable turnaround times on a 12 times smaller system.

Solver Cell count ×106 Non-dim. time step Wall-clock time to 30 flow passes Hardware

present solver (mesh1) 72 2.48 · 10−4 7 min 8 A100
present solver (mesh2) 154 1.22 · 10−4 27 min 8 A100
present solver (mesh3) 495 6.08 · 10−5 2.5 h 8 A100

present solver (mesh3-opt) 226 6.14 · 10−5 1.4 h 8 A100
present solver (mesh3-opt) 226 6.14 · 10−5 2.9 h 8 V100

charLES 32 6.47 · 10−5 48 min 96 V100
charLES 157 3.23 · 10−5 7 h 96 V100

Table 6 Computational cost summary for 30 flow passes of the High Lift 3 Prediction Workshop setup from
Section III.C at 𝛼 = 18.58◦. Timings from charLES solver [29] are given as a point of reference.

V. Application to Lilium’s Experimental 6-Engine Jet Canard Setup
With the CFD solver presented in this work, we aim to enrich the understanding of complex flow features generated

by the eVTOL Lilium Jet. The aircraft experiences very different flow regimes during the standard flight envelope,
low speed propulsion driven flows, separated flow regions in transition flight and attached flow in cruise. To this end,
the present LES solver provides a much-needed complementary tool to the more common RANS or unsteady-RANS
simulations, the latter of which can only partially help analyzing the inherently unsteady aircraft aerodynamics in
non-cruise conditions. In the following numerical results are compared with selected experimental data from the Lilium
wind tunnel test campaign.

1. Experimental set-up
A full size Lilium Jet canard was tested in the RUAG LWTE facility. The tunnel setup is shown in Fig. 19a. The

wind tunnel model consists of a fixed canard geometry with 6 electric jet engines mounted in individually actuated
movable flaps. The balance measures integral forces and moments on the canard and flaps, excluding the fairing. The
engine characteristics for a given operating condition, including the engine mass flow rate, are obtained from engine
rakes that are mounted at the exit plane of three out of six engines.

The test condition selected in the following section is obtained from a slow sweep of the uniform flap bank whilst
the engine rotation rate is kept constant throughout. The nature of the changing inlet flow leads to changes in engine
thrust and mass flow rate throughout the flap angle range. Further, the velocity in the test section is set at the start of the
run and consequently varies as the blockage changes throughout the flap angle change. The flow on the leading edge of
the flaps is tripped using sand-paper.

17

D
ow

nl
oa

de
d 

by
 T

U
 D

E
L

FT
 o

n 
Ja

nu
ar

y 
26

, 2
02

3 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
3-

21
07

 



(a) Experimental setup. (b) Numerical free air setup.

Fig. 19 Overview of the 6-engine Lilium Jet canard setup.

2. Simulation set-up

Part Min cell size [×10−3] Number of blocks Number of cells [×106]

mesh1

Baseplate 3.90

11 124 ≈ 365
Canard 1.95
Flap 1.95

Upper flap surface 1.95

mesh2

Baseplate 3.90

20 812 ≈ 682
Canard 1.95
Flap 1.95

Upper flap surface 0.98
Table 7 Mesh settings for the canard simulation.

The canard is simulated in free air with a domain size of 32 m × 32 m × 32 m. The obtained simulation results for
the lift are therefore compared with the experimental measurements that have been corrected for wind-tunnel blockage
effects. The unit Reynolds number is Re/m ≈ 2.0 × 106 and the free stream Mach number is 𝑀𝑎 = 0.1. Two different
computational meshes are considered for which the settings are summarized in Tab. 7. Only the upper flap surface is
further refined for mesh2, while the baseplate, canard and remaining flap surface are kept at the mesh1 resolution. For
this setup each block contains 323 cells.

The domain boundary from which the canard plinth extends out is defined as a symmetry plane, the downstream
boundary as static pressure outlet, and the remaining domain sides as non-reflective boundary conditions based on
Riemann invariants. The entire canard model, including the plinth, are defined as viscous wall-modeled surfaces. The
electric jet engines are modeled by a volume source-term that avoids resolving the engine rotor blades and nozzle guide
vanes. A PI controller is used to adjust the volume force dynamically in such a way that the target mass flow rate is
achieved. A non-dimensional mass flow of 𝐶` = ¤𝑚/(𝐴 𝑓 𝑎𝑛𝑈∞𝜌∞) = 2.65 is used for the following simulations in
accordance with the experimental setup.

The current wall-modeling approach is unable to accurately predict thin laminar boundary layers on coarse meshes.
It is common practice to apply some form of tripping, forcing the boundary layer to be fully turbulent, such that turbulent
wall models could be applied throughout [30]. This technique has been also applied to the leading edge of the flap and
is in accordance with the experimental setup.
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3. Results
Three different flap angles, {29.7◦, 40.2◦, 50.3◦}, have been simulated on mesh1 and mesh2. The lift coefficient is

shown in Fig. 20 and compared to experimental data. An overall good agreement is found with a slight over prediction
in the linear and post-stall regime. Results improve for high flap deflections on mesh2. The engine mass flow setting
could be an error source, since the simulation assumes a constant 𝐶` for all engines independent of the flap angle, while
experimental measurements revealed a flap-angle and engine dependent variation of the mass flow on the order of
5 − 10%. Flow visualizations in terms of instantaneous and mean streamwise velocity together with iso-surfaces of

Fig. 20 Lift polar comparison for all mesh configurations.

zero velocity are shown in Fig. 21. The side-views in the left and mid column represent cut planes through the center of
the third inboard flap, see also the dashed horizontal lines in Figs. 21c, 21f and 21i. At the lowest flap angle, 29.7◦, the
flow is attached on the flap top surface, while 40.2◦ flap deflection indicates the onset of stall with a separation being
formed on the second inboard flap. Further increasing the flap angle to 50.3◦ shows the presence of a large stall cell
centered around the third inboard flap with the flow detaching right from the leading edge of the flap top surface.

VI. Conclusion
We have demonstrated that wall-modeled large-eddy simulations (WMLES) for practical aeronautical applications

can be carried out within a few minutes or hours with very good accuracy in predicting design-critical properties, such
as integrated forces. This is possible by leveraging modern GPU architectures such as the NVIDIA A100 together with
carefully selected and tailored algorithms.

The present solver is based on a ghost-cell immersed boundary method (IBM) and coupled to a WMLES approach
in a weakly-compressible finite-volume framework. A simple block-Cartesian adaptive grid with a fixed amount of cells
per block has been selected, allowing for optimized algorithms with very high GPU occupancy. Special care was taken
to equally balance the compute load of regular grid cells and the increased workload of the immersed boundary method
among all partitions. This optimal load balancing is crucial for the overall performance and the scaling characteristics
of the code, and has been achieved through a multi-objective partitioning in the present work.

The IBM-WMLES solver has been rigorously verified and validated against well-known academic test cases, such as
the turbulent channel flow and the inclined turbulent boundary layer. Results have shown good accuracy of the present
method on coarse meshes and robust performance independent of the cut cell configuration. WMLES are carried out for
a realistic aircraft model in landing configuration, the so-called JAXA Standard Model (JSM). Sufficient accuracy with
respect to the overall lift polar is achieved on a baseline mesh with turnaround times of less than an hour and using
only 8 NVIDIA A100 GPUs, making WMLES of practical aeronautical applications accessible to the industry at an
affordable cost. Finally, WMLES of Lilium’s experimental 6-engine jet canard setup were presented, for which the lift
coefficient at flap angles both in the attached and stalled flow regime agrees well with experimental measurements.
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(a) 𝑢/𝑢𝑟𝑒 𝑓 at 29.7◦ (b) ⟨𝑢⟩/𝑢𝑟𝑒 𝑓 at 29.7◦ (c) ⟨𝑢⟩ = 0 iso-surface at 29.7◦

(d) 𝑢/𝑢𝑟𝑒 𝑓 at 40.2◦ (e) ⟨𝑢⟩/𝑢𝑟𝑒 𝑓 at 40.2◦ (f) ⟨𝑢⟩ = 0 iso-surface at 40.2◦

(g) 𝑢/𝑢𝑟𝑒 𝑓 at 50.3◦ (h) ⟨𝑢⟩/𝑢𝑟𝑒 𝑓 at 50.3◦ (i) ⟨𝑢⟩ = 0 iso-surface at 50.3◦

Fig. 21 Instantaneous 𝑢/𝑢𝑟𝑒 𝑓 (left) and mean velocity ⟨𝑢⟩/𝑢𝑟𝑒 𝑓 contours (middle) for a y-normal slice cutting
through the center of the third inboard flap. Iso-surfaces of ⟨𝑢⟩ = 0 (right). The flap angle is increased from top
to bottom. Results are shown for mesh2.
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