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Abstract
In the diverse and multilingual land of India, Hindi is spoken
as a first language by a majority of its population. Efforts are
made to obtain data in terms of audio, transcriptions, dictionary,
etc. to develop speech-technology applications in Hindi. Sim-
ilarly, the Gram-Vaani ASR Challenge 2022 provides sponta-
neous telephone speech, with natural back-ground and regional
variations in Hindi. The challenge provides: 100 hours of la-
beled train-set, 5 hours of labeled dev-set and 1000 hours of
unlabeled data-set. For the ‘Closed Challenge’, we trained
an End-to-End (E2E) Conformer model using speed perturba-
tions, SpecAugment techniques and use VTLN to handle any
unknown speaker groups in the blind evaluation set. On the dev-
set, we achieved a 30.3% WER compared to the 34.8% WER
by the Challenge E2E baseline. For the ‘Self Supervised Closed
Challenge’, a semi-supervised learning approach is used. We
generate pseudo-transcripts for the unlabeled data using a hy-
brid TDNN-3gram LM model and trained an E2E model. This
is then used as a seed for retraining the E2E model with high
confidence data. Cross-model learning and refining of the E2E
model gave 25.3% WER on the dev-set compared to ∼33-35%
WER by the Challenge baseline that use wav2vec models.
Index Terms: Gram-Vaani Challenge, end-to-end ASR, hybrid
ASR, cross-architecture learning, semi-supervised learning

1. Introduction
India is a home to over 22 officially recognized languages and
many other languages and dialects [1]. Indian languages are
categorised into Indo-Aryan, Dravidian languages, Austroasi-
atic, Sino-Tibetan, Tai-Kadai, etc. language groups, and a few
other minor language families [1, 2]. With the growing use of
the Internet and with the spread of digitization in India, speech
technology applications, Voice User Interface (VUI) devices
in Indian languages will play a crucial role in the agriculture,
health care, government sectors [3]. Recent advancements in
speech technology have shown that Automatic Speech Recog-
nition (ASR) systems can work on par with humans for read
speech and with an in-domain and similar test-set [4, 5]. How-
ever, building such ASR systems and speech technology solu-
tions requires large amounts of training data which are not suf-
ficiently available for Indian languages.

Efforts have been made to collect data in Indian languages
for speech recognition applications [6, 7, 8]. In the INTER-
SPEECH 2018 MSR low-resource challenge, read speech data
was released in Gujarati, Tamil and Telugu language to build
ASR systems [9, 10]. Several approaches were proposed that
explore the similarities across the Indian languages by using
multilingual training while also exploiting the unique properties
of the target languages [11, 12, 13]. Similar initiatives are made
to open source Hindi data as part of ASR Challenges and re-
leasing data with increasing complexity in each challenge [14].
Inline to this, the Gram Vaani Hindi ASR Challenge 2022 is or-
ganized [15]. ‘Gram Vaani’ roughly translates to ‘Rural Voice’.

Considering the lower literacy level of the people belonging to
the rural areas, developing speech applications can be of great
benefit to them. As part of the Gram Vaani challenge, sponta-
neous telephonic speech with natural background and regional
speech variations was released. The nature of the data make it a
unique corpus for speech recognition in real-life scenarios.

Speech recognition approaches have been dominated by
the hybrid Acoustic Model and Language model (AM-LM) ap-
proach and End-to-End (E2E) architectures. Both approaches
have their pros and cons related to factors such as out of domain
performance, OOV words, performance on long/short speech
files, robustness, and real-time factor. As far as performance is
considered, given sizeable data, E2E models have come to out-
perform hybrid models especially for spontaneous, telephone
and noisy speech [16]. Hybrid ASR models are known to per-
form well in case of in-domain text that has a structure and
where the LM plays a role. Hence, for low-resource settings it
is worth exploring techniques that can combine benefits from
different approaches. That is, ensemble approaches to com-
bine the predictions of different approaches to improve robust-
ness [17, 18]. Given a significant amount of unlabeled data,
Semi-supervised Learning (SSL) is a known training approach
[19, 20]. In a previous work with unlabeled noisy, telephone
data, SSL has shown to improve performance in an E2E frame-
work [21]. In this work we use SSL in a cross-model learning
approach so to use the benefits of the hybrid model as well.

In the Gram Vaani challenge, we are provided with sponta-
neous labeled speech data for training and development, an un-
labeled data-set and an unknown blind set for evaluation. Since
E2E models generalize well to spontaneous and out-domain
data, all our submitted models are E2E based. For the ‘Closed’
category that is supposed to be trained on only the given labeled
data, we submit an E2E model with well-known techniques
like speed perturbations and SpecAugment and add Vocal Tract
length Normalization (VTLN) [22] features to take care of un-
seen speaker characters while evaluation on the blind-set. The
E2E techniques are also data hungry and need more training
data. Hence as a part of the ‘Self Supervised’ category that uses
both the labeled and unlabeled data, we combine the strengths
of both hybrid and E2E models in a semi-supervised approach.
The hybrid ASR is used to get pseudo-transcripts of the unla-
beled data and these are used to train an E2E model. This model
is then used as a seed and, we incorporate SSL in the E2E frame-
work. That is, utterances from the unlabeled corpus are decoded
again with this seed and the hypotheses with higher confidence
scores are further used to refine the seed model [23, 24]. This
proposed approach as shown in Figure 1 has proved to be ef-
fective in reducing the Word Error Rate (WER) significantly as
compared to that provided by the Challenge baselines.

2. Gram Vaani ASR Challenge 2022
This section discusses Gram Vaani ASR database details, vari-
ous submission tracks and the Challenge baselines models [15].
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Figure 1: Proposed Approach, Red: E2E system for Closed cat-
egory, blue: pseudo-transcripts from hybrid ASR for better E2E
seed, orange: retrain E2E model for Self Supervised category.

2.1. Details of the Data-set

The details of the released data-set are shown in Table 1. The
original data had .mp3 files with a mix of sampling rates rang-
ing from 8 kHz to 48 kHz for the ∼1111 hours of data. The
recordings were collected through the Mobile Vaani platform
having users from all across India and, hence, it includes re-
gional/dialectal variations of Hindi [15]. The speech is sponta-
neous with a natural background, making the data suitable for
training real world applications. The transcriptions were done
by crowd workers recruited via the Uliza platform and hence,
may have varying degrees of accuracy.

Table 1: Details of the Gram Vaani Challenge data-set

Labeled (segment (Hours)) Unlabeled (segment (Hours))
Train Dev Other Eval

37152(100h) 1885(5h) 69591*(1000h) 1032(3h)
*1000 hours data consists of complete utterances and is not segmented

2.2. Challenge Submissions

A blind test set is released and participants are expected to sub-
mit the ASR hypotheses in any or all of these tracks on this set:

• Closed Challenge: Use only the Gram Vaani 100 hours
train-set and 5 hours dev-set for training models. No pre-
trained models or external data allowed.

• Self Supervised Closed Challenge: Use only the Gram
Vaani 100 hours train-set, 5 hours dev-set and 1000 hours
unlabeled data-set for training. No pre-trained models or
external data allowed.

• Open Challenge: Use the Gram Vaani data-set and/or
any other additional data-set or model.

2.3. Baseline Models

The organizers provided several baseline systems trained on the
100 hours labeled training data. The best-performing baselines,
shown in Table 2, is a hybrid TDNN-3gram LM based ASR
trained using Kaldi toolkit [25] and the E2E conformer archi-
tecture based ASR trained with ESPnet toolkit [26]. In addition,
several wav2vec [27] models using other pre-trained models or
using 1000 hours of data for pre-training and fine-tuning on 100
hours labeled data-set were also provided. These results were
not as good as those of the hybrid and E2E ASRs despite adding
more data for learning. One of the reasons could be that major-
ity of the available data is sampled at 8 kHz, however, the base-
line models are trained at 16kHz (i.e., possibly to match with the

pre-trained models being available at 16kHz). The models sub-
mitted by the participants as part of the challenge are expected
to beat these baseline systems in terms of error rates.

Table 2: Performance of the Challenge baselines on dev-set

Framework Training AM — LM Dictionary %WER
Kaldi 100 hrs TDNN- 3gram LM word 30.12

ESPnet 100 hrs Conformer-No LM BPE:1000 34.80

Pre-training-Wav2Vec 2.0 Base Fine-tuning data %WER

1000 hours Gramvaani unlabeled 100 hours labeled 35.97
pre-trained model: AI4Bharat 100 hours labeled 33.30

pre-trained model: Open-Speech-EkStep 100 hours labeled 34.32

3. The TU Delft Submission: Methodology
For the challenge we submit in the Closed and Self Supervised
Closed Challenge. The details of the system are discussed next.

3.1. Closed Challenge Submission

3.1.1. Analysis on the Labeled Data

From the data analysis it is observed that more than 60% of
the data is recorded at 8 kHz, this is likely due to the fact that
the data consists of telephone speech. The 100 hours train-set
contained utterances ranging in duration from 0.8 sec to 140
sec while the dev-set files ranged from 0.8 sec to 30 sec. Due
to crowd sourcing, the transcripts might have errors, and in-
deed a few errors were observed in the training data. To analyse
the transcript accuracy we decoded the training data with an in-
domain AM and a biased LM using built-in kaldi functionalities
[28, 29]. The AM-LM hybrid ASR system is discussed in Sec.
3.1.2. The edit distance between the reference and the decoded
output by the biased LM can possibly be an estimate of the accu-
racy of the ground truth or reference. Figure 2 shows that most
of the data, i.e., ∼95% of the data have an edit score of range
0-5 while the remaining ∼5% of the data have edit score in the
range of 6-40, indicating that the latter transcriptions might be
erroneous. An example of this is shown below where the de-
coded hypothesis by the biased LM is better than the reference
transcription. Listening to this speech file, we found that the
speech was hard to understand in some regions and the audio
was clipped, probably being the cause for the poor transcription.

Edit distance
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Figure 2: Edit distance score between the manual transcripts of
the 100 hours labeled data and decoded text using a biased LM

3.1.2. Experiments on the Labeled Data

Based on the hypothesis that E2E models are suitable for spon-
taneous speech, we created several E2E models with different
training strategies and compare them with the Challenge hybrid
ASR system, which is the best baseline system in the Closed
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category. The E2E ASR system consisted of the conformer ar-
chitecture [30], and was trained using the ESPnet Framework
[26]. State-of-the-art speed perturbations [31] and SpecAug-
ment [32] techniques were applied. Since the blind test set may
have speaker groups not seen in the training data, we also incor-
porate VTLN features [22] during E2E model training to help
normalize speaker-specific characteristics. Additionally, we re-
implemented the Challenge hybrid ASR baseline, i.e., TDNN
with a 3-gram LM model trained using Kaldi [25]. Here, for
the LM training, we randomly picked data from the train-set for
validation, so that the LM is not biased to the dev-set.

Hindi has an almost one (character)-to-one (sound) cor-
respondence, we therefore investigate the performance of the
E2E model with different dictionaries. We train three systems:
a character-based system with around 72 unique characters, a
byte pair models with 1000 tokens, and other with 5000 tokens
for training [33]. Any English text in the transcripts is removed
and any text marked as ‘incomplete text’ is replaced by [UNK].
As the majority of the data is at 8 kHz, model training is car-
ried out at this sampling rate, despite the baseline systems being
trained at 16kHz. Details of training parameters are mentioned1.

Table 3: Results on Gram Vaani 5hrs dev-set using labeled data

Training Details on 100hrs data %WER
AM — LM Dictionary P0 P1 P2 P3

TDNN-3gram LM word 30.7 - - -
Conformer-No LM character 36.3 34.5 31.4 31.1
Conformer-No LM BPE:1000 34.0 32.3 30.5 30.3
Conformer-No LM BPE:5000 33.1 33.9 30.4 30.3
P0: Labeled training data (No Augmentation)
P1: P0+SpecAugment
P2: P0+SpecAugment+Speed Perturbation
P3: P0+SpecAugment+Speed Perturbation+VTLN

Experimental results with our hybrid and E2E approaches
evaluated on the 5 hours dev-set are shown in Table 3. Our
hybrid system with the same architecture as the challenge base-
line achieved a WER of 30.7% which is similar to the challenge
baseline. Regarding the E2E models, the results show that us-
ing byte-pairs outperformed a character-based dictionary, with
a better performance for the conformer model with 5k byte pairs
(P0). However, using SpecAugment and speed perturbations for
data augmentation removed the performance gap between the
two byte pair models. Next, VTLN also showed a minor im-
provement in the performance. The best performing E2E model
had 30.3% WER which is better than the 34.8% WER reported
by the Challenge baseline using the same E2E architecture as
shown in Table 2. The E2E model is also sightly better than
our hybrid model. Hence, we use the E2E conformer model
with 1k tokens and P3 parameters for the Closed Challenge and
name this model m1 for future reference (shaded in Table 3).

As shown in Figure 2, about 5% of the training data had
edit score > 5 when compared to the decoded transcripts with
a biased LM. We ran a few data selection experiments to in-
vestigate if choosing the transcription that is longest improves
the performance (i.e., it may either be the reference transcrip-
tion or the decoded from the biased LM). However, the results
showed that the WER for the best E2E model (m1) increased
from 30.3% to 30.7% and that of the hybrid ASR model from
30.7% to 31.02%. Other variants were also tried like using only
95% of the lower edit score data, using the transcripts only from

1sample-freq=8000, num-mel-bins=40, bpemode=unigram,
nbpe=1000, epochs=30, patience=5, n average=5

the biased LM ASR, however, in any case, the performance did
not improve. Hence, in this work, we retain all of the training
data despite the errors in the transcriptions. A more method-
ological way to select the accurate transcriptions for the poorly
labeled data could be interesting to explore in future.

3.2. Self Supervised Closed Challenge Submission

3.2.1. Analysis and Processing on the Unlabeled Data

The unlabeled data provided for the challenge also consists of
.mp3 files with a mix of sampling rates ranging from 8 kHz
to 48 kHz, with around 60% of the data at 8kHz. Unlike the
labeled training data, the 1000 hours unlabeled data were not
segmented, with audio files in the range of 10 sec to 3 minutes.
Longer duration of audio files than those in the training are not
well decoded by E2E models, and at times may yield out of
memory issues. Hence, to use the data with E2E models, it is
essential to split the audio. There are two ways to achieve this:

• Split the audio files into hard-splits of 20-30 sec, how-
ever, this may result in a split in-between words and may
not always give a proper semantic split.

• Use a Voice Activity Detector (VAD) to segment the data
based on the silence regions.

Hence, to split the unlabeled data, we use an energy-based VAD
and generate the segments [25]. This generates ∼300k splits
with a duration of 0.25 sec to 30 sec suitable for E2E models.

3.2.2. Cross-model learning

To maximally use an unlabeled data corpus, semi-supervised
learning (SSL) is an efficient training approach [20], [23]. Here
our goal in cross-model learning is two fold:

• Train an E2E model by using pseudo-transcripts of the
unlabeled split data generated with a hybrid model

• Use the above trained model as a seed for refining or
retraining the E2E model.

In the process of generating pseudo-transcripts we also ensure
that transcriptions with a reasonable accuracy are used. Hence,
we filter erroneous data by the same approach as in Section
3.1.1, i.e., again decode with an in-domain AM, and a biased
LM. The hybrid model used is the TDNN-3gram LM model
trained on labeled data. The first decoding gives pseudo refer-
ence transcriptions. The second decoding with a more weighted
LM, is used to get the edit score. We assume that an 0 edit score
is an indication that the transcripts are more or less correct and
grammatically reliable. Around ∼200k segments correspond-
ing to ∼870/1000 hours of unlabeled data had 0 edits.

The 0 edit pseudo transcript data is added to the original
100 hours of labeled data using the same training parameters of
SpecAugment and VTLN as for the Closed Challenge. We did
not apply speed perturbation to the 0 edit pseudo transcriptions
of the unlabeled data to avoid multiplication of errors if any in
the pseudo version. The results of this training are available in
Table 4. It is observed that the approach gives a substantially
lower WER of 25.3% on the dev-set. We name this model m2
(shaded row 1 in Table 4). To see the effect of adding more
data, we also added the pseudo-transcripts with an edit score of
1, which yielded an almost identical WER of 25.4% WER on
the dev-set. The small increase in WER might be due to the
errors in the transcriptions. Overall, the WER is substantially
less than the 33-35% WER reported by the challenge baseline
models using the wav2vec approaches with pre-training and/or
fine-tuning in the Self Supervised Category.
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3.2.3. E2E Model Retraining

Once we have a robust seed model, we can use it to transcribe
the unlabeled data again. Decoded utterances from the unla-
beled corpus are then grouped into bins based on the confidence
scores. Let the bins be denoted as Bn, n = 1, ..., N defined by
the confidence levels (0.9, 1), (0.9, 0.8), ..., (0, 0.1), forN =
10. The data with higher confidence is then used to refine or
re-train the seed model until the WER improves. That is, the
seed model is trained with data from each bin Bn, n = 1, ..., N
until the error drops after which the best model AMn is chosen.

Implementing the entire iterative semi-supervised frame-
work requires several rounds of training and hence, involves
time and large computational resources. We therefore decide to
re-train the seed m2 with bins B1, B2 and B3 at once, i.e., cor-
responding to 1-0.7 confidence scores. From the results in Table
4, it is observed that the WER of the retrained model is slightly
better than m2. The only small improvement even after adding
significant amounts of data might be due to the model already
having learned the data and is now being saturated. However,
since the model has seen more data it should be more robust.
We name this model as m3, (shaded row 3 in Table 4).

Table 4: Results on Gram Vaani 5hrs dev-set using the labeled
data, pseudo-labels (from the hybrid model) and the high confi-
dence segments (from the E2E model) from the unlabeled data

Training Data Details Hours %WER

C
on

fo
rm

er
-N

o
L

M

Challenge data+
0 edit score transcripts from hybrid model

100+
872 25.3

Challenge data+
0&1 edit score transcripts from hybrid model

100+
919 25.4

Challenge Data+
0 edit score transcripts from hybrid model+
B1-B3 bin data from E2E model

100+
872+
805

25.0

Finally, we estimate the confidence of each of the best mod-
els while decoding the unlabeled data, which is shown in Figure
3. For model m1 that was trained on only 100 hours of labeled
data, there are only ∼2000 segments in bin B1, i.e., with a con-
fidence score of 1-0.9. The majority of the decoded utterances
had a confidence score between 0.8-0.6. For m2, confidence
for the decoded utterances was much higher, and a significant
amount of data is decoded with high confidence in bin B1, and
the count continuously decreases for higher bins. The dotted
line for m3 shows that there are slightly more utterances in the
higher bin and hence, it indeed decodes with more confidence.
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Figure 3: Number of segments in each bin for m1, m2 and m3

3.3. Submissions for the Blind-set

As per the Challenge guidelines, 3 submissions are allowed in
each track. Here, we present our first submission in each track,

while leaving remaining submissions for other experiments.
Closed Challenge: For this category, we submit model m1,
i.e., the E2E model trained on labeled data with SpecAugment,
speed perturbation and VTLN.
Self Supervised Closed Challenge: For this category, we sub-

mit model m3, i.e., the E2E model trained using labeled data,
pseudo-transcripts with 0 edit score from the hybrid model, and
higher confidence data from the E2E model

Table 5: Results on the Gram Vaani blind-set

Category:Model AM — LM %WER %CER

Closed:m1 Conformer-No LM 30.43 16.74
Self-Supervised:m3 Conformer-No LM 26.34 13.42

Table 5 shows the leaderboard results on the blind-set in
terms of Word Error Rate (WER) and Character Error Rate
(CER) [15]. The baseline model for the Closed Challenge gives
29.7% WER (15.1% CER). At the time of submission of this pa-
per, our m1 model was at second position, with a 30.43% WER
(16.74% CER) as compared to the 29.34% WER (15.69% CER)
from the first ranked SRI-B submission. In the Self Supervised
category, our m3 with a 26.34% WER (13.42% CER) outper-
formed the Challenge baseline having a 31.83% WER (17.32%
CER) in this category. Therefore, our proposed idea of cross-
model and semi-supervised learning was able to improve the
ASR performance. In the final results our m3 model stands at
third position in terms of CER amongst all the submissions.

On listening to several files in the blind-set, we find that
some of the files were difficult to understand and transcribe
without the context. We also came across a child speech (seg-
ment 01-04927-02) in the blind-set which allows us to investi-
gate the importance of VTLN while training. For this segment,
the original transcript, the decoded transcript with and without
VTLN using m1 model parameters is as follows:

For the without-VTLN model, the highlighted text goes wrong
while the VTLN model transcript is close to original text. Thus,
adding VTLN might handle speaker characteristics better.

4. Conclusions and Future Directions
In this work, we used semi-supervised learning technique to
deal with unlabeled data of the Gram Vaani Hindi Challenge.
We apply cross-model training approach for E2E models to in-
corporate the benefits of the hybrid model. The E2E models
trained on labeled data performed equivalent to hybrid mod-
els; however, when E2E models were trained with additional,
selected unlabeled data with cross-model retrieved pseudo-
transcripts, E2E models gave a significant improvement.

The E2E retraining approach did not show significant im-
provement over learning from pseudo-transcripts from the hy-
brid model and hence, we would like to explore other com-
plimentary information, say possibly using pseudo-transcripts
from transformers architecture for semi-supervised learning.
We intend to develop parallel systems with the hybrid mod-
els for comparisons. Moreover, in addition to using confidence
measures, we would like to explore a way to choose the best
transcript from different architectures. This would reduce anno-
tation time by many folds and if active learning is incorporated,
the low confidence data can be annotated and used for training.
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