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The Cross-Evaluation of Machine Learning-Based
Network Intrusion Detection Systems

Giovanni Apruzzese , Luca Pajola, and Mauro Conti , Fellow, IEEE

Abstract—Enhancing Network Intrusion Detection Systems
(NIDS) with supervised Machine Learning (ML) is tough. ML-
NIDS must be trained and evaluated, operations requiring data
where benign and malicious samples are clearly labeled. Such
labels demand costly expert knowledge, resulting in a lack of real
deployments, as well as on papers always relying on the same
outdated data. The situation improved recently, as some efforts
disclosed their labeled datasets. However, most past works used
such datasets just as a ‘yet another’ testbed, overlooking the
added potential provided by such availability.

In contrast, we promote using such existing labeled data to
cross-evaluate ML-NIDS. Such approach received only limited
attention and, due to its complexity, requires a dedicated treat-
ment. We hence propose the first cross-evaluation model. Our
model highlights the broader range of realistic use-cases that
can be assessed via cross-evaluations, allowing the discovery of
still unknown qualities of state-of-the-art ML-NIDS. For instance,
their detection surface can be extended—at no additional labeling
cost. However, conducting such cross-evaluations is challenging.
Hence, we propose the first framework, XeNIDS, for reliable
cross-evaluations based on Network Flows. By using XeNIDS on
six well-known datasets, we demonstrate the concealed potential,
but also the risks, of cross-evaluations of ML-NIDS.

Index Terms—Machine learning, intrusion detection systems,
network security, evaluation.

I. INTRODUCTION

MACHINE Learning (ML) is advancing at a rapid pace
(e.g., [1], [2]), and the cybersecurity domain is also

looking at ML with great interest [3]. ML methods can auto-
matically learn to make decisions by using existing data,
representing a valuable asset to monitor the increasingly
mutating IT environments.

Although ML is already deployed to counter some threats
(e.g., malware or phishing [4], [5], [6]), ML methods are still
at an early stage for Network Intrusion Detection (NID). In
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particular, some Network Intrusion Detection Systems (NIDS)
integrate commercial products that use unsupervised ML
(e.g., [7], [8]). Such solutions can be useful to perform corre-
lation analyses or to ‘detect anomalies,’ which are ancillary to
true intrusion detection tasks (an anomaly is not necessarily an
intrusion). The full potential of ML can be appreciated only
via supervised methods, which assume the existence of labels
that associate each sample to its ground truth [9]. Specifically
in NID, by creating a training dataset where the samples are
distinguished between benign and malicious, it is possible to
develop a fully autonomous Machine Learning-based Network
Intrusion Detection System (ML-NIDS).

Deployment of ML-NIDS involves two stages: the system
must first be developed (i.e., trained), and it must then be eval-
uated, because any security system that has not been tested is
dangerous [10]. Both of these stages require large amounts
of labeled data, which can only be collected via the supervi-
sion of a human that associates (and verifies) each sample to
its ground truth [11]. While such verifications are simple in
some applications (e.g., any layman can distinguish a legiti-
mate from a phishing website), the inspection of network data
requires expert knowledge–which is expensive [12]. To aggra-
vate the problem, a network can be targeted by many attacks,
each of which must be labeled to assess the detection capabil-
ities of a ML-NIDS. As a result, the inevitable and costly
necessity of comprehensive labeled datasets (usually num-
bering millions of samples [13]) discourages deployment of
ML-NIDS. We note that this problem also extends to research.
For more than a decade, the only publicly available dataset
for ML-NIDS was the KDD99, leading to a plethora of works
always trained and evaluated on such dataset—usually with
perfect performance (e.g., [14]).

To address the lack of labeled data, recent researches on
ML-NIDS openly released their datasets (e.g., [13], [15], [16]),
an effort appreciated by related literature (e.g., [14], [17],
[18]). However, most prior works used such datasets as an
additional testbed for their proposals. As a result, such works
only confirmed what was already known: that by training a ML-
NIDS on a (large) dataset, such ML-NIDS will detect the attacks
contained in such dataset. This is because the primary objective
was to ‘outperform’ the state-of-the-art, resulting in incremental
contributions that do not foster realistic deployments. In this
paper, we aim to broaden such limited scope.

Inspired by a recent paper by Pontes et al. [19], we observe
that the current availability of labeled datasets could be better
exploited by ML-NIDS researches. Specifically, we endorse
the idea of cross-evaluating ML-NIDS by using malicious
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samples captured in different network datasets.1 By perform-
ing such cross-evaluations, it is possible to gauge additional
properties of ML-NIDS, allowing a better understanding of
the state-of-the-art at no extra labeling cost.

To the best of our knowledge, this is the first effort that
focuses on the opportunity provided by cross-evaluations of
ML-NIDS. As such, our primary goal is the definition of
a data-agnostic model that allows to represent such cross-
evaluations. Indeed, using samples from different networks
is not straightforward: as stated by Sommer and Paxson [9],
each network has “immense variability”, suggesting that cross-
evaluations have intrinsic risks that must be known to avoid
deployments of unreliable ML-NIDS. Our model acknowl-
edges such risks, but also highlights the benefits that can
be brought by cross-evaluations of ML-NIDS. Such benefits
come in the form of additional types of ‘contexts’ that can
be reproduced in research environments, each representing
a distinct realistic use-case. Specifically, our model high-
lights the limited scope of the state-of-the-art, whose fixed
evaluation methodology can only cover 2 contexts, whereas
cross-evaluations can span over up to 10 different contexts.
Such broad range evidences the concealed potential of the core
idea at the base of our paper.

As stated by Biggio et al. [10], ML systems for cyber-
security must be assessed in advance. Therefore, proactive
cross-evaluations must take into account all the pitfalls high-
lighted by our model. To further promote our proposal, we
develop the first framework for cross-evaluations of ML-NIDS,
XeNIDS. Our framework aims to overcome the intrinsic chal-
lenges of cross-evaluations, while allowing the reproduction
of all contexts enabled by our model. Specifically, XeNIDS
focuses on NetFlow data, which is popular in the ML-NIDS
community (e.g., [13], [19], [21]). However, using NetFlows
from different environments is tough: such data can be gen-
erated in many ways, resulting in heterogeneous formats that
may lead to unreliable ML-NIDS. We address this issue via
an original interpretation of NetFlows w.r.t. ML. Using this
interpretation, we provide the guidelines that can increase the
reliability of the results provided by XeNIDS.

As an instructive demonstration, we use XeNIDS to perform
a large cross-evaluation of ML-NIDS spanning over 6 well-
known and recent datasets. We aim to reproduce realistic use
cases, which can be assessed via three different context types
enabled by our model. Specifically, we first consider the ‘base-
line’ context commonly adopted by prior work, and show that
XeNIDS yields the same performance as the state-of-the-art.
Then, we assess the context where a ML-NIDS is tested on
malicious samples originating from different networks; such
use-case was also investigated in [19], and XeNIDS matches
their performance. Finally, we assess the context where the
ML-NIDS is trained and tested on malicious samples from
different networks, showing a dramatic performance increase.
As a final contribution of this paper, we provide an in-depth
analysis of these results, where we investigate their reliability
for practical deployments.

1We stress that our term ‘cross-evaluation’ denotes a different concept than
the term ‘cross-validation’ commonly used in ML researches [20].

Fig. 1. Typical NIDS scenario. The network of the organization can be
composed of multiple subnetworks. The outgoing traffic passes through a
border router which forwards such traffic to the internet, but also to a NIDS.
The NIDS analyzes the traffic and, if necessary, raises some alerts.

Contribution and Organization. This is the first paper that
addresses the problem of cross-evaluations of ML-NIDS. As
such, the specific contributions are as follows.

• We present the first data-agnostic model that conceptual-
izes the problem of cross-evaluation of ML-NIDS.

• We use our model to showcase the benefits and challenges
of such cross-evaluations.

• We propose XeNIDS, the first framework for reliable
cross-evaluations focused on NetFlow data.

• We demonstrate all of the above by cross-evaluating ML-
NIDS over 6 distinct well-known datasets, and analyzing
the results’ reliability.

The remainder of the paper has the following structure.
We motivate our paper in Section II. We define our cross-
evaluation model in Section III. We describe our XeNIDS
framework in Section IV. We explain the application of
XeNIDS in Section V. We present our demonstration in
Section VI. We discuss the results in Section VII. We conclude
our paper in Section VIII.

II. BACKGROUND

This work lies at the intersection of Machine Learning and
Network Intrusion Detection. We first provide some prelimi-
nary information on these two areas (Section II-A). Then, we
explain the motivation (Section II-B) of our paper. Finally, we
compare this effort with related work (Section II-C).

A. Network Intrusion Detection and Machine Learning

The so-called security lifecycle spans over three activities:
prevention, detection, reaction [22]. However, the prevention
of any cyber-attack is an impossible task, while the reaction
phase assumes that most of the damage has already taken
place. For this reason, proposals focusing on the detection
step have received much more attention, as timely and accu-
rate identifications of cyber threats can significantly mitigate
the effects of an offensive campaign [23].

In the specific domain of network security (which is of
interest to this paper), the detection of such malicious events
is devoted to Network Intrusion Detection Systems (NIDS).
We provide a schematic representation of the typical NIDS
deployment in Fig. 1, where a NIDS inspects the traffic gen-
erated by the monitored network (and all of its subnetworks).
A NIDS can leverage two distinct detection paradigms, which
are based either on fixed rules or on data-driven methods [24].
The former requires human operators that write specific rules
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(or signatures) that denote a specific threat, and exhibit high
performance against known and static threats whose behavior
is captured by the hardcoded rules. On the other hand, the
latter leverage automatic data analyses and can detect even
unknown and mutating threats if they present similarities with
previously known samples–potentially at the expense of higher
false-positive rates.

The increased growth of data alongside improvements in
collaborative computing resulted in a huge interest in data-
driven NIDS, specifically employing machine learning meth-
ods [3], [11]. Such methods involve a training phase where
the ML model learns to make decisions from existing data.
However, without some reference information, it is not possi-
ble to control what the ML model is actually ‘learning’ [25].
To specifically address detection (i.e., classification) problems,
the training data must be separated into benign and mali-
cious samples. In such circumstances, it is possible to develop
autonomous ML-NIDS exploiting supervised ML methods.
Such ‘supervision’ comes in the form of a human that must
associate each sample in the training data to its ground truth,
i.e., a label [9].

In some domains, labeling is simple (e.g., the popular
captchas [26]) or labeled data can be used for a long period of
time (e.g., ImageNet was collected in 2009 and is still widely
used today [27]). However, the Cybersecurity domain is dif-
ferent: according to Miller et al. [12], a company can only
label 80 malware samples per day. Specifically in NID, ground
truth verification of network data is complex [28], and the
concept drift problem requires any ML-NIDS to be continu-
ously updated with new–labeled–data [29]. To aggravate this
problem, deployment of any security system requires proac-
tive evaluations conducted in advance, to avoid introducing a
weak link in the security chain [10]. Hence, in the case of
ML-NIDS, labeled data must be obtained both for the initial
training, as well as for such evaluation.

The scarcity of labeled data for NID affected both research
and practice [30], with an overall lack of ML-NIDS deploy-
ments, as well as a plethora of papers always based on the
only publicly available dataset—the KDD99 [14].

B. Motivation: Mixing Network Data

The successes of ML renewed the interest of the NID com-
munity in these methods, and in recent years, many labeled
datasets were made openly accessible (a survey is in [13]).
However, most related work simply used such data as an ‘addi-
tional’ setting to perform their experiments. In contrast, in
this paper we promote a different approach, based on mix-
ing different network data to cross-evaluate ML-NIDS. Such
opportunity, fostered by the recent availability of NID datasets,
is of interest both for research and practice. Let us explain how
mixing network data can assist ML-NIDS deployment. We first
by present some high level applications (Section II-B1), and
then provide a more specific use-case (Section II-B2).

1) Applications and Advantages: Mixing data from dif-
ferent networks is useful to augment pre-existing datasets
that contain an insufficient amount of labeled samples to
develop ML-NIDS. It is also useful to assess the generalization
capabilities of a ML-NIDS against ‘novel’ attacks not included

in the training set (as very recently done by [19]). Such ‘novel’
samples can also be used extend the detection surface of the
ML-NIDS by injecting them in the training set of the ML-
NIDS. Similar strategies are particularly relevant to protect
against the so-called ‘adversarial attacks’ which can evade
traditional ML-NIDS [31]: the (new) training data can be
leveraged for adversarial training, therefore realizing robust
ML systems that can detect even subtle perturbations [32].
In this context, mixing diverse datasets facilitates the applica-
tion of ensemble techniques (e.g., [33]), further increasing the
resilience of ML-NIDS.

As stated by Biggio and Roli, empirical evaluations are
always necessary for real deployments [34]. In this context,
cross-evaluations are advantageous due to their low oppor-
tunity cost—especially when using publicly available data.
Indeed, we observe that great attention has been given to
data sharing platforms (e.g., [35]), and cross-evaluations could
greatly benefit from dedicated ‘banks’ of NID data (e.g., [36]):
it is true that the cybersecurity domain has high confiden-
tiality, but anonymization techniques exists [37], and some
recent solutions in federated learning overcame privacy issues
(e.g., [38]). Finally, cross-evaluations can involve even unsu-
pervised ML methods (e.g., anomaly detectors [39]), which
represent the majority of currently deployed ML techniques
for NIDS. Although unsupervised methods would not benefit
from the ‘cheap’ labeling, they can still take advantage of the
data diversity of different networks to assess (or improve) their
generalization capabilities.

2) Exemplary Use-Case: Suppose an organization, O,
wants to protect their network, o, with a (supervised) ML-
NIDS. Hence, O collects and verifies some benign traffic data,
N, from their network o. However, ML-NIDS also require
malicious data, M. The following can happen w.r.t. such M:

• O may not have any M generated in their network o.
Hence, O can ‘use’ some M generated in a different
network than o – potentially of another organization.

• O may have some M generated in o, obtained, e.g., by
monitoring the behavior of ‘known’ infected machines.

Therefore, O can use such N and M to develop any ML model
which, if it obtains appreciable performance, will be integrated
in their security system as a ML-NIDS that can detect the
attacks in M. Having an operational ML-NIDS, O may be
willing to assess whether such system can detect attacks not
included in their M, which can potentially target the network
o monitored by the ML-NIDS. To this end, O can use a small
set of malicious data originating from a network different than
o, and containing different attacks than the ones ‘learned’ by
their ML-NIDS. By using such malicious data to evaluate the
ML-NIDS, O can assess the generalization capabilities of their
solution. If the assessment shows a weakness of the ML-NIDS,
O may acquire a larger set of such malicious data to extend
the detection capabilities of their ML-NIDS, by using such
data in the training stage. We will use the abovementioned
example as basis for our demonstration in Section VI.

C. Related Work

The idea of cross-evaluating ML-NIDS on different datasets
is not new. For instance, the authors of [40] propose a novel
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IDS dataset that can be used to evaluate the ‘transferability’ of
ML-NIDS, but they do not provide any detailed analysis nor
original experiment. Similarly, Pontes et al. [19] use a ML-
NIDS trained on IDS18 against DDoS19. However, [19]
simply limit to test a novel method on a different dataset, and
do not analyze the problem of ‘cross-evaluations’ as a whole,
hence not allowing to highlight the benefits and limitations
of such opportunity. For instance, cross-evaluations can also
involve modifications of the training data, which is not covered
by [19] and which is a case included in our demonstration.

Most prior works on ML-NIDS only assess their propos-
als in a single ‘context’, that is, the training and evaluation
use the same dataset. For instance, the authors of [41] pro-
pose botnet detectors trained and tested on CTU13. In [42]
a ML-NIDS focusing on different attacks is assessed on the
IDS18 dataset. To give a practical explanation, such method-
ology only allows determining that “the approach in [42] is
effective on the network captured by the IDS18 dataset,
against the attacks contained in the IDS18 dataset”. Other
works may consider more datasets (e.g., [18], [21], [43],
[44]), but the problem remains because the assessments are
carried out independently on each dataset. Furthermore, all
these works highlight that ML-NIDS require large (labeled)
datasets–further motivating the need to explore novel solu-
tions that mitigate the lack of labeled data. Among these,
we mention semisupervised ML approaches (e.g., [28], [45]),
which combine unlabeled with labelled data, and are hence
orthogonal to our work.

A closely related research effort is [46], proposing a low-
level software toolkit for analyzing NID datasets, forcing the
user to abide to its constrained logic. For instance, it only
works with data in the form of packet captures (PCAP), which
require huge amounts of storage space and whose payload is
often encrypted, making such data impractical to share (and,
also, to analyze). In contrast, our proposed model is agnostic
of the source data format (as long as there is some compatibil-
ity); moreover, our proposed framework operates on Network
Flows (NetFlows), which represent a higher level than PCAP,
making it flexible and extendible also to PCAP data—while
not sacrificing performance [17], [41], [47].

We conclude that the idea of cross-evaluating ML-NIDS
received only limited attention so far, and its opportunities
and risks are still unknown. This is because no past research
truly addressed such a problem—representing the core of this
paper. Our intention is to provide a complete understanding of
all the pros and cons related to cross-evaluations of ML-NIDS.

III. MODELING THE CROSS-EVALUATION OF ML-NIDS

The intuition at the base of our work is to leverage exist-
ing NID datasets, with the goal of cross-evaluating ML-NIDS
using samples from mixed networks. Such idea is grounded
on the following observation (also implicitly adopted by [19]),
which extends the takeaways by Sommer et Paxson [9]:
although every network is unique, the malicious behavior of
network attacks is independent of the target network. For
instance, Denial of Service (DoS) attacks always involve either
a large amount of communications with minimal entity, or a

smaller set of communications but with a larger entity – both
happening in a short time frame [48]. Similarly, a machine
infected by Botnet malware will periodically contact the CnC
server, irrespective of what is happening in the ‘compromised’
network [49]. Hence, such malicious behaviors can be used by
a ML-NIDS to distinguish benign from malicious activities,
regardless of the target network.

As the first effort to investigate this opportunity, we must
design a model (Section III-A) that allows to highlight its ben-
efits (Section III-B) as well as its intrinsic challenges and risks
(Section III-C).

A. Proposed Model Design

We now introduce all the prerequisites to describe our cross-
evaluation model.

Let D be a set of NID datasets which we denote as follows:

D = (D1,D2, . . . ,Dn ),n ≥ 2,

where n represents the cardinality of D, and Di represents
a dataset collected in a given network i. Without loss of
generality, we assume that each Di ∈ D originates from
a unique network environment—potentially, D can include
datasets representing distinct sub-networks within a larger
network. Hence, in the remainder we use Di and Dj (i �= j)
to denote two datasets of D originating from two distinct
networks (i.e., i and j). The information captured by each
dataset in D must allow one to use any subset of D and derive
a set of common features from such subset.2

Because our focus is on supervised ML for detection prob-
lems, each Di ∈ D must be provided with ground truth
distinguishing benign from malicious data. Hence, each dataset
Di can be seen as a composition of Ni , denoting the benign
data of network i, and Mi , denoting the malicious data of
network i. A dataset Di can contain only malicious (or only
benign) data; however, across all D there must be at least a
pair Di , Dj for which Ni �= ∅ and Mj �= ∅. We denote with
μ the number of all malicious classes contained in the entire
D. This is because any Di can have a Mi with a variable
number of attacks (i.e., Botnet, DoS, etc), which may overlap
(or not) with those in a different Mj . Therefore, every Mi can
be seen as an array of μ elements Mi = (M 1

i ,M
2
i , . . . ,M

μ
i ),

some of which can be empty if another dataset Dj has mali-
cious classes not contained in Di . Let N denote the set of all
benign samples, and M denote the set of all malicious samples.

We can visualize our model with the schematic in Fig. 2,
which shows the relationship between D, N and M.

From Fig. 2, we observe that all sets have n rows, each
denoting a distinct source network dataset. However, while
N has only one column because all benign samples are
treated equally, M has μ columns representing all the attacks
contained in D. We provide an example in the caption of Fig. 2.

Such design makes our model suitable for 1 + μ classifica-
tion ML problems, where a sample is either benign, or belongs

2For instance, it is possible that Di comes as PCAP traces, and Dj comes
as NetFlows: in this case, the PCAP of Di can be processed to derive the
NetFlows features of Dj . Similarly, two datasets Di and Dj can contain
NetFlows generated with different software: in this case, the features shared
by Di and Dj can represent the common set.
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Fig. 2. Proposed cross-evaluation model, representing D, N and M. Example:
assume that D has three datasets: D1,D2,D3 (hence n = 3). Assume that:
D1 has some benign samples but no malicious samples; D2 has no benign
samples, but malicious samples of a botnet attack, and also some malicious
samples of a portscan attack; D3 has some benign samples, alongside some
malicious samples of the same botnet attack as D2, but also some malicious
samples of a DoS attack. In this case, N will contain three elements: N1,
N2, N3, with N2 being empty. On the other hand, there are three malicious
classes (μ = 3) hence M will have nine elements: M 1

2 and M 1
3 (the botnet

attack shared by D2 and D3) as well as M 2
2 (the portscan attack in D2)

and M 3
3 (the DoS attack in D3) will contain some samples; whereas the

remaining will be empty (i.e., all those with M1, as well as M 3
2 and M 2

3 ).

to one among μ malicious classes. This automatically covers
binary classification ML problems if all malicious classes are
treated as a single malicious class (hence, μ = 1).

Let us now use our proposed model to explain the benefits
brought by cross-evaluations of ML-NIDS.

B. Benefits: Additional Contexts

Deployment of ML components requires a training set T,
used to develop a ML model, and an evaluation set E, used
to assess the performance of such model. Hence, our idea is
composing T and E by drawing from N and M: depending on
the draw, a specific ‘context’ is created that can be used to
cross-evaluate a ML-NIDS. The main benefits provided cross-
evaluations of ML-NIDS are due to the increased types of
contexts that can be assessed, which can be highlighted with
our proposed model.

Because our model is rooted on Sommer and Paxson state-
ment (Section III), it is crucial that both T and E use benign
samples from the same network3, which should represent the
environment where the ML-NIDS is to be deployed; hence, let
o (standing for ‘origin’) denote such network, and No be the
corresponding benign samples. Then, we observe that there are
many ways to compose T and E by choosing the malicious
element from M. Such variability can be modeled through the
‘matrix’ M in Fig. 2, by pinpointing which rows and columns
are included in T and E. The following can occur:

• T (or E) can contain malicious samples either from the
same or different o (i.e., same or different row than No);

• the malicious samples in T and E can come either from
the same or different networks (regardless of No);

• the malicious class(es) in T can be either the same or
different than those in E (i.e., same or different columns).

3This also serves to reduce false alarms after potential deployments,
because the benign samples always have the same source.

In particular, let t and e denote two rows of M; and let τ and
ε denote two columns of M; we use such notation to identify
two elements of M, i.e., M τ

t and M ε
e .

Let �t , �e, �τ , �ε be four ordered arrays4, each denoting
multiple columns or rows (e.g.,�t contains multiple t, i.e., rows)
of M. Let �o be an unary array including only o (representing
the benign ‘origin’ network from N).

By following such notation, we can represent the training
and evaluation sets, T and E, as the functions in Expression 1:

T (�o,�t ,�τ), E (�o,�e,�ε). (Exp. 1)

Simply put, T and E are denoted by a single row of N (i.e.,
�o), and the rows and columns of all the elements of M that
they include (i.e., �t and �τ for T, while �e and �ε for E).

We can see a context as a function of T and E. Specifically,
a context C is denoted as the following tuple:

C(T ,E ) ⇒ C(�o,�t ,�e,�τ ,�ε). (Exp. 2)

Depending on the elements from N and M included in T and
E, many contexts can be reproduced, which can be of differ-
ent type. In particular, let ō, h̄, ē , τ̄ , ε̄ denote the sets of the
corresponding arrays (each element of a given set is unique).
By cross-evaluating ML-NIDS, it is possible to assess 10 dif-
ferent context types, which are denoted by the relationships
between ō, h̄, ē, τ̄ , ε̄.

We provide the full list of such context types in Table I;
we also include a practical example in the caption of Table I.
Specifically, for each context type (denoted with a number
after the letter C), we report the four conditions denoting the
relationships among all the involved components; on the same
line of each condition, we describe the consequences on T
and E; we also provide a concrete use case that explains the
application of such type of context. We note that all cases
where two sets are not equal can be further split in two:
when one set is a superset of the other; and when they are
disjointed.

Past works (e.g., [17], [50]) only considered cases where
the ‘row’ was fixed, i.e., where ō = h̄ = k̄ , correspond-
ing to the contexts of type C1 and C2. Pontes et al. [19]
investigated C4. In contrast, it is evident from Table I that
our cross-evaluation model enables the assessment of 7 addi-
tional context types, allowing to discern additional qualities
of MLe-NIDS and corresponding NID datasets. For instance,
all the scenarios envisioned in our motivational example (cf.
Section II-B) can be represented by the context types listed in
Table I.

In our demonstration (Section VI), we first assess C1 as
‘baseline’ comparison with the state-of-the-art; and then we
consider C4 (as done by [19]), and C7 (the latter both in its
‘disjointed’ and ‘extended’ variants).

C. Challenges and Risks

The cross-evaluation of ML-NIDS has high poten-
tial, but a superficial application can lead to dangerous
consequences—spanning from underwhelming performance to

4Such arrays can be of variable length, as long as |�t |=|�τ | and |�e|=|�ε|.
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TABLE I
THE 10 TYPES OF CONTEXTS ENABLED BY THE PROPOSED CROSS-EVALUATION MODEL. THE TABLE REPRESENTS THE RELATIONSHIP AMONG THE

UNIQUE ELEMENTS OF N AND M INCLUDED IN THE TRAINING AND EVALUATION SETS, T AND E (CF. EXPR. 1), WHICH DENOTE A CONTEXT (CF.
EXPR. 2). THE ORIGIN OF BENIGN SAMPLES IS ALWAYS THE SAME IN T AND E, HENCE ō IS SHARED. CONTEXTS OF TYPE C1, C2 ARE THOSE

CONSIDERED BY MOST PRIOR WORKS; C4 HAS BEEN CONSIDERED IN [19]. A GRAY BACKGROUND DENOTES THE TYPES OF CONTEXT ASSESSED IN

OUR DEMONSTRATION. EXAMPLE: CONSIDER THE SETTING DESCRIBED IN THE EXAMPLE OF FIG. 2, WHERE n = 3 AND μ = 3. SUPPOSE A CONTEXT

DENOTED BY: �o = (3),�t = (2, 3),�e = (3), �τ = (1, 1),�ε = (1). SUCH CONTEXT IMPLIES THAT T CONTAINS BENIGN SAMPLES FROM N3 , AND

MALICIOUS SAMPLES FROM M 1
2 AND M 1

3 ; WHEREAS E CONTAINS BENIGN SAMPLES FROM N3 BUT MALICIOUS SAMPLES FROM M 1
3 . THE

RESULTING CONTEXT WILL BE OF TYPE C5, BECAUSE ō = (3), t̄ = (2, 3), ē = (3), τ̄ = (1), ε̄ = (1). HENCE, (ō = ē) �= t̄ AND τ̄ = ε̄

additional security risks. Indeed, mixing data from differ-
ent networks presents several fundamental issues, which must
be known when real ML-NIDS deployments are considered.
We stress that our paper lies at the intersection of diverse
research fields (i.e., network traffic analysis, machine learn-
ing, cybersecurity) and some of the following issues may be
well-known within each field. Considered the scope of our
paper, it is meaningful to make the entire community aware
of such issues.

We identify the following three performance-related imple-
mentation challenges:

1) Removing Network Artifacts: Depending on the con-
sidered set of features, some samples may contain
‘artifacts’ that are unrelated to their benign/malicious

nature.5 If not sanitized, such artifacts may be learned
by the ML model to perform its decisions, leading to
overfitting and, hence, useless ML-NIDS.

2) Preserving Performance: When a given context involves
modifications of T, it is important not to degrade the
baseline False Positive Rate (FPR). Modifications of T
must always be assessed.

3) Maximizing Performance: Assuming that simply adding
malicious samples to T results in a ML-NIDS capa-
ble of detecting such attacks is misleading: it has been

5The most blatant example is when a dataset has all its malicious samples
originating from the same IP address. If the IP address is considered as a
feature, the ML model will only look for the ‘malicious’ IP address, meaning
that any attack involving other machines will never be detected.
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shown that ML models for NIDS may yield under-
whelming detection performance in multi-classification
settings [11]. It is hence crucial to consider a ML-NIDS
architecture that optimizes the usage of such additional
samples.

Finally, we highlight three intrinsic risks that involve security
aspects of cross-evaluations of ML-NIDS.

• Labeling quality: Cross-evaluations are significant only
if the samples in N and in M all report the correct label
(i.e., benign or malicious). If, e.g., N contains malicious
samples because the authors of the source dataset did
not perform proper verifications, then the final results
may be unreliable. Unless the cross-evaluation involves
unsupervised ML, real deployments should ensure that
all samples are associated to the correct ground truth.

• Exposure to adversarial ML attacks: Although mixing
data from different networks can result in more resilient
ML-NIDS (cf. Section II-B), relying on public datasets
exposes to ‘poisoning’ attacks [51]. In these circum-
stances, training a ML-NIDS on such data would have
the opposite effect of adversarial training. For instance,
in [52] the FPR increases by 5 times when only 5%
of the data is polluted. More subtle poisoning strategies
exploit ‘backdoors’ which make ML-NIDS prone to eva-
sion, as evidenced in [53]—and also in [54] for federated
learning scenarios. Countermeasures include verifying the
checksum of each dataset as provided by the authors; or
applying some modifications that can remove or mitigate
the effects of such poisoned samples (e.g., [55]).

• Incompatible Networks: Regardless of the resulting
performance, mixing samples from different networks
may not be possible a-priori. If the goal is using an
N from a different network, it is necessary to conduct
preliminary analyses ensuring that the two networks are
indeed similar. On the other hand, when using M from
different networks it is necessary to perform follow-up
analyses that question the validity of the cross-evaluation
results. This is because high detection rates at test-
time may lead to a ‘false sense’ of security if the
malicious activities depend on the underlying network’s
behavior. Such analyses may include comparing the fea-
ture importance between different models; or complete
sanity checks by deploying the ML-NIDS against true
attacks–in real time. Regardless, using the same source
of benign samples both in T and E ensures that the
FPR after deployment will not deviate from the one at
test-time.

We make a crucial remark. Our cross-evaluation idea assumes
that T and E always use benign data originating from the
same network (i.e., o), which is in stark contrast with the
practice of ‘transferring ML models’ (common in Computer
Vision [56]). Indeed, we advise against using such prac-
tice for ML-NIDS, due to the immense variability of each
network [9].

We can conclude that the additional context types enabled
by cross-evaluations of ML-NIDS are intriguing, but practi-
cal applications are not simple and require the adoption of a
rigorous workflow.

Fig. 3. Overview of XeNIDS. The input D is a set of labelled NetFlow
datasets of n distinct networks. The output results should be further analyzed.

IV. PROPOSED FRAMEWORK: XENIDS

We showed that cross-evaluations of ML-NIDS are enticing
but challenging, and we are not aware of efforts that tackled
this problem in an exhaustive way. As a first step, we propose
XeNIDS, a framework for the Cross-evaluation of Network
Intrusion Detection Systems based on machine learning, with
a focus on NetFlow data. Our proposed framework is rooted
in the same design principles described in Section III-A, and
has a threefold goal:

• allowing the simulation of all contexts in Table I;
• facilitating assessments of multiple contexts;
• addressing the challenges discussed in Section III-C.

Of course, we do not claim that XeNIDS is the only way
to do all of the above. Our intention is to further promote
the diffusion of cross-evaluations in research, as well as to
increase their realistic value for proactive assessments.

We provide an overview of XeNIDS in Section IV-A, which
consists in four stages: standardize (Section IV-B), isolate
(Section IV-C), contextualize (Section IV-D), cross-evaluate
(Section IV-E).

A. Overview

The focus of XeNIDS is on NetFlows (Section II-C),
enabling inter-compatibility with PCAP data. NetFlows are
metadata generated from packet captures, and summarize
the communications between two endpoints. A NetFlow is
defined as:

NetFlow = (srcIP , dstIP , srcPort , dstPort , t , proto, d , . . . , ),

(Exp. 3)

where srcIP (srcPort) and dstIP (dstPort) are the source and
destination IP addresses (network ports) of the two involved
hosts, t is the timestamp of the first connection, d is the
duration of the communication session, proto is the network
protocol of the communication. Depending on the NetFlow
software and its configuration, additional metrics can be com-
puted: the most typical fields include the number of packets
and bytes exchanged during the communication [57].

We present a schematic representation of XeNIDS in Fig. 3.
XeNIDS requires a set of n datasets containing NetFlows,

representing D and totalling μ distinct attack classes.
These datasets must be provided with the ground truth.

XeNIDS assumes that all data in D is verified, trusted
and appropriate for the considered deployment scenario
(Section III-C).

The framework includes four stages (cf. Fig. 3):
1) Standardize: the input datasets in D are first cleaned and

sanitized, and then brought into a common ‘language’.
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Fig. 4. First stage: Standardize. The initial NetFlows in D are all standardized
to derive a common feature set, and cleaned of any possible artifact that may
lead to overfitting and impractical ML-NIDS.

2) Isolate: every standardized dataset is partitioned in its
benign and malicious sets (N and M).

3) Contextualize: M and N are used to compose a context
(by generating the corresponding T and V).

4) Cross-evaluate: T and V are used to develop and cross-
evaluate a ML-NIDS.

The results provided as output by XeNIDS should be further
analyzed for practical deployments (cf. Section III-C).

B. Standardize

In the first stage, schematically depicted in Fig. 4, XeNIDS
brings all the datasets Di ∈ D into a common NetFlow format,
accounting for potential obfuscations as a result of anonymiza-
tion techniques. Essential operations involve data sanitization
(e.g., handling missing values) and filtering: for example, if
the goal is the detection of attacks involving TCP traffic, then
all non-TCP traffic can be safely removed. Then, the focus is
on establishing a common feature set6 while simultaneously
removing network artifacts that may lead to overfitting. Such
procedures are tough, especially when considering NetFlow
records, but necessary. To explain the reasons of such difficul-
ties and our proposed workarounds, we provide an original
interpretation of NetFlows with respect to machine learning.

In simple terms, a NetFlow is the result of two contributors:
the communications (Comm) performed by the involved hosts,
and the effects of the environment (Env) where the NetFlow
is generated. This latter factor (Env) is, in turn, influenced
by two elements: the network identity (NetId), denoting the
intrinsic characteristics of the network where Comm (such
as allocated bandwidth, protocols used, common open ports,
periodic services) are captured; and the configuration of the
appliance (Conf ) used to generate the NetFlows. Hence, the
information captured by a NetFlow is a function7 F of three
components: Comm, NetId, Conf. Formally:

F(Comm,Env) ⇒ F(Comm,NetId ,Conf ) = NetFlow

(Exp. 4)

The ultimate goal of the standardize stage is to mitigate the
effects of Env (represented by NetId and Conf ) across all the
input datasets in D. Indeed, if one dataset Di has an Env that
is significantly stronger than Dj , then a ML model trained on
data from Di and Dj may only learn on the basis of such
‘signature’ Env. These circumstances lead to overfitting on

6Taken from the intersection of the features across all D.
7The definition of F is software dependent [57], and outside our scope.

Fig. 5. Second stage: isolate. The standardized D is used to extract the n
individual benign N and malicious M sets. The latter are then split in μ sets
on the basis of their attack class. Depending on the user-provided granularity,
it is possible to aggregate sets of different attack classes into a bigger class,
therefore changing the initial μ. The outputs are the full sets N and M.

Env, resulting in impractical detectors that neglect to search
for malicious behaviors.

Let us explain Exp. 4 with two practical use-cases on the
contribution of Env.

• Different NetId. Consider two different networks where a
host downloads the same file from the same remote server
via SSH: if these two networks use different listening
ports for the SSH server (e.g., 22 and 4022), then the
NetFlows of the first network will differ from those of
the second network (they will have different ports).

• Different Conf. Using different NetFlow software and/or
settings yields different NetFlows even when the origi-
nal PCAP traces are identical. For instance, measurement
units can differ, resulting in datasets that are not compati-
ble: a dataset Di with d expressed in milliseconds cannot
be used alongside a dataset Dj that uses seconds.

We report in Appendix A an exhaustive explanation of the
effects brought by Env on NetFlows.

By referring to the official NetFlow v9 documentation,8 we
observe that there are several fields that can contribute to Env
(influenced both by NetId and Conf ), which require particular
care at this stage. We provide in Appendix B some recommen-
dations for reducing the generation of the above-mentioned
artifacts, with a focus on three fields: the IP address, the
network ports, and the flow duration.

Nonetheless, depending on the considered use-cases, many
low-level implementations are viable to minimize the impact
of Env and derive a common feature set. After this stage, the
initial set of datasets D is standardized and ready for the ‘core’
functionalities of XeNIDS.

C. Isolate

In this stage, XeNIDS isolates the benign from malicious
samples of each (standardized) dataset in D to derive N and
M (cf. Fig. 2 in Section III-A). We provide a schematic in
Fig. 5.

Specifically, XeNIDS first partitions the benign from mali-
cious samples in each Di , resulting in two distinct sets, Ni

and Mi . Then, XeNIDS further partitions the specific attack

8www.cisco.com/c/en/us/products/ios-nx-os-software/ios-netflow/
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Fig. 6. Third stage: contextualize. XeNIDS uses N and M to create multiple
T and E, according to the context-related parameters (�o, �t , �e , �τ , �ε)) and
the splits s(N) and s(M). All the composed T and E are inserted in T and
E. Example. Assume that the following user-provided parameters: �o = (1),
�t = (2), �e = (3), �τ = (1), �ε = (1); s(N ) = (80 : 20), s(M ) = (70 : 30).
XeNIDS chooses N1, and puts 80% of N1 in T and the remaining 20% in
V. XeNIDS then selects M 1

2 and puts 70% of its samples in T; then XeNIDS
selects M 1

3 and puts 30% of its samples in V. Such T (and V) is then inserted
in T (and V). The operation is repeated if the user provides additional lists
as input.

samples in Mi according to the individual attack that they
represent9 (assuming that μ > 1).

Such design choice enables the development of collabora-
tive ensembles (e.g., [19], [58]) of ML classifiers, each devoted
to a specific threat, therefore addressing the third challenge
(cf. Section III-C)—while also allowing to use XeNIDS for
multi-classification ML problems.

We note that the separation can also account for a specific
level of granularity. In this case, the original μ will be changed
by ‘aggregating’ attacks of different classes, potentially even
treating all malicious samples as belonging to a single mali-
cious class. Depending on the use-case, such granularity can
vary: it could either be performed at a high-level (e.g., Botnet
or DoS attacks) or go at a deeper level (e.g., a specific Botnet
variant). The final choice depends on the actual use-case (e.g.,
when there are not enough samples available, they can be
aggregated into a macro-class, or simply discarded).

This stage produces two outputs: N, containing all the
benign network samples (partitioned in n subsets according to
their source dataset); and M, containing all malicious samples
isolated in n×μ subsets of samples according to their specific
attack and source dataset. We recall that some elements of M
can be empty, i.e., if a Di does not contain malicious samples
of the same classes as Dj .

D. Contextualize

In the third stage, XeNIDS creates all the sets correspond-
ing to the contexts to simulate during the cross-evaluation.
This is done by using N and M (provided by the previous
stage), alongside some external input, to compose training T
and evaluation E sets; all such T and E will be put in two
dedicated collections, T and E. We provide a schematic of
this stage in Fig. 6.

Two user-provided input lists regulate this stage:
a 5-dimensional tuple of context-related parameters
(�o,�t ,�e,�τ ,�ε); and a pair of splits, s(N) and s(M), used

9The attack is denoted by the ground-truth labels provided in the input D.

to partition (e.g., 80:20) any N and M that will be included in
a given T and E. The idea is to facilitate cross-evaluations that
consider multiple contexts, by composing all the necessary T
and E before using them for any assessment. Hence, XeNIDS
iterates over all the elements in the two input lists: at each
iteration, XeNIDS composes a training and evaluation set
according to the user-specified parameters.

Specifically, for each tuple (�o,�t ,�e,�τ ,�ε), and for each pair
of splits, s(N) and s(M), XeNIDS proceeds as follows.

• XeNIDS uses o to select a specific set of benign samples
No from N. XeNIDS splits No according to s(N), and
puts the corresponding partitions in T and E.

• For each (t , τ) ∈ (�t ,�τ), XeNIDS extracts from M the
element M τ

t , which is split with s(M) and put in T.
• For each (e, ε) ∈ (�e,�ε), XeNIDS extracts from M the

element M ε
e , which is split with s(M) and put in E.

• Altogether, these operations result in two sets, T(�o,�t ,�τ )
and E(�o,�e,�ε), which are put in T and E.

An example of such workflow is in the caption of Fig. 6.
In cases where t=e and τ = ε, XeNIDS performs the parti-

tioning simultaneously, to avoid overlaps that can result in the
same malicious samples being included in both T and E.

The selection of s(N) and s(M), which can differ for T and
E, must be done to achieve a twofold goal: (i) realize an E that
is comprehensive enough to cover the real data distribution,
and hence produce insightful results; and (ii) realize a T that
allows to develop proficient ML-NIDS. For instance, if E does
not contain many benign samples, then the resulting FPR may
not correspond to the real FPR after the ML-NIDS is deployed,
At the same time, if T contains only a small number of samples
for a given attack, the resulting ML-NIDS will not be able to
capture all the possible variations of such attack.10

After this stage, we obtain two collections of training and
evaluation sets, T and E.

E. Cross-Evaluate

In the last stage, XeNIDS performs the cross-evaluation by
using the sets in T and E to reproduce any user-specified con-
text. Hence, the input parameters are a list of contexts C (cf.
Exp. 2); as well as a learning ML algorithm to develop the
detectors of the ML-NIDS.

Specifically, for each context C(�o, �t , �e, �τ provided as input,
XeNIDS draws the corresponding T(�o, �t , �τ ) and E(�o, �e, �ε)
from T and E. Then, depending on the architecture of the
ML-NIDS, XeNIDS operates as follows.

• If the ML-NIDS leverages a single classifier, XeNIDS
uses T(�o, �t , �τ ) to train a single (multi-class) ML-model
with a given ML algorithm; such ML-model is then tested
against E(�o, �e , �ε).

• If the ML-NIDS leverages ensembles of classifiers,
XeNIDS splits T(�o, �t , �τ ) into smaller sets, (e.g., by
composing T(o, t, τ ) focusing on the specific attack τ
contained in t); each of these sets is used to train a dedi-
cated ML-model of the ensemble. Such procedure can be

10We refer the reader to [45] for a study on how the size of the training
set can impact the performance of ML-NIDS.
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Fig. 7. Final stage: cross-evaluate. XeNIDS reproduces the user-specified
context(s) and performs the cross-evaluation. Example: assume the following
input context: C((1), (1,2), (1,2), (1,1), (2,2)) and a ML-NIDS that leverages
ensembles of binary detectors. XeNIDS first extracts T((1),(1,2),(1,1)) from
T, which is split in two smaller sets, T(1,1,1) and T(1,2,1). Such sets are used
to train two ML-models that will compose the ML-NIDS. The ML-NIDS can
then be tested either against E((1),(1,2),(2,2)), or against its subsets E(1,1,2)
and E(1,2,2), all of which obtained from E. Any previously trained model
(e.g., the one using T(1,1,1)) can be reused to assess different contexts.

repeated for E(�o, �e , �ε), i.e., the ML-NIDS can be tested
against the entire E, or against subsets.

The design of XeNIDS enables the assessment of multiple
contexts without the need of training additional ML models.
If two contexts require the same T, it is only necessary to draw
a different E from E, and use such E to assess the previously
trained ML-NIDS.

We illustrate this stage in Fig. 6, where we also provide
a complete example of an ensemble use-case. We anticipate
that, in our demonstration, we will always use ensembles of
specialized classifiers.

The results produced as output of this stage should be
subject to subsequent analyses and considerations.

V. APPLICATION

As a final contribution of this paper, we showcase11 a
practical application of XeNIDS. We do so via a large set
of experiments where we cross-evaluate ML-NIDS by using
a total of 6 well-known NID datasets. We describe our
testbed (Section V-A) and explain the preprocessing opera-
tions (Section V-B). Then, we present the common assessment
procedure (Section V-C).

A. Testbed

The aim of our demonstration is reproducing and assess-
ing the use-cases described in Section II-B2. To this purpose,
we assess three different context types (cf. Table I), namely
C1, C4 and C7. However, we differentiate our experiments
depending on the format of the NetFlow data used as input
to XeNIDS: specifically, such data can be either in a uniform
or heterogeneous format. Let us explain our rationale and the
differences between these two distinct scenarios.

We recall that XeNIDS operates on existing data in the form
of NetFlows. Such NetFlows can be provided either (a) as
PCAP traces, and then exported to NetFlows using dedicated
software; or (b) directly as NetFlows, processed according
to the creators’ specifications. These two scenarios must be

11Our implementation of XeNIDS: https://github.com/pajola/XeNIDS.

TABLE II
STATISTICS OF THE ANALYZED NID DATASETS

treated separately, due to the different effects that they can
have on the results. In the first scenario, the raw PCAP traces
(collected in diverse network environments) can be used to
generate uniform NetFlows by using the same appliance for
all PCAP traces; because the NetFlows share the same for-
mat, the results are more reliable due to a lower chance of
network artifacts (the contribution of Conf is the same—cf.
Exp. 4). However, such scenario requires all source data to
be fully provided as PCAP, which is a requirement that is
hard to meet.12 Therefore, it is insightful to consider also the
scenario where the source datasets are provided directly as het-
erogeneous NetFlows (due to being generated with different
software). Such scenario requires a more careful application of
XeNIDS’s standardize stage (Section IV-B), but also a more
detailed analysis of the results because the effects of different
initial Conf can only be seen after the ML-NIDS is evaluated.

We hence apply XeNIDS differently for both scenarios, each
considering 4 well-known datasets (n = 4 for both scenarios).

• Heterogeneous scenario: here, we use the CTU13 [16],
NB15 [60], IDS18 [15], DDOS19 [59]. These are all
provided as NetFlows, but using different appliances.

• Uniform scenario: here, we use the UF-BotIoT,
UF-NB15, UF-IDS18, UF-ToNIoT. These datasets
are created in [21] by the PCAP version of exist-
ing datasets and generating the corresponding (labelled)
NetFlows using a unified appliance.

For comparison purposes, two datasets are shared,13 whereas
two are unique for each scenario.

We provide in Table II an overview of these datasets. For
each dataset, we report the amount of NetFlows, the over-
all number of malicious classes, the size of the provided
feature-set, and the performance (as F1-score) achieved by the
state-of-the-art. From this table, we can already observe the
effects of Conf on the corresponding NetFlows: two datasets
(i.e., the NB15 and the IDS18) are used by both scenario,
but the amount of samples and features differ. For example,
the NB15 has 2.5M samples in the heterogeneous scenario,
and 1.6M in the uniform scenario. Moreover, let us focus on
the performance achieved by past works. We can see that the
state-of-the-art reaches very high F1-scores, which can raise
the question of whether there is any point in improving such
values. Nevertheless, we stress that cross-evaluations have a
different objective (cf. Section II-B): assessing the effective-
ness of ML-NIDS against different attacks (not included in the

12e.g., PCAP data can be truncated [16] or not fully labelled [59].
13UF-NB15 and UF-IDS18 are generated from NB15 and IDS18.

Authorized licensed use limited to: TU Delft Library. Downloaded on February 09,2023 at 08:42:17 UTC from IEEE Xplore.  Restrictions apply. 



5162 IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 19, NO. 4, DECEMBER 2022

TABLE III
DISTRIBUTION OF ATTACKS IN EACH DATASET. IN OUR

IMPLEMENTATION OF XENIDS, WE Always USE THE SPECIFIC

ATTACK CLASSES, AND PERFORM NO MERGING

respective datasets), and – if necessary – improving such ML-
NIDS against these attacks. As our results will show, most of
these ML-NIDS will perform poorly against different attacks,
but can be strengthened; such achievements, however, could
only be obtained by cross-evaluations.

Overall, these datasets contain traffic captured in large
networks and the included malicious samples belong to a broad
range of attacks14 Table III shows the attack distribution of
the input D for both scenarios. For simplicity, we organize
Table III on the basis of three ‘families’ of attacks:

• DoS, for Denial of Service attacks (e.g., DoS-Hulk);
• Botnet, for Botnet attacks (e.g., Rbot);
• Other, for remaining attacks (e.g., shellcode, scanning).

We remark that, in our implementation of XeNIDS, we always
use the specific attack classes, i.e., we do not ‘aggregate’
multiple attacks into a single class. The differentiation pro-
vided in Table III is for comprehensiveness, because the
amount of specific attacks of our testbed is very broad. As
an example, NB15 (and, hence, UF-NB15) has samples
for all families, i.e., 2 different types of Botnet attacks, 1 type
of DoS, and 6 types of Other attacks; whereas CTU13 only
has samples for 5 different attacks of the Botnet family. From
Table III we also determine that μ = 46 in the heterogeneous
scenario, and that μ = 36 in the uniform scenario—this is
because all the specific attack types are distinct across the
input D datasets.

B. Preprocessing

We now describe the preprocessing computed on each
considered NID dataset Di ∈ D for both scenarios. Such
operations represent the first two stages of XeNIDS: standard-
ize (Section IV-B) and isolate (Section IV-C). Our low-level
implementation of XeNIDS aims to overcome all the residual
challenges in Section III-C—to the extent this is possible with
the current state-of-the-art. The experimental platform is an
Ubuntu 20.04 machine with 64GB RAM and an Intel Xeon
E5-2620 CPU. The development leverages the Scikit-Learn
suite.

Standardize: We first associate each sample to its ground
truth.15 Then, we derive a common feature set based on
the official NetFlow v9 documentation, which we report
in Table IV. These features represent the minimum set of
common features obtainable from the source data for both

14For a precise description of each attack, we refer the reader to the source
material provided by the creators of each dataset.

15We verify the checksum of each dataset, if provided.

TABLE IV
FEATURE SET OF OUR XENIDS IMPLEMENTATION IN BOTH SCENARIOS

scenarios. We note that some datasets are provided with more
features (e.g., IDS18 has 80), which are left out. However,
as we will show in our experiments, the considered features
yield ML-NIDS with state-of-the-art performance.

To sanitize network artifacts, we follow the recommenda-
tions in Appendix B. To avoid overfitting and simulate the
application of anonymisation techniques, we do not use the
plain IP addresses or service-ports as features. Instead, we
differentiate between internal/external hosts of each network
(features 1 and 2 in Table IV); and we categorize the network
ports according to the IANA guidelines (features 3 and 4 in
Table IV). All of these operations are also adopted by recent
works (e.g., [17]). We set the d of all samples in seconds, and
we ensure that most samples fall within the same duration
range (i.e., [0-150]s), discarding the few outliers.

Isolate: For each dataset Di in D, we separate benign from
malicious samples using the ground truth label. We do not
make any aggregation, hence our μ are the original ones (i.e.,
μ = 46 for the heterogeneous scenario, and μ = 36 for the
uniform scenario). We thus obtain the following:

• for the heterogeneous scenario, N containing 4 ele-
ments representing the source networks of the respective
datasets ( CTU13, NB15, IDS18, DDOS19), and M

containing 184 elements (because n = 4 and μ = 46);
• for the uniform scenario, N containing 4 elements

representing the source networks of the respective
datasets ( UF-BotIoT, UF-NB15, UF-IDS18,
UF-TonIoT), and M containing 144 elements (because
n = 4 and μ = 36).

XeNIDS can now create the contexts to be cross-evaluated.

C. Assessment

In both scenarios we analyse three context types: C1, C4
and C7 (cf. Table I). Let us explain the common assessment
procedures, focusing on the architecture of the ML-NIDS and
the considered performance metrics.

Parameters and Performance Metrics: We use the same
parameters for our implementation of XeNIDS. Specifically,
the adopted splits s(N) and s(M) are always 80:20 for both
T and E. We use such splits because they are common in
related literature (e.g., [17], [45]), therefore enabling a more
fair comparison of our results with those of past works.
We considered different ML algorithms, but we found that
Random Forests consistently provided the best tradeoff in
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terms of detection performance, rate of false alarms, and train-
ing time—a result that confirms the state-of-the-art on the
same datasets (e.g., [17], [19], [21], [45]). Hence our results
will refer to Random Forest as the learning algorithm for each
classifier. The performance metrics of interest are the F1-score
(F1) and the False Positive Rate (FPR), defined as follows:

F1 =
tp

.5(fp + fn) + tp
, FPR =

fp

tp + fn
, (Exp. 5)

where tp, fp, fn denote true positives, false positives, and false
negatives, respectively; we consider a “true positive” as the
correct detection of a malicious sample. It is desirable that the
application of XeNIDS when considering modifications of the
training set (hence, C7) should preserve the baseline FPR (cf.
Section III-C). Finally, to account for the randomness of each
split, we repeat each experiment 5 times, and in our results,
we will report the average of each repetition.

ML-NIDS Architecture: XeNIDS fosters development of
ensembles of detectors (Section IV-D), each specialized in a
single attack. There are many ways in which such detectors
can be integrated in a ML-NIDS. In our implementation, we
assume that the NIDS uses ML as a final confirmation of
detection. Hence, each sample is forwarded to the ‘most suit-
able’ detector of the ensemble, which must determine whether
such sample is really malicious or not. While such selection
is straightforward for contexts of type C1 and C7 (because
τ̄ = ε̄), this is not the case for C4, where the ML-NIDS is
tested against ‘unknown’ attacks (because τ̄ �= ε̄). Hence, for
C4 we perform a preliminary exploratory operation to identify
the most suitable detector of the ensemble against the unknown
attacks; this is to allow a more fair comparison with [19],
which also investigates C4 by using two datasets considered
in our testbed, IDS18 and DDOS19. Hence, we reserve
a portion of the samples of each unknown malicious class,
and test every detector composing the ML-NIDS against such
portion: the one with the best performance is chosen as the
candidate for analyzing the corresponding attack. This is legit-
imate because the ground truth of such samples is known, and
such samples (i) are never used in E, and (ii) are not added in
T (otherwise it would not be C4). Therefore, when present-
ing the corresponding results, we will report the performance
achieved by the most optimal detector against each specific
attack.

VI. DEMONSTRATION

Our demonstration aims to simulate the exemplary use-cases
described in Section II-B2. Let us discuss how we organize our
demonstration by using the three considered types of contexts
(C1, C4 and C7) enabled by the proposed model (cf. Table I).

Workflow: We follow the same workflow for both the
uniform and heterogeneous scenario.

1) Baseline (Section VI-A): We begin by assessing the case
where the organization O has an N and a M collected
in their own network o. Such setup corresponds to con-
text C1. To simulate C1, we use XeNIDS to devise a
ML-NIDS for each dataset; such ML-NIDS is composed
by an ensemble of detectors, each trained on a single
attack contained in the same dataset. The ML-NIDS is

tested against all the attacks of the ‘origin’ dataset. The
expectation is that the results match the state-of-the-art.

2) Generalization Section VI-B: Having a ML-NIDS, the
organization O wants to assess its effectiveness against
different attacks not included in T and originating from a
different network than o. Such setup corresponds to con-
text C4. We use XeNIDS to test the ‘baseline’ detectors
of C1 against all attacks of all datasets. The expectation
is that the performance will decrease substantially.

3) Extension (Section VI-C): To compensate for the low
performance against unknown attacks, the organization
O borrows more malicious samples to improve the
detection capabilities of their ML-NIDS. This corre-
sponds to context C7 where t̄ extends ō. For each
dataset, XeNIDS trains additional detectors by using
the malicious samples of all the other datasets, and
adds such detectors to the ensemble of the ‘baseline’
ML-NIDS. Such ‘extended’ ML-NIDS is tested against
all attacks of the CS. The expected result is an improved
performance w.r.t. C4.

4) Surrogation (Section VI-D): If the organization O only
has benign samples N from their own network o but
does not have an M, the only option is using an M from
a different network to develop a ‘surrogate’ ML-NIDS.
This is also represented by C7, but in this case �o and
�t are disjointed. Hence, for each dataset, XeNIDS uses
only the additional detectors developed at the previous
step to devise a (new) ‘surrogate’ ML-NIDS. Such sur-
rogate ML-NIDS is then tested only against the ‘attacks
from different networks.

Example: Let us provide a complete example of the work-
flow above. We adopt the viewpoint of an organization that
owns the UF-NB15 network (hence, the uniform scenario).
A total of 9 attacks originate from such network: 2 botnets, 1
DoS, and 6 others (cf. Table III).

1) XeNIDS uses the 9 attacks of UF-NB15 to train 9
detectors, representing the baseline ML-NIDS, which is
tested against these 9 attacks.

2) XeNIDS tests the baseline ML-NIDS (with its 9 detec-
tors) against all the attacks of all datasets. Namely: 4
attacks for UF-BotIoT, 14 attacks for UF-IDS18,
9 attacks for UF-ToNIoT, as well as the 9 in
UF-NB15.

3) XeNIDS trains 27 additional detectors, each using the
benign samples of UF-NB15 alongside the malicious
samples of a specific attack contained in UF-IDS18,
UF-ToNIoT, UF-BotIoT, respectively. Such detec-
tors are combined with the 9 ‘baseline’ detectors of
UF-NB15, to extend the ML-NIDS. Such ‘extended’
ML-NIDS is tested against all the attacks of all datasets
(36 attacks).

4) XeNIDS uses only the 27 detectors trained in the
previous step (representing the ‘surrogate’ ML-NIDS)
and tests them against the attacks contained in the cor-
responding networks, i.e., without taking into account
the attacks (and the detectors) in UF-NB15.

Such workflow is followed 4 times for both scenarios, each
time by considering a different dataset as ‘origin’.
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TABLE V
Baseline–C1. THE TABLE SHOWS THE F1-SCORE OF THE ML-NIDS

FOR EACH ORIGIN NETWORK. THE PERFORMANCE MATCHES THE

STATE-OF-THE-ART. THE FPR IS LESS THAN 0.001 FOR ALL

NETWORKS ASIDE FROM UF-BOTIOT (FPR = 0.11)

TABLE VI
Generalization–C4. EACH BASELINE ML-NIDS OF C1 IS TESTED

AGAINST THE ATTACKS OF ALL OTHER NETWORKS. MOST ATTACKS

ARE NOT DETECTED, AND THE F1-SCORE DEGRADES. THE FPR IS

THE SAME AS IN C1 BECAUSE THE BENIGN SAMPLES ARE ALWAYS

THE SAME AND THE TRAINING SET IS NOT MODIFIED

A. Baseline

We start by assessing C1, and report the results in Table V.
Specifically, on the left, we present the results for the hetero-
geneous scenario, and on the right, the uniform scenario. For
each dataset, we report the average F1-score obtained against
each family of attacks (cf. Table III). Moreover, we report in
the captions the average FPR achieved by the ML-NIDS of
each dataset. Henceforth, all our results will be reported in the
same format as Table V.

From Table V, we observe that there are only two scores
for UF-BoTIoT and UF-ToNIoT, because there are no
Botnet samples in these ‘origin’ datasets. Similarly, CTU13
and DDOS19 presents only one score.

All our baseline detectors match the performance of past
works (cf. Table V). As an example, for the uniform sce-
nario, the ‘worst’ ML-NIDS is trained (and evaluated) on
UF-NB15, but also in [21] such ML-NIDS achieves an aver-
age F1-score of 85%. Similarly, in the heterogeneous scenario,
the ML-NIDS in [19] achieve 99.0 F1-score on both IDS18
and DDOS19, whereas [17] achieves 99.0 F1 on CTU13—
all these results align with ours, confirming that our XeNIDS
implementation is efficient.

B. Generalization

We then assess the baseline ML-NIDS when they are subject
to attacks also contained in different networks, i.e., C4. We
report the detection results in Table VI; the FPR is the same
as in the baseline C1 (cf. caption of Table V): this is expected
because in C4 uses the same training sets as C1, and also the
benign samples of the evaluation sets are the same as in C1,

From Table VI, we observe that the performance decreases
because most of the attacks are ‘unknown’ to the baseline ML-
NIDS. However, we can observe some interesting phenomena.

In the uniform scenario, the ML-NIDS of UF-ToNIoT
can detect botnet attacks remarkably well (82% F1-score),

TABLE VII
Extension–C7. BY AUGMENTING THE TRAINING SET OF THE

ML-NIDS WITH THE MALICIOUS SAMPLES, THE F1-SCORE IMPROVES

W.R.T. C4. THE AVERAGE FPR IS LOWER THAN 0.001 FOR ALL

NETWORKS ASIDE FROM UF-BOTIOT (FPR = 0.01)

despite having no ML-model specialized on botnet attacks
(because no such attacks are contained in UF-ToNIoT).
Such an intriguing finding could only be appreciated by cross-
evaluating the ML-NIDS trained on UF-ToNIoT against
malicious samples from different networks. Furthermore, the
heterogeneous scenario shows that the baseline ML-NIDS of
DDOS19 works very well against DoS attacks from other
networks—despite such attacks being performed by different
means.

We also compare some of our results with those in [19],
which also investigated C4. Specifically, the ML-NIDS trained
on DDOS19 and tested on IDS18 in [19] achieves 64%
F1-score on average, which is similar to ours. Conversely,
the ML-NIDS trained on IDS18 and tested on DDOS19
in [19] achieves an average 78% F1-score, which is slightly
superior than ours. We explain this difference to the different
conditions in [19]: they only consider a smaller portion of the
initial dataset, whereas we use all of them. Hence, our sam-
ples may present a more skewed distribution that makes them
more difficult to classify.

C. Extension

Next, we assess C7 when τ̄ extends ō, and report the
results in Table VII. We observe that the overall performance
increases (w.r.t. Table VI) by augmenting the training sets with
the corresponding malicious samples.

In the heterogeneous scenario, our ‘extended’ ML-NIDS
naturally outperform those in [19], but we cannot claim this
as a contribution because our ‘extended’ ML-NIDS use an
augmented training set.

We also appreciate that the FPR remains stable (cf. Table V).
We owe such results to our reliance on ensembles of detectors.

D. Surrogation

Finally, we assess C7 when τ̄ and ō are disjointed, and
report the results in Table VIII. From this table, we observe
that all detectors exhibit very high F1-scores, implying that the
malicious samples are considerably different than the benign
samples. Sometimes, the F1-score reaches 99.9%, but is not
perfect: we believe such occurrence to be positive because an
F1-score of 100% could be related to overfitting.

VII. DISCUSSION

We now discuss the results presented in Section VI. We first
summarize the main findings (Section VII-A), and then make
some considerations reliability of the results (Section VII-B
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TABLE VIII
Surrogation–C7. WE EXCLUDE ALL MALICIOUS SAMPLES (AND

DETECTORS) FROM THE EACH ‘ORIGIN’ NETWORK. THE EXTREMELY

HIGH PERFORMANCE MUST BE INVESTIGATED. THE AVERAGE FPR
IS LESS THAN 0.001 AND 0.0001 FOR ALL NETWORKS OF Uniform

AND Heterogeneous SCENARIOS, RESPECTIVELY

and Section VII-C). We then present the main limitations
of our demonstration, as well as possible workarounds
(Section VII-D).

A. Preliminary Analysis

We appreciate that, in general, our results show the effec-
tiveness of XeNIDS in producing baselines with state-of-the-
art performance, while also extending the detection surface.
It is intriguing that, in some cases, it is possible to detect
attacks without training on the related malicious samples. To
further stress the advantages of cross-evaluations, we provide
an in-depth look at our results by focusing on the CTU13
dataset. This dataset contains only botnet attacks and, from
Table II, the state-of-the-art (e.g., [17]) achieves 99.1% F1-
score against such attacks. A similar performance may suggest
that improvements can be incremental at best; however, no past
works have assessed how ML-NIDS trained on CTU13 can
detect different botnet attacks (not included in CTU13). By
applying the proposed XeNIDS framework, we discover that
similar ML-NIDS perform much worse: as shown by Table VI
(Section VI-B), the F1-score of such ML-NIDS drops by 20%
against botnet attacks of diverse datasets; even worse, it is
unable to detect DoS attacks (F1-score of 38%). Such poor
performance could only be assessed via cross-evaluations. To
make it better, the performance against these – different –
attacks can be increased by training on the respective samples:
by observing Table VII, the F1-score can be restored to 99%
via cross-evaluations. Also noteworthy is that the FPR always
remains within acceptable levels (below 0.001). Such FPR
will resemble the one after deployment (because the source
of benign samples is always the same).

However, as stated in Section III-C, it is necessary to further
analyze the results of XeNIDS. This is to avoid relying on
a false-sense of security, given by high performance at test-
time which does not correspond to the performance after the
ML-NIDS is deployed. We specifically focus on contexts of
type C7 because they involve modifications of the training
data, which can lead to ‘network artifacts’ that affects the
Env component of NetFlows (cf. Exp. 4 in Section IV-B) and,
potentially, lead to overfitted ML-NIDS.

B. Reliability: Uniform Scenario

In this scenario, by definition, the Env is affected only
by NetId because Conf is the same for all datasets; such
characteristic implicitly reduces the risk of network artifacts.

Fig. 8. Feature importances of the Rbot detectors (Heterogeneous scenario).

Nevertheless, we find instructive to analyze the results of the
surrogate ML-NIDS, reported in the right-side of Table VIII.
In particular, we consider the UF-NB15 network. We
observe that the ‘surrogate’ detectors focused on botnet attacks
achieve a near-perfect F1-score, which is higher than both their
‘extended’ and ‘baseline’ variants (cf. Tables VII and V). This
implies that benign samples of UF-NB15 are very similar to
the (malicious) botnet samples of UF-NB15, making such
botnet samples harder to classify by the UF-NB15 ML-NIDS
w.r.t. the botnet samples in other networks. Such occurrence
can be a sign of overfitting, because the UF-NB15 ML-NIDS
could be detecting the botnet samples from other networks on
the basis of network artifacts. However, a more detailed anal-
ysis can remove such doubt. Indeed, in the uniform scenario,
the only other source of ‘botnet’ samples is UF-IDS18,
where the baseline performance is also perfect (cf. Table V),
a result also confirmed by the state-of-the-art [21]. Simply
put, the ‘botnet’ samples in UF-IDS18 are easy to identify.
Such observation reduces the chance that the surrogate (or the
extended) ML-NIDS of UF-NB15 are affected by artifacts
from UF-IDS18.

C. Reliability: Heterogeneous Scenario

This scenario assumes NetFlows generated via different
means, hence the Env component is affected by both NetId
and Conf. Such characteristic increases the chance that some
artifacts ‘evaded’ XeNIDS standardize stage. To find a trace
of such artifacts, we compare the feature importances of each
ML-NIDS (all ML-NIDS use the same feature set).

Intuitively, the most important features for detecting an
attack in its ‘origin’ network should denote the malicious
behavior–hence, such features should be also the most impor-
tant when the attack is ‘transferred’ to train a different
ML-NIDS (which is the case in C7). We provide in Fig. 8
a comparison of such importances, focusing on the detec-
tors specialized on the Rbot botnet attack (contained in the
CTU13 network). Specifically, Fig. 8 shows the importances
of the top6 most important features (out of 12–cf. Table IV)
for all the Rbot detectors among the four different networks.

From Fig. 8 we observe that the detectors can either ‘agree’
or ‘disagree’ on the importance of such features. Specifically,
we observe that the ‘origin’ CTU13 detector (blue bars)
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places a great importance on the tot_bytes, denoting agree-
ment with the other detectors; however, there is disagreement
on the duration, which is less important for the CTU13
detector. The general trend in Fig. 8 is that the detectors dis-
agree on most features: therefore, we cannot exclude that some
underlying effects of Env are still present.

D. Limitations and Future Work

To increase the reliability of the detection performance, it
is necessary to assume the perspective of the owners of each
network. As a practical example that could remove any doubt,
the owners of the NB15 network should infect their machines
with the Rbot botnet (contained in CTU13), and verify
whether their ML-NIDS (trained on the Rbot samples from
CTU13) can detect such attack. Doing such verifications is not
possible for our scientific paper, as they require a complete
control and overview of the monitored network. Moreover,
the CnC servers of the Rbot botnet are no longer active.
Our experiments are for demonstrative purposes, but realistic
deployments should integrate such verifications–which must be
done regardless of the origin of the malicious samples (i.e.,
both in ‘traditional’ and in ‘cross’ evaluations).

Moreover, we note that each considered context type is an
independent use case. Indeed, our focus is not on develop-
ing systems that outperform the state-of-the-art: it would be
unfair to claim that our ML-NIDS generated via C7 are bet-
ter than those in [19]. In contrast, our goal is to demonstrate
the contexts that can be assessed by mixing different network
datasets, showcasing the potential of such cross-evaluation
for the state-of-the-art. As such, we can consider our results
as a ‘benchmark’, allowing future cross-evaluation studies to
compare their results with those in our paper.

Finally, an intriguing future research direction is the assess-
ment of cross-evaluations in adversarial settings: for instance,
how would a ML-NIDS poisoned with samples from a differ-
ent network perform (cf. Section III-C)? Answering a similar
question would be beneficial to the ML-NIDS research area.

VIII. CONCLUSION

Despite many successes, the integration of supervised
Machine Learning (ML) methods in Network Intrusion
Detection Systems (NIDS) is still at an early stage. This
is due to the difficulty in obtaining comprehensive sets of
labelled data for training and evaluating a ML-NIDS. The
recent release of labelled datasets for ML-NIDS was appreci-
ated by the research community; however, few works noticed
the opportunity that such availability provides to the state-of-
the-art.

Inspired by the necessity of proactive empirical evaluations
and the recent release of more open datasets, we promote the
idea of cross-evaluating ML-NIDS by using existing labelled
data from different networks. Such approach has been applied
before, but no past work specifically tackled this problem. As
a result, all the benefits of cross-evaluations, as well as their
intrinsic risks, are still unexplored.

We address all of these issues in this paper. We begin by
presenting the first model for cross-evaluation of ML-NIDS,

which is data-agnostic and general enough to cover both super-
vised and unsupervised ML-NIDS. By using such model, we
highlight the limited scope adopted by most related works,
and showcase the benefits provided by cross-evaluations of
ML-NIDS. We also present all the challenges and limitations
of such opportunity, which must be known and adequately
addressed in order to provide actionable results.

To foster proactive cross-evaluations, we develop XeNIDS,
the first framework for cross-evaluations of ML-NIDS.
XeNIDS aims to mitigate all the hazards arising from using
data from different networks. Specifically, XeNIDS focuses on
NetFlow data, which is popular in the ML-NIDS community
due to its flexibility and suitability for detection purposes.

Finally, we elucidate the potential of cross-evaluations
via a large set of experiments, where we use XeNIDS to
cross-evaluate ML-NIDS on 6 well-known datasets. In our
demonstration, we show the capability of XeNIDS to retain
the ‘baseline’ performance of past ML-NIDS, while illustrat-
ing some additional use-cases enabled by cross-evaluations,
such as ‘extending’ the detection surface of ML-NIDS. We
conclude our demonstration with a follow-up discussion where
we question the reliability of the results, which is necessary
for realistic deployments of ML-NIDS.

Our paper will hopefully inspire future works on ML-NIDS,
and is oriented to both researchers and practitioners. The for-
mer can make better use of open datasets to cross-evaluate
past and future ML-NIDS, allowing broader assessments of
the state-of-the-art; the latter can use future research results,
or completely integrate cross-evaluations in their proactive
assessments, to develop or improve Machine Learning-based
Network Intrusion Detection Systems—without incurring in
extra labeling procedures. We believe that cross-evaluations
– supported by data-sharing platforms and federated learn-
ing techniques – represent a pragmatic way to overcome the
specificity of NIDS and realize ‘general’ ML-NIDS.

APPENDIX A
CONTRIBUTORS TO NETFLOWS

Let us illustrate the role played by Comm and Env (i.e.,
NetId and Conf ) in the generation of the corresponding
NetFlows (see Exp. 4). Assume that two organizations, O1 and
O2, have two distinct networks both having a pair of hosts (h11
and h21 for O1, h12 and h22 for O2); such hosts communicate
with each other within their own networks. It is straightforward
that if these two pairs of hosts exchange different information
(viz., resulting in different Comm) then the resulting NetFlows
generated in O1 and O2 will differ. Let us focus on the case
where the pairs of hosts exchange the same information (viz.,
same Comm). For simplicity, assume that the first host of each
pair (h1) sends exactly the same file of 100MB to the second
host, using exactly the same protocol and ports. Let us assume
that the hosts in O1 are allocated a bandwidth of b1 Mb/s, and
that those in O2 are allocated a bandwidth of b2 Mb/s. Finally,
let us assume that the organizations use the same NetFlow gen-
eration software, configured to allow the maximum duration
of a NetFlow to be d1 for O1, and d2 for O2. We identify
four scenarios.
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• b1 = b2 and d1 = d2 → same NetId and same Conf
(viz. same Env). For instance, if b1 = b2 = 100Mb/s and
d1 = d2 = 10s, then the file will be transferred in the
same amount of time (8s) in both O1 and O2, resulting
in similar NetFlows (with a duration of 8s).

• b1 �= b2 and d1 = d2 → different NetId but same Conf
(viz. different Env). For instance, if b1 = 100Mb/s and
b2 = 1Mb/s, then the file will be transferred in 8s in O1

but in 800s in O2, resulting in different NetFlows.
• b1 = b2 and d1 �= d2 → same NetId but different Conf

(viz. different Env). For instance, if b1 = b2 = 100Mb/s
while d1 = 10s and d2 = 1s, then the transfer will take
8s in both O1 and O2; but in O1 there will be 1 NetFlow
of 8s, while in O2 there will be 8 NetFlows of 1s.

• b1 �= b2 and d1 �= d2 → different NetId and different
Conf (viz. different Env). This is self-explanatory.

Of course, there are many other factors that affect NetId and
Conf (aside from the bandwidth and maximum duration). The
above-mentioned example is just for demonstrative purposes.

APPENDIX B
GUIDELINES FOR STANDARDIZE

To avoid generating network specific artifacts (cf.
Section IV-B), we provide some recommendations on three
common NetFlow fields: the IP addresses, the service ports,
and the duration.

IP addresses: There are two issues that may arise when
standardizing the IP addresses of two distinct datasets:

• different networks use different subnet masks. For
instance, the internal IP addresses of Di may present
the structure “192.168.x.x”, whereas those in Dj are
“175.32.x.x”;

• the malicious traffic of a given dataset may be entirely
produced by just few machines.

Neglecting these issues may result in ML models that distin-
guish legitimate from anomalous samples on the sole basis
of the IP address of a host, without giving the due impor-
tance to the remaining traffic characteristic. This is a problem
because if a real attack involves a machine with a different IP
address, the detector would never identify it. We hence pro-
pose to standardize each dataset by separating internal from
external hosts. The ML model will use these features, instead
of the IP addresses, to perform its analyses. The information
to perform this separation can be obtained either from the doc-
umentation of a dataset, or by inferring it from the data using
expert knowledge; if such information is not obtainable, then
we suggest not to use any IP-related feature.

Service Ports: Handling the service ports of distinct datasets
presents similar issues to the IP addresses discussed above:
different networks may adopt different port policies; and the
attacks captured by a given dataset may rely just on a restricted
(or unique) set of ports. We thus propose to standardize each
dataset by categorizing each port on the basis of the IANA
guidelines, i.e., well-known [0-1023], registered [1024-49151]
and dynamic [49151-65535].

Duration: Besides verifying that all datasets use the same
measurement units, standardizing the NetFlow duration (d)

of distinct datasets is a challenging task. On the one hand,
datasets may be created with different NetFlow tools and/or
different configuration parameters. For example, setting the
maximum duration (dmax ) of a NetFlow to 1000 or 100 sec-
onds would lead to significantly different results.16 On the
other hand, there may be some underlying traits of a given
network that lead its machines to generate flows of different
duration. To address these issues, we propose three possi-
ble solutions, all involving the identification of the smallest
maximum duration across all datasets, min(dmax ):

• Outlier removal. This approach assumes that (i) the
duration of the majority of samples (from all consid-
ered datasets) falls within a reduced range [dl , dt ], and
that (ii) the top limit dt of this range is lower than
min(dmax ). In these circumstances, it is possible to
remove the few “outliers” that have extremely high dura-
tions with respect to the remaining samples. Despite the
consequential loss of samples, removing outliers does not
necessarily reduce the prediction performance.

• Threshold setting. This solution avoids data loss prob-
lems. If a dataset Di has dmax � min(dmax ), its
samples having d > min(dmax ) will have their duration
set to min(dmax ). However, it is important to store the
original value of d if it is needed to compute some derived
metrics, such as the packets per second. This approach
may be unpractical for ML leveraging sequential analyses
as it disrupts the sequence of samples.

• Flow splitting. This technique enables the application
of sequential ML methods. The intuition is to split
those flows that exceed min(dmax ). Given a Di with
dmax > min(dmax ), the idea is to truncate all flows of
Di with duration d > min(dmax ) into multiple flows.
As a practical example assuming duration expressed in
seconds, if min(dmax ) = 300 and Di has dmax = 1000,
and if a given flow in Di has d = 700, the approach
truncates this flow in three distinct flows, with d = (300,
300, 100). When performing the split, it is important to
also update some metrics, such as the transferred bytes
or packets (which can be adjusted proportionally) as well
as the start and finishing times of the flow.

We observe that, in our experiments, we adopt the outlier
removal strategy. Despite being lossy, such technique still
allows to devise ML-NIDS with performance matching the
state-of-the-art (see Table V and compare it with Table II).

APPENDIX C
SYMBOL TABLE

To facilitate the readability, we report in Table IX the major
notation used throughout the main sections of our paper.

We also further explain the difference between some of our
symbols introduced in Section III, and specifically the differ-
ence between the arrays and sets (e.g., �t and t̄). Let us assume
a scenario where n = 3 and μ = 3, meaning that M is a 3 × 3
matrix. We use the ordered arrays �t , �τ (or �e , �ε) to answer the
question “which elements of M are included in T (or E)?”.

16This issue can be overcome if the datasets are provided in PCAP format
by properly setting the NetFlow generation tool.
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TABLE OF RELEVANT NOTATION USED IN THIS PAPER

A possibility is that �t = (1, 1, 2) and that �τ = (2, 3, 3). This
means that T will contain M 2

1 , M 3
1 , M 3

2 . Hence, t̄ = (1, 2)
because t̄ is the set denoting the (unique) ‘malicious’ networks
included in T. At the same time, τ̄ = (2, 3) because τ̄ is the
set denoting the (unique) attacks included in T.

Finally, we stress that, in our cross-evaluation model, ō =
�o = o, because the origin of the benign samples must be the
same for both the training and evaluation partitions (i.e., T and
E, respectively).
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