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Preface

The International Ergonomics Association (IEA) is the organization that unites
Human Factors and Ergonomics (HF/E) associations around the world. The mission
of the IEA is “to elaborate and advance ergonomics science and practice, and to
expand its scope of application and contribution to society to improve the quality of
life, working closely with its constituent societies and related international orga-
nizations” (IEA, 2021). The IEA hosts a world congress every three years creating
the single most important opportunity to exchange knowledge and ideas in the
discipline with practitioners and researchers from across the planet. Like other IEA
congresses, IEA2021 included an exciting range of research and professional
practice cases in the broadest range of Human Factors and Ergonomics (HF/E)
applications imaginable. While the conference was not able to host an in-person
meeting in Vancouver, Canada, as planned by the host Association of Canadian
Ergonomists/Association canadienne d’ergonomie, it still featured over 875 pre-
sentations and special events with the latest research and most innovative thinkers.
For this congress, authors could prepare a chapter for publication, and 60% chose to
do so. The breadth and quality of the work available at IEA2021 are second to
none—and the research of all authors who prepared their publication for this
congress is made available through the five volumes of these proceedings.

The International Ergonomics Association defines Human Factors and
Ergonomics (HF/E) synonymously as being:

the scientific discipline concerned with the understanding of interactions among humans
and other elements of a system, and the profession that applies theory, principles, data and
methods to design in order to optimize human well-being and overall system performance.

Practitioners of ergonomics and ergonomists contribute to the design and evaluation of
tasks, jobs, products, environments and systems in order to make them compatible with the
needs, abilities and limitations of people.

Ergonomics helps harmonize things that interact with people in terms of people’s needs,
abilities and limitations. (https://iea.cc/definition-and-domains-of-ergonomics/)
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The breadth of issues and disciplines suggested by this definition gives one
pause for thought: what aspect in our lives is not in some way affected by the design
and application of HF/E? For designers and managers around the world, a similar
realization is growing: every decision made in the design and application of
technology has implications for the humans that will interact with that system
across its lifecycle. While this can be daunting, the researchers and professionals
who participated in IEA2021 understand that, by working together across our
disciplines and roles, we can achieve these lofty ambitions. This is especially
relevant as we continue our collective journey into an increasingly “interconnected
world”—the theme for the 21st IEA Congress. With the rise of a myriad of tech-
nologies as promulgated by Industry 4.0 proponents, we need now, more than ever,
the skills and knowledge of HF/E researchers and practitioners to ensure that these
tools are applied in a human-centric way towards resilient and sustainable systems
that provide an enduring and sustainable road to prosperity—as advocated in the
new Industry 5.0 Paradigm (Breque et al. 2021). Where the trend of Industry 4.0
aims primarily at encouraging technology purchasing and application, Industry 5.0
includes goals of resiliency and sustainability for both humans and our planet.
These proceedings provide examples of research and development projects that
illustrate how this brighter, human-centred future can be pursued through
“Ergonomie 4.0”, as stated in the French theme of the Congress.

While the theme of the Congress concerns human interactions within a rapidly
evolving cyber-physical world, the devastating impact of the COVID-19 pandemic
has given an added dimension to the Congress theme and its delivery model. As the
pandemic began to engulf the world, the traditional in-person Congress became
increasingly less viable and gave way to the creation of a hybrid model as a means
to enhance international participation. In early 2021, it became clear that holding an
in-person event would not be possible; hence, the Congress was converted to a fully
virtual event. The uncertainty, mounting challenges and turbulent progression
actually created new possibilities to engage the global HF/E community in ways
that were never previously explored by the IEA. Indeed, one of the scientific tracks
of the congress focuses explicitly on HF/E contributions to cope with COVID-19,
and readers will find some submissions to other tracks similarly focus on what HF/E
practitioners and researchers bring to the world during this pandemic period. This
journey epitomizes broader transformative patterns now underway in society at
large and accentuates the urgency for resilience, sustainability, and healthy work-
places. No doubt, the notion of globalization will be redefined in the wake of the
pandemic and will have far-reaching implications for the connected world and for
future society, and with new paradigms emerge a host of new human factors
challenges. The breadth of topics and issues addressed in the proceedings suggests
that the HF/E community is already mobilizing and rising to these emerging
challenges in this, our connected world.

IEA2021 proceedings includes papers from 31 scientific tracks and includes
participants from 74 countries across 5 continents. The proceedings of the 21st
triennial congress of the IEA—IEA2021—exemplify the diversity of HF/E, and
of the association, in terms of geography, disciplines represented, application
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domains, and aspects of human life cycle and capability being considered. Our
diversity mirrors the diversity of humans generally and is a strength as we learn to
weave our knowledge, methods, and ideas together to create a more resilient and
stronger approach to design than is achievable individually. This is the strength
of the IEA congresses, in the past, in the current pandemic-affected 21st occasion,
and in the future. There is no other meeting like it.

A substantial number of works were submitted for publication across the
Scientific Tracks at IEA2021. This gave us the happy opportunity to group contents
by common threads. Each volume presents contents in sections with papers within
the track’s section presented in alphabetical order by the first author’s last name.
These proceedings are divided into five volumes as follows:

VOLUME 1: SYSTEMS AND MACROERGONOMICS (ISBN
978-3-030-74601-8)

Activity Theories for Work Analysis and Design (ATWAD)
Systems HF/E
Ergonomic Work Analysis and Training (EWAT)
HF/E Education and Professional Certification Development
Organisation Design and Management (ODAM)

VOLUME 2: INCLUSIVE AND SUSTAINABLE DESIGN (ISBN
978-3-030-74604-9)

Ageing and Work
Ergonomics for children and Educational Environments
Ergonomics in Design for All
Gender and Work
Human Factors and Sustainable Development
Slips Trips and Falls
Visual Ergonomics

VOLUME 3: SECTOR BASED ERGONOMICS (ISBN 978-3-030-74607-0)

Practitioner Case Studies
Aerospace Ergonomics
Agricultural Ergonomics
Building and Construction Ergonomics
Ergonomics in Manufacturing
HF/E in Supply Chain Design and Management
Transport Ergonomics and Human Factors

VOLUME 4: HEALTHCARE AND HEALTHY WORK (ISBN
978-3-030-74610-0)

Health and Safety
Healthcare Ergonomics
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HF/E Contribution to Cope with Covid-19
Musculoskeletal Disorders

VOLUME 5: METHODS & APPROACHES (ISBN 978-3-030-74613-1)

Affective Design
Anthropometry
Biomechanics
Ergonomics in Advanced Imaging
Human Factors in Robotics
Human Modelling and Simulation
Neuroergonomics
Working with Computer Systems

These volumes are the result of many hours of work, for authors, Scientific
Track Managers and their reviewer teams, student volunteers, and editors. We are
grateful to Springer for making it available to you in book form and are confident
you will find these works informative and useful in your own efforts to create a
better, more human-centred future.
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Abstract. A growing number of organisations are relocating from traditional
office environments to flexible office environments (FOEs) such as ‘combi’ or
‘activity-based’ offices. Research efforts are being dedicated to understanding the
challenges and benefits that these office designs represent. Yet, there is a gap
between design research and practice that limits innovations in FOE design and
smears the overall user experience at work. This paper addresses the exploration
of design opportunities for artefacts and spaces enabling positive user experi-
ence (UX) in FOEs together with experts from a relevant European actor in the
office furniture sector. First, an explorative workshop was conducted to under-
stand practitioners’ perspective and priorities when designing for FOEs. Findings
from previous research work by the authors plus the workshop results were used
to propose and discuss four ‘Design for UX’ areas worth of further exploration.
Among these, the UX of control in FOEs was chosen, and a subsequent work-
shop was conducted to deepen into the matter. The last session concluded with
the formulation of a specific UX proposal to be developed in the near future. The
value and originality of this paper reside in two aspects: (i) a UX approach that
relies on the ‘innovation of meaning’ and splits from a creative problem-solving
mainstream; and (ii) a collaboration between user-centered design research and
product development practice that enable the alignment of resources and strategies
in the benefit of users and innovation.

Keywords: User experience · Design for UX · Exploratory sessions · Design
opportunities · Flexible offices · User research · Product development

1 Introduction

Flexible office environments (FOEs) where employees can switch between different
types of workstations and spaces depending on the activity at hand have become increas-
ingly popular [1]. Further, many organisations plan and dimension their flexible offices
assuming that not everyone will be at the office every day, nor need a desk at the same
time [2]. In comparison to traditional offices, this represents a paradigmatic change in
terms of design qualities that determine the preconditions for distinct user experiences
(UXs) at work. However, whether these experiences are meaningful or taxing for users
remains debatable [3].
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The increasing research efforts in relation to FOEs that occurred in recent years
has brought a richer understanding of the associated challenges and benefits, although
research evidence shows discrepant findings between cases [4, 5]. The discrepancies sig-
nal relevant unresolved issues, among others, artefacts such as chairs with sub-optimal
design qualities for intense shared use [6]. Moreover, the fact that the design of most
office artefacts for individual use remain the same for both traditional and flexible offices
indicates a gap between design research and practice [ibid]. Exploring design opportu-
nities from a UX perspective demands to close this gap. UX in FOEs should benefit
from the alignment of researchers’ in-depth understanding of users and their (antici-
pated/present/past) experiences, and practitioners’ expertise on translating complex user
needs into tangible solutions.

This paper is based on a series of exploratory sessions about UX in FOEs carried out
in collaboration with a leading European office furniture manufacturer. The aims of this
paper are to (i) explore design opportunities for positive UX in FOEs, and (ii) provide
insights on the experience of a collaboration between user-centered design researchers
and practitioners from the office furniture industry.

2 Exploring Design Opportunities for Positive UX in FOEs

According to Marc Hassenzahl, “User Experience is not about good industrial design,
multi-touch, or fancy interfaces. It is about transcending the material” and “experiences
emerge from the integration of perception, action, motivation and cognition into an
inseparable, meaningful whole” [7]. This suggests that ‘User Experience’ is a narrower
idea than experiences in general and that the exploration of design opportunities requires
a thorough understanding of users and situations of use. In this case, the understanding
of FOE users and situations of using FOEs from two perspectives, i.e., research and
practice, have deliberately come together for discussion and convergence along three
exploratory sessions. The three sessions that are reported in this paper belong to a larger
interactive research project in which the authors and a group of company representatives
are involved. Table 1 provides an overview of the participants at each of the sessions and
their roles and responsibilities.

Table 1. Roles and backgrounds.

Expertise User-Centered 
Design Research

Product Design & 
Development Marketing Office 

Planning

Roles Researchers as 
facilitators Company representatives as participating experts

Session 1

Session 2

Session 3
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2.1 Session 1. Understanding Practitioners’ Standpoint

A 3-h exploratory workshop was held in the headquarters of the furniture company with
the authors of this paper as facilitators and six company experts as participants - see
Table 1. The session was organised in three blocks with breaks in between and a final
discussion on findings and next steps. The first block focused on sensitising, the second
on exploring and the third one on ideating.

The goal of this workshop was to explore design opportunities for office artefacts
and spaces that enable the experience of ‘security blanket’ in flexible offices. Security
blanket, also known as ‘comfort object’ refers to familiar artefacts that individuals,
usually toddlers, carry with them and provide with psychological comfort against stress
[8]. Thus, it was a metaphorical reference. The intended outcomes of the session were
twofold: (i) gain a richer understanding of practitioners’ perspective on flexible offices,
and (ii) find ideas/areas of mutual interest for further collaboration.

Method
The sensitising block consisted of two activities. First, as an icebreaker activity, partic-
ipants presented and discussed each other results from a sensitising assignment prior to
the session. The assignment consisted of collecting pictures of artefacts and spaces that
they experienced as their particular ‘security blanket’. Next, participants were requested
to write down on sticky notes the identified ‘security blankets’ plus others that may have
come to their minds along the discussion and map them on a wall according to a set of
generic themes: indoor climate comfort, adjustments, auditory comfort, visual comfort,
safety, privacy, and preferences. Participants had the possibility to add new themes if
needed.

The activity for the explorative block consisted of an office walkthrough [9]. In
two groups of three, the participants walked around their own flexible office showing
each other the spaces and artefacts that they experienced either positively or negatively,
marking thesewith green or pink sticky notes respectively.After thewalking tour, the two
groups returned to the workshop room to share their insights. To conclude the activity,
the participants -as experts in different fields- were invited to list areas of interest for the
exploration of design opportunities in flexible offices.

The ideation block consisted of a 6-3-5 [10]. The participants were requested to
generate ideas departing from the areas of interest identified in the previous block. The
participants were provided with A1 templates, colour pens and markers, play dough,
glue, tape, scissors, sticky notes of different colours and shapes, and printed miniatures
of humanfigures and furniture pieces for collages. The entire sessionwas audio-recorded,
and the outcomes of the activities were collected for a thematic analysis. A summary of
the session was shared with the participants.

Findings
The sensitising assignment helped participants to reflect on experiences of, with, and
through artefacts and spaces, both in their flexible office environment (e.g., their laptops)
and out of it (e.g., a car). The sticky notes helped participants to deepen the discussion
initiatedwith the sensitizing assignment and narrow down the focus to the physical office
environment. The theme ‘social environment’ was added to the default set provided to
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map the sticky notes. Examples of ‘security blankets’ identified by the participants
featured smartphones, plants, a cup of coffee, colours and materials, colleagues, teams,
etc. as ‘things’ that elicited the feeling of a security blanket -psychological comfort-
. Participants also elaborated on, for example, a notebook that “helps me focus and
organise my tasks” (e4), workstations “with no one behind peeking on what one does”
(e2), or personal outfits that “make us feel that we are ready for an important meeting”
(e3). Abstract ‘security blankets’ were also referred, for example, the possibility to
choose among diverse office settings tomeet personal needs and preferences for lighting,
temperature, ventilation or background sound.

During the office walkthrough, recurrent observations made by the participants
related to zoning; zones that are clearly defined are experienced positively and vice
versa. Also, the diversity of open and private settings for meetings influenced positively
the perceived flexibility of the office. However, participants pointed out that “many times
the problem is not a product, but where it is placed” (e1) and that this is more evident
when they, as a company, are allowed late in an office project where “many decisions
are already taken and you have to work with many limitations” (e5), although “it could
be interesting to think on products that are less sensitive to their placement” (e3). To
conclude the activity, the participants listed areas of interest to be further explored in the
last block -ideation- and the results were clustered as: possibility to adjust environmental
conditions -climate, lighting, sound, etc.-; clear zoning; the right furniture/function in
the right place; technology that works seamlessly; internalisation of flexible working;
and colour/finishing.

The last block consisted of a 6-3-5. A total of 90 collaborative ideas were generated
that corresponded to: (i) experiences such as recreating a coffee shop feeling or enabling
a seamless docking to shared workstations; (ii) spaces such as an outdoor or outdoor-like
office; (iii) products such as connected furniture or different seating solutions and for
diverse postures; and (iv) properties of spaces and products such as textures, colours,
functions, and parts.

2.2 Session 2. Discussing Alternative UX Scenarios

An online follow-up session was held to continue the discussions initiated in the work-
shop. The goal of this session was to narrow down the design opportunities in flexible
offices to a relevant UX scenario within the area of product design and development
that could be explored in collaboration. The intended outcome was the selection of a
particular UX scenario among different proposals elaborated by the authors, as the input
for a subsequent explorative workshop.

Method
Theoutcomes from thefirstworkshopplus keyfindings fromprevious researchwork con-
ducted by the authors [6, 11] were compared, compiled, and presented as four proposals
of UX scenarios in FOEs for debate:

(i) Experience of purpose while sharing: in relation to the need for meaningful and
pleasurable spaces/artefacts for individual use that are shared in FOEs.
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(ii) Experience of community: in relation to the need for visibility, face-to-face
encounters, and sense of belonging of individuals and groups.

(iii) Experience of autonomy: in relation to the need of deciding and acting according
to own standards, being able to deal with the (social) context.

(iv) Experience of control: in relation to the need for managing and adapting the
surrounding office environment to suit personal needs and values.

Findings
These scenarios related to unresolved issues in flexible offices that were discussed from
both researchers’ and practitioners’ angle, and finally the experience of control was
selected. Representative examples discussed for each scenario were:

(i) The conflict between users’ motives to use a workstation and the need to set up
every workstation before use.

(ii) The anonymity experienced by users who may often work next unknown
colleagues, have difficulties locating teammates, and/or identifying groups.

(iii) The misuse of zoning that result from ambiguous rules and design cues.
(iv) The lack of control over environmental stimuli causing distractions.

2.3 Session 3. Formulating a UX Proposal for Further Exploration

A 2-h online workshop was held with seven participants -see Table 1-. The goal was to
explore and discuss suboptimal experiences of control over FOEs and choose one to be
solved. The intended outcome of the workshop was the formulation of a proposal for
positive UX that were the opposite of the chosen suboptimal experience.

Method
The session started with a brief seminar on the concepts of ‘UX’ and ‘personal control’
to level-up participants’ understanding before the activities. Following, a group activity
was carried out on online platformMural, for which a quick test was shared in advance to
allow the participants becoming familiar with the interface. This group activity consisted
of the following steps:

(i) The participants read seven text boxes with examples from user studies that related
to seven different suboptimal experiences of control -see findings-.

(ii) Second, each participant placed three sticky notes on the three boxes considered to
be the most relevant for the design of a positive UX of control. Participants wrote
the reason for their choices on each of the sticky notes.

(iii) Third, the boxes were reviewed one by one and the authors of the notes, as experts
in different fields, had three minutes to convince the other participants of the
pertinence of their choice. Responses and additional comments were allowed.

(iv) Next, the participants voted for the box -suboptimal experience- that should be
considered as top priority for a new and meaningful UX design.
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Finally, the most voted suboptimal experience was taken as a reference to formu-
late the opposite positive UX of control over the environment. Such UX proposal was
discussed, refined, and validated by the participants.

Findings
The seven boxes, each related to a suboptimal experience of control collected attention
from the participants and were discussed, although control over sound/noise and control
over privacy received more notes justifying their relevance for a redesign. Below are
representative comments from the discussion on the control over:

• Lighting/Daylight: “I consider this fundamental in terms of ergonomics. […] If you
are older you may need more light and vice versa” (e2).

• Indoor climate/air quality: “It can be cold by the windows in old buildings […] and
after the weekends or weather changes, there is a delay until the system adjusts” (e8);
“We should be able to choose this individually” (e4)

• Sound/Noise: “When you are involved in adjusting your workplace, the perception
of noise and sound is different […] This is very individual […] and yet at the core of
ergonomics in an office” (e1); “Noise is one of the biggest reasons for stress” (e3).

• Visual distractions: “I want more than a desktop screen […] we should look somewhere
else for new solutions, for example, in nature” (e8) Is it really the noise or this [visual
stimuli] that causes distraction? Or both? It is essential to understand this" (e1).

• Privacy: “We have different tasks […] and we may need privacy for an hour […] it is
important to have it when we need it” (e5); “Sometimes you need it for yourself and
sometimes to avoid bothering others” (e4); “The possibility to work secluded is very
important to be able to focus” (e3)

• Furniture adjustments: “It is very important to provide adjustments for different body
types, especially when you use it for a long time” (e4); “This affects the long-term
wellbeing and also the perceived quality of the product” (e1)

• Shared workstations: “I think that activity-based working is good and you should try
it […] but it doesn’t work for everyone [people can feel stressed if forced to be flexible]
[…] So it is always important to have choices” (e7).

Following the discussion, the participants voted on the suboptimal experience to
be redesigned, and the control over sound/noise was chosen by the majority. This was
followed by furniture adjustments -instead of privacy-, meaning that the discussions
may have changed participants’ priorities to some extent. According to the voting, the
suboptimal experience of control over sound/noise was taken as a reference to formulate
the opposite positive UX. The initial formulation was discussed and refined by the
participants, who validated the following:

“We want the users of a flexible office to have a positive experience of control over
the sound stimuli and the distractions caused by this”.

Such proposal is meant to be addressed in a ‘research through design’ collaborative
project in the near future, and it should culminate in a concrete conceptual solution with
the potential to break through to the market.
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3 Reflections and Conclusion

This paper elaborates on the collaboration between user-centered design researchers
and office furniture experts in the exploration of design opportunities for a positive
UX in flexible office environments. In particular, three sessions are reported here that
provide with insights on design and practical aspects of the collaboration. The sessions
were planned to: (i) understand the experts’ perspective on flexible office design and
user needs from a practitioner viewpoint, (ii) compare and contrast their view with key
findings from the authors’ research perspective, and (iii) combine both perspectives into
the decision making for a specific proposal of positive UX in FOEs.

The validated UX proposal on the user control over sound stimuli relates to two
subjects of great relevance attending to the available body of research: personal control
[12] and sound stimuli in office environments [13]. Personal control over the environment
has been found fundamental for office users’ wellbeing [11, 14, 15] and clearly linked to
how positively or negatively users experience the office environment [16–18]. Regarding
sound stimuli in offices -not only flexible offices, but any office type-, research shows
that it is among the most recurrent issues determining satisfaction with offices [19–21].
Further, exposure to stimuli and acoustics is highlighted as one of the most common
reasons behind preference and non-preferences for the use of spaces in FOEs [3]. Thus,
the UX proposal formulated here is relevant and pertinent from a research perspective
and aligned with the interests and views of a leading office furniture manufacturer. The
proposal delimits a potential solution space that will be explored in follow-up sessions.

The methodology and activities helped participants reflect on experiences of use on
a wide sense and diversity of affective outcomes. Further, the sessions provided with a
common space for engagement and co-creation through concrete strategies highlighted
in previous research [22–24]: sensitising activities, introductory seminars on key con-
cepts and research findings, a Mural trial prior to the session, frequent opportunities for
discussion, and involvement of a fixed team of experts over time.

This convergence between research and practice is consistent with previous evi-
dence showing that collaboration between different actors of a problem area is not only
desirable, but necessary [22]. However, offices are complex systems with a notable
diversity of actors aboard. The experts explicitly noted that during the first session when
they highlighted the challenges that may entail a late arrival to an office development
project. Further, other actors such as organizational decision-makers, facility managers,
architects, procurement officers, etc. depart from disparate briefs and perspectives that
may not have the user in focus [6, 25]. The knowledge and practice gaps across disci-
plines have been identified as barriers for successful collaboration in previous research
[22, 26]. This paper exemplifies a way to bridge such gaps, although extending this kind
of initiatives to new actors is highly advisable to bridge further gaps. In this particular
case, the actors involved share a customer/user-centered approach, which opened up for
a rich understanding of the complex nature of UX in FOEs and meaningful UX design
proposals.

The role of a UX approach in guiding the exploration of design opportunities has
been central, as traditional design processes depart from the ideation of solutions, while
in this case such ideation belongs to the last stage of a thorough funnelling process.
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Previous research has referred to similar approaches as a transition from ‘creative prob-
lem solving’ to the ‘innovation of meaning’ [27]. In relation to this, future work entails,
first, the exploration of design strategies to deliver the proposed UX of control and, only
afterwards, the exploration of concrete design solutions that can realise the proposed
experience with the chosen strategy.

Acknowledgements. The authors would like to express their gratitude to MariAnne Karlsson for
her precious support and feedback, and to the workshop participants for their valuable time and
insights. This research work is part of a doctoral project and it has been developed in collaboration
between Chalmers University of Technology and Kinnarps.
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Abstract. Social media apps (SMAs), like Instagram or Facebook, are actively
used by one-in-three people in the world. The vast adoption of these technologies
is changing multiple aspects of peoples’ lives. Through the means of meaning and
emotional experiences, the products people use every day have the potential of
influencing their happiness and wellbeing. The present work points and discusses
which themes are more prominent and relevant regarding how users engage with
SMAs and how it can relate to their wellbeing. Through the discussion of a sys-
tematic literature review and other seminal works, the study proposes four main
channels the interaction with SMAs can relate to users’ wellbeing: interpersonal
relationships, information consumption, self-image, and relationship with tech-
nology. The study also hypothesizes on how SMAs as interactive products can
deliver experiences that nurture users’ wellbeing, on top of being pleasurable and
usable.

Keywords: Social media · Experience · Design for wellbeing · Social
connection · Positive design · Digital wellbeing

1 Introduction

Intentionally or not, designers always have the potential of affecting the lives and well-
being of users through the products they conceive. For massively adopted interactive
products like social media apps, this potential is considerably higher, once that small
decisions in these products can impact the lives of billions of people. Social media apps
can be described as “web-based services that allow individuals to a. construct public
profiles within a bounded system, b. articulate a list of other users with whom they share
a connection, and c. view and traverse their list of connections and those made by others
within the system” [1]. As interactive products, SMAs are evolving from communica-
tion tools to entertainment and information platforms as well. While making peoples’
lives easier by connecting them with dear ones and providing curated entertainment, the
relationships between SMA use and wellbeing can not be stated as thoroughly positive
or negative. Users can interact with SMAs in diverse contexts, with numerous intents and
behaviors. Considering that experiences are shaped by personal and contextual factors,
it would be unworkable to map out specific aspects of each experience. However, SMAs
are products acting upon fundamental human tendencies and needs, like the need to
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belong and relate or to nurture bonds. SMAs provide a new and evolving context where
widely studied relationships and tendencies can happen. Emotions and meaning in expe-
riences are closely related to the way a product can affect its users’ well-being [2, 3]. The
current studies in the fields of Human-Computer Interaction, Design, and Psychology
provide various known associations between emotions, behaviors, and interaction with
SMAs. However, research on the relationship between well-being and interaction with
SMAs can be considered equivocal [4, 5]. We believe that a discussion of the existing
literature can provide a structured approach to the understanding of how the experience
of interacting with SMAs can relate to peoples’ wellbeing.

We conducted a Systematic Literature Review, using Booleans for the intersections
between social media use, human-computer interaction, user experience and wellbeing.
The results, after the application of Inclusion, Exclusion and Quality criteria, consisted
in 24 full-text articles, published between January 2010 and October 2020. The search
was conducted in the following Digital Libraries: Taylor and Francis Online, Scopus,
ACM and ScienceDirect.

2 Four Touchpoints Between Social Media Use and Wellbeing

Whilst the study of the relationship between SMA use and wellbeing is still a trans-
forming topic, there is a group of variables that seem to mediate its polarity. Prominent
examples are self-esteem, which is positively related to better life satisfaction [6], and
social comparison, which can function as amediator in the negative relationship between
SMA use and well-being [7]. The role of social connection and belonging was also an
occurring theme in the discussed works, associating SMA use as a catalyzer for positive
connection feelings [8]. It can be observed that while a series of mediators are associ-
ated with the relationship between SMA use and well-being, it remains unclear which
psychological constructs or individual particularities are involved in this relationship.
The following section will approach the matter in a broader sense, discussing the four
hypothesized paths where SMA use can connect to users’ well-being and how.

2.1 Social Media Use and Technology-Related Behavioral Patterns

In the process of creating any product or service, designers can, intentionally or not,
influence the well-being and emotions of their users [9]. When analyzing the meaning
and emotional experience that comes fromSMAuse and its relationshipwithwell-being,
it is paramount to observe the behaviors and habits that are formed by this continued
interaction. The discussion of the relationship between technology use and well-being
is better defined as a net with multiple points and connections and less as a single path.
Therefore, the present section will discuss a few relationships between aspects of SMA
use and behavioral patterns.

A social app like Facebook or Instagram has a diverse set of functionalities. The anal-
ysis of the relationship between behavioral patterns and well-being focuses on specific
aspects of the apps, like the “infinite” feeds, notifications, or direct messages. Salehan
and Negahban [10] present findings where social media use intensity can function as a
predictor for smartphone addiction. The concept of addiction is an unusual and repetitive
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dependency of something, where the sum of the consequences for the individual is neg-
ative [10]. This addictive behavior, which is by definition harmful for one’s well-being,
does not come from SMA use in general, seems to come from a few aspects of how these
apps and smartphones are conceived.

The consequences of compulsive behavior in SMA use, like any excess, are associ-
ated with several negative outcomes for one’s well-being. Hartshorne et al. [11] observed
that SMA compulsive use harms the academic, physical, and social performance of col-
lege students. In the workplace context, Srwilai and Charoensukmongkol [12] have
found out that SMA addicted workers had less focused attention on their tasks and lesser
problem-solving skills. Regarding push notifications, a widely used artifice by SMAs
to recover users’ attention, Kushlev et al. [13] also point out that constant notification
exposure is related to ADHD-analogue symptoms and hyperactivity. It is important to
note that the adoption of a compulsive behavior towards SMA use also depends on exter-
nal factors, like personality or life events. However, it is questionable if the way SMAs
are designed provides tools for users to perceive and mitigate those behaviors.

The mere realization that technology can module certain aspects of our life does not
mean necessarily we lack the freedom to control that mediation. Dorrestjin and Verbeek
[9] point out that the role of design for wellbeing in technology is to provide the tools
to develop a critical and active relationship with them. Therefore, when we observe the
ways SMA uses mediates the relationship with technology in general, it is relevant to
question what kind of opportunities these products create: for a passive and potentially
compulsive use or a critical, conscious use pattern.

2.2 Interaction with Social Media Apps and Interpersonal Relationships

The main premise of most social apps is to connect the user with other people in an
easier and dynamic way. Nowadays, these connections can range from dear relatives to
potential clients or complete strangers. While apps like Facebook and Instagram are no
longer limited to that function, interpersonal connections are still a central theme when
discussing social media.

Social media apps act upon the way we connect and form bonds with other people,
creating anewcontextwhere knownand repeatedphenomena and tendencies canhappen.
However, technological advances will inherently influence on how we communicate
[14]. SMAs work actively upon our innate need to belong, communicate, and recognize
ourselves in others. Humans are naturally oriented to form and foster social bonds,
even in adverse conditions. For most people, the search for belonging and connection is
associated with better mental health and well-being [15]. This habit finds a new context
in social media. If before their invention we had to create opportunities for connection
through visits, letters, or phone calls, SMAs bring the potential of a seemingly constant
and quick connection. In some cases, the app can even encourage certain bonds, in
the form of curated notifications or the prioritization of one’s content in others’ feeds.
Roberts and David [4] found that the relationship between the “fear of missing out”
(FoMO) and social media is negatively related to wellbeing. The FoMO can be described
as the anxiety coming from the feeling that one is “missing” things are happening or
is uninformed. SMAs act upon these fundamental tendencies, but the consequences for
the users’ wellbeing depend heavily on how users themselves deal with those stimuli.
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Considering the human need to belong and maintain bonds, we can think about
SMAs as a new means to this end, like the phone or a visit. A tool with unique features,
that can be employed in different ways. The SMAs allows users to maintain bonds even
with their distant acquaintances. A very important construct SMAs can help building and
maintaining is the social capital, defined as the compound of accumulated resources from
the relationships with other people (emotional support, the possibility of having help in
emergencies, and others) [16]. When used in an active manner and for strengthening ties
that find ground in “real” life, SMA use can be beneficial to well-being. That positive
relationship comes from the feeling of belonging and social support [17, 18]. Even the
FoMO, which by itself is negative for wellbeing, can be positive when motivates social
connection [4]. Ultimately, when applied to strengthen bonds that find ground in other
forms of connection, SMAs can be positive for well-being.

As previously stated, socialmedia apps are not limited to social connections anymore.
Users are invited through algorithm-curated feeds to interact with celebrities, distant
people, brands, and various information sources The way and with whom one interacts
in SMAs can be divided into “passive” and “active” use [17, 18]. Active use means
creating content and engaging with other users’ content, as posting pictures, writing, and
answering comments. On the other hand, passive use is characterized by only consuming
and not interacting with other users’ content.

Considering the active and passive use patterns, while a predominantly active use
is associated with feelings of belonging and social support, passive use is associated
with feelings of rejection, loneliness, and negative comparison [18]. The predominantly
passive use can promote a false sense of social connection, bringing interactions that do
not contribute to interpersonal bonds. The persistence of this behavior can generate a
“social resources deficit” [19]. Chou and Edge [20] argue that users with more strangers
added on their social media and are passive users are more prone to negative comparison
with others. The intimate interaction with bonds that do not find ground in the “real”
world is pointed by Sbarra [14] as prejudicial for the actual close relationships. The use of
smartphones and SMAs in contexts where face-to-face interactions are also happening,
like a dinner or ameeting, can undermine the pleasure that comes from these interactions.
In what is behind, the use type and context can be perceived as relevant variables in the
emotional and meaning-related experiences with social media, and are closely related
to wellbeing.

2.3 Social Media Apps as Information Sources

From the moment we wake up, we are offered multiple opportunities for consuming
information, even without a clear reason or motivation. When checking a news feed
from any SMA, we are delivered all the information “lost” since the last session. From
an evolutive point of view, humans have an innate need of searching for information
[4]. SMAs act upon this drive, delivering a seemingly infinite source of content and
information.

When observing the escalade of the COVID-19 pandemic worldwide, this phe-
nomenon intensified. The search and spread of information about an unknown and new
disease became a necessity for one’s protection. During the pandemic, the constant infor-
mation flow was pointed by Gao et al. [21] and Rosenberg et al. [22] as sources of stress
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and fatigue. The World Health Organisation recommended conscious information con-
sumption about COVID, limited in closed sessions with clear goals and trusted sources
[23]. However, the endless and indiscriminate way social apps deliver information to
their users seems to go directly against these recommendations, leaving it on the users’
responsibility to break those cycles.

Infinite feeds and automatic content transitions, like on Instagram or TikTok, have
become design patterns in the most popular social apps. While these patterns provide a
more fluid experience, they also bring a massive flow of information, rising the potential
of a mental overload [24] and putting a barrier on conscious consumption. Information
overload is pointed by Zhang et al. [25] as a source of stress in SMA use. The design
patterns present in most SMAs seem to go on the opposite way of a healthy relationship
with content and information, leaving on the users’ side to identify and avoid prejudicial
behaviors.

2.4 The Tense Relationship Between Social Media and Self-image

As interactive products, SMAs provide the tools for presenting a curated and fine-tuned
self-image of ourselves to the world. While not every user behaves the same way, the
segmentation of circles, filters, and avatars provided by social apps emerge as a catalyzer
for this phenomenon. As with any tool, choosing exactly how we are going to present
ourselves to the world has both advantages and disadvantages. There is a certain lure
to the ability to play with different images of ourselves and others through social apps.
However, the constant exposition to curated, numerous, andmutable images of others can
bring negative consequences to how we see ourselves. Healthy and positive self-esteem
and self-image are directly related to one’s well-being [6].

Social apps provide us with a novel and constant offer of information about others,
what they do, where they eat, and how they dress for a day of work. In the first popular
social sites like MySpace, this group normally consisted of close friends and family. As
SMAs became more complex and diverse, the group was expanded to public figures,
celebrities, and digital influencers, figures whose fame is solely based on their online
presence. The way SMAs handle this flow can bring two fundamental consequences
to how we perceive ourselves: the formation of our self-image and the ability to be in
solitude, which influences self-esteem.

Self-esteem and social comparison are strong mediators of the relationship between
social media and well-being [5, 18]. Since SMAs provide a curated exposure of who
we are, the possibility of social comparison increases [5]. When consuming those ideal
images of others, users tend to perceive themselves negatively and feel less satisfied with
their own lives [20]. Considering the possible positive outcomes of that configuration, the
possibility of experimenting with different identities is pointed as an important actor for
teenagers building their self-image [16, 26]. Self-esteem acts as an important mediator
between SMA use and well-being: users that are already prone to negative comparison
will tend to feel negatively affected [17].

Another important component of the construction of self-image and self-esteem is
loneliness periods. With a world of information and interaction at the distance of a few
taps, solitude starts to seem like a problem to be quickly solved by SMAs. However,
solitude is a fundamental practice for an individual to develop new skills, self-evaluate,
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and transform [27, 28]. Turkle [29] argues that solitude moments are crucial to the
building of self-image. A moment of loneliness is crucial for an individual to decide if
their interactions should come from the anxiety of a push notification or a real desire
for connection. The way SMAs are designed seems to go on the opposite way of a
healthy relationship with solitude, favoring quick interactions to solve the “problem”
of solitude. Considering that self-esteem and self-images are important actors in well-
being, it becomes relevant to question how the interaction with SMAs acts upon these
two compounds.

3 Final Considerations

The current studies in the fields of Human-Computer Interaction and Psychology pro-
vide various known associations between emotions, behaviors, and interactions with
SMAs. Variables like self-esteem, use type, and the decision of consuming information
in a conscient way are relevant mediators between how SMA use affects our well-being.
However, most of these mediators are heavily dependent on the users’ own choices,
predispositions, and capability to adapt themselves. The path to a healthy and free rela-
tionship with any influencing technology can be seen as a critical, well-informed, and
active use, where every influence and consequence is known by the user. It is the role
of the designers and stakeholders involved in the project of any product to provide the
necessary tools, but a look at SMAs current design patterns leaves doubt if these tools
are being provided. Given that SMAs are apps made by and for people, we can argue
that they should adapt themselves to provide healthy and pleasurable interactions to their
massive user base.
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Abstract. Signages that elicit guilt is an effective strategy in influencing segre-
gation behaviour especially if it includes a statement of action and an appropriate
picture to illustrate the consequence of bad behavior. This paper examines the
direct effect of signage design factors: type of guilt statement and pictorial com-
ponent to guilt. Clarity of purpose was considered as a mediating variable between
the design factors and guilt, while guilt proneness was considered as moderating
variable between guilt and segregation behavior. The evaluation of the model was
done through a Structural Equation Model (SEM) with a data set count of 404.
There was no significant effect in the use of actual picture and cartoon in promot-
ing the clarity of purpose of a signage. The mediating effect of clarity of purpose
was established between the design factors and guilt, while guilt proneness also
moderated the relationship between guilt and segregation behavior.

Keywords: Affective design · Sustainability ·Waste segregation · Emotion ·
Structural equation modeling

1 Introduction

Proper trash segregation is one common solution to manage waste in urban areas. How-
ever, there are many barriers for its successful implementation such as public apathy,
lack of awareness regarding its environmental benefits [1] and the lack of intention to
segregate [2]. One possible way to promote waste segregation behavior is providing
information through proper use of signage. Signage, in this paper, is defined as a prompt
that contains pictorial and verbal components (images and texts) that are used to com-
municate information to the public. Several studies showed that signage is effective in
influencing behaviour, such as in the case of smoking [3], health [4–6], and sustainable
behaviour [7–9].

A signage can include an emotional message to promote certain behaviors. Fear
appeals, or persuasive messages that are aimed at eliciting fear, are commonly used
in advertising in order to divert certain behaviours that are harmful to oneself such as
smoking [3] and unsafe sex practices [4]. The use of guilt appeals have also been widely
used in behavioural change interventions, particularly when the target behaviours are
prosocial, such as in the case of donation behaviour [8, 10, 11] and environmental
behaviours [9]. Batson [12] and Tangney [13] have demonstrated that both empathy
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and guilt enhance prosocial behavior. However, in presenting information, one must
also recognize that one of the significant factors in determining the effectiveness of a
signage is clarity of purpose [14]. Verdonk, Chiveralls, and Dawson [15] discovered that
signage that embody positive messages to promote waste segregation behaviour were
unsuccessful because they were not motivational enough. Waste segregation behaviour
is classified as prosocial behaviour because protecting the environment requires a person
to think beyond themselves and consider the repercussions of their actions in relation
to others and the planet. As such, Batson [12] and Tangney [13] have demonstrated that
both empathy and guilt enhance prosocial behavior.

There are other factors that influence guilt arousal such as guilt proneness as people
who have a high level of guilt proneness tend to feel more compelling feelings of guilt
in a situation and respond to consequences with guilty responses across a wider scope
of situations [16].

Overall, there is still a lack of research regarding the effect of negative affect, specifi-
cally guilt, to waste segregation behaviour. The role of guilt in influencing environmental
behaviours has gained attention in the past years, however, the factors that come into play
in guilt arousal and decision-making have not yet been studied in the context of waste
segregation behaviour. Thus, this study aims to examine the following relationships:

1. mediating effect of clarity of purpose in the relationship between the signage factors
(textual and pictorial components) and guilt

2. guilt response and segregation behaviour
3. moderating effect of guilt proneness in the relationship between guilt and segregation

behavior.

The research framework is shown in Fig. 1.

Fig. 1. Research framework
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2 Method

2.1 Participants

Participants of the study are students, faculty, staff alumni and community members
of a local university in the Philippines that are of 16–60 years of age. Quota sampling
was used to gather 404 participants that are either students or staff of the university
and regularly purchase food from establishments within the campus or from food stalls
around the school.

2.2 Variables and Measurements

There were two independent variables considered in the experiment: textual and pictorial
component of the signage. The textual component had four levels, which are statement
of action, statement of question, suggestive statement, and factual statement. The pic-
torial component had two levels, which are photo and cartoon. A total of 8 different
combinations were tested by matching each type of verbal component to each type of
picture in the signage. These variables were considered binary variables in the structural
equation model.

The dependent variables are guilt and behavior. A 7-point scale was used to measure
the intensity of guilt (G) patterned afterWonneberger [17] and reworded to fit the context
of segregation. Guilt was measured with three items that composed a reliable scale (α =
.92). Self-reported perceived segregation behaviour was measured by two questions that
were patterned after the measure of perceived effectiveness using a scale from 0 (not
likely at all) to 10 (very likely) [14].

Clarity of purpose (COP) was considered a mediating variable between the sig-
nage design and guilt. A section on understanding was part of the post-observation
questionnaire to know the participant’s understanding of the context of the image. The
participant’s answer must be consistent with the actual context for them to have a higher
understanding score.

One moderating variable was considered between guilt and sustainable behavior
which is guilt proneness (GP). Guilt proneness (GP) was measured using the GP-5 scale
proposed by Cohen, Kim, and Panter [18]. The score of the 5-scale guilt proneness tool is
measured by computing for the average of the 5 questions. The higher the score obtained
in the GP-5, the higher the level of the guilt proneness of the participant.

3 Signage Design

3.1 Photo Selection

The appropriate photo to be included in the signage was chosen following the method of
theCategorizedAffective PicturesDatabase (CAP-D) [19].A photo database that depicts
the consequences of improper waste segregation were collected from the Internet. Top
five photos per consequence were selected and narrowed down by asking 97 people in a
preliminary survey to identify the context of the photos. The responses were classified
into three unique contexts: dirty/contaminated water, water near trash area, and a person
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placing water in a bottle. These three contexts were used to search top photos in the
Internet to use in the second survey. The top five photos obtained after the search were
paired with a “statement of action” to create a “signage.” Each participant rated the
strength of guilt felt from the provided image through a Likert scale that was adapted
from Basil, Ridgway, and Basil [20] in the second survey. The intensity of guilt was
measured to determine the photo that will elicit the highest guilt. The photo that obtained
the highest score in terms of the intensity of guilt was used in the final experiment.

3.2 Pictorial Component

The photo chosen was animated or in other words, turned into a cartoon version. The
animation of the photo was done to provide the levels for the independent variable,
which are PHOTO and CARTOON. The animation of the photo was done by a graphic
designer.

3.3 Textual Component

After selecting the final photo from the second survey, guilt appeal statements were
generated to be placed on the signage. Since the context that was chosen was “water
pollution”, the guilt appeal statements were framed in the context of water pollution
and can be seen in Table 1. The statements were carefully formulated by following
the method of constructing each of the four statement types presented by Huhmann and
Brotherton [21]. This was done to ensure that each type of statement conveys the essence
of the message.

The text of signage was in font style Sans Serif, a font recommended because it is
easy to read [22]. It was also recommended that the font color be either black or white.

It was ensured that both the photo signage and the cartoon signage had consistent
font styles, font sizes and placement of the texts to avoid any external bias. The Sample
signage are shown in Fig. 2.

3.4 Questionnaire

The first section of the questionnaire collected background information. The list of
questions are summarized in Table 2.

3.5 Procedure

The social media platform “Facebook” was used in order to invite participants to join the
study. The invitation to participate was posted on Facebook containing the information
regarding the schedule, qualifications and compensation were given to those who joined.

A screening process was conducted via video call. Theywere asked about their status
at theUniversity and if theypurchase food fromestablishmentswithin the campusor from
food stalls surrounding/nearby the school to ensure that the participant has interacted
with the segregation bins when he/she disposes of food purchased from food stalls inside
and outside the university. Since segregation bins are always present where people can
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Table 1. Guilt appeal statements

Definition Statement formulated

Statement of action The statement of action reports
personal behaviour that should or
should not occur

Your failure to segregate trash
contributes to the pollution of our
waters

Statement of fact The statement of fact reports
circumstances or information that
may produce guilt

In the Philippines alone, there are
595,248 tons of garbage getting
leaked into our oceans yearly

Suggestion A suggestion recommends future
action or proposes that one should
participate/engage in a certain
behavior

You should segregate your trash to
lessen the pollution leaking into
our waters

Question Asks about one’s thoughts,
feelings, or behavior

When did you last segregate your
trash and think about how you
contribute to the pollution of our
waters?

Statement of Action (Picture) Suggestion (Picture)

Statement of Fact (Cartoon) Question (Cartoon)

Fig. 2. Sample signage

buy food, and sit down and eat their food, it is assumed that they dispose of their trash
in these bins. Furthermore, segregation bins are present almost everywhere inside the
university which means that they interact with the segregation bins one way or another.

When all screening requirements are passed, an email containing a link to the ques-
tionnaire was sent to the participant. A between-subject design was used where one
participant was only exposed to one of the eight signage. To make sure that there was no
repetition of respondents, access to the survey was only through a unique link sent via
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Table 2. Survey questions

Variable Question

G1 I felt guilty about the thought of carrying out improper waste segregation after
seeing the signage

G2 I felt sorry regarding my possible contribution to the effect of improper waste
segregation after seeing the signage

G3 I felt regretful if I did not follow proper waste segregation after seeing the signage

COP1 When I saw the signage while disposing my trash, I depicted the image show in the
signage as “Water Pollution”

COP2 It was clear in the signage that water pollution is an effect of improper waste
segregation

GP1 At a coworker’s house warming, you spill red wine on their new cream-colored
carpet. You cover the stain with a chair so that nobody notices your mess. What is
the likelihood that you feel that the way you acted was pathetic?

GP2 You lie to people but they never find out about it. What is the likelihood that you
would feel terrible about the lies you told

GP3 Out of frustration, you break the photocopier at work. Nobody is around and you
leave without telling anyone. What is the likelihood that you would feel bad about
the way you acted

SB1 How likely are you to segregate your trash after seeing the signage above?

SB2 The signage has an impact on your segregation behavior

email. Once the participant passed the screening process, an email containing a unique
link was sent to the participant on their chosen schedule. Each link only accepts one
response.

3.6 Data Analysis

Data collectedwere analyzed using structural equationmodeling (SEM).Themoderating
effect of guilt proneness was analyzed by investigating the direct and interaction effect of
guilt (G) and guilt proneness (GP) to segregation behavior (SB). Double mean centering
in data transformation of interaction. Results of the SEM were used to derive model
parameter estimates. Model fit was evaluated using several fit indices. The SEM was
analyzed using the AMOS software.

4 Results

4.1 Participant Demography

A total of 404 participants were included in the study of which 56% are females. The
minimum age of participants is 16 while the maximum is 54 years. The median age is
23 years.
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4.2 Structural Model

A covariance structure analysis was conducted by constructing the paths of each factor
using maximum likelihood method. Based on the goodness-of-fit of the basic measure-
ment model, the model was improved by using a modification index (MI) that was based
on theory. The goodness-of-fit index (GFI= 0.81), adjusted goodness-of-fit index (AGFI
= 0.75), and RMSEA = 0.10 of the revised model showed fair fit.

The results of the analysis of the structural model is shown in Table 3. Significant
results were highlighted with asterisk.

Table 3. Path coefficients of structural model

Estimate S.E P

COP Question −0.20 0.09 **

COP Fact −0.25 0.09 ***

COP Suggestion −0.19 0.09 **

COP Picture 0.08 0.06 0.24

GUILT COP 1.09 0.19 ***

GUILT Question −0.08 0.15 0.57

GUILT Fact −0.18 0.15 0.22

GUILT Suggestion −0.19 0.15 0.19

GUILT Picture 0.17 0.10 0.09

SB GPRONE 0.27 0.11 *

SB GUILT × GPRONE 0.57 0.19 **

SB GUILT 1.17 0.08 ***

The type of statements was binary coded in the model with statement of action as
reference. The results show that the statement of action has a stronger effect compared
to all the other types of statements as indicated by the negative coefficients. It also shows
that the statement is the one creating the feeling of guilt as all the pictures are the same.

There was no significant difference in the use of cartoon or actual picture in eliciting
guilt feelings. This is probably because the picture had already been screened and was
found to elicit guilt. The same picture was cartoonized but was able to preserve the
important aspects of the picture.

The mediation effects of clarity of purpose to guilt are statistically significant across
all guilt appeal statements. The path coefficient estimate indicated that the paths between
clarity of purpose and guilt response are significant and positive. When the message of
the signage is clear the guilt response is also high. The respondents had to understand
the context or the purpose of the sign in order to feel guilt and had they not inferred
from the sign that improper waste segregation leads to water pollution, the emotional
response would have not been triggered as strongly.
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The moderation effect of guilt proneness was also established in this study. Guilt,
guilt proneness and the interaction of the two are significant which are the necessary
conditions for moderating effect.

The path between guilt and segregation behaviour are significant and positive and
also is the interaction between guilt and guilt proneness. People who experienced higher
guilt through the signage reported a higher value of self-reported perceived segregation
behaviour. This is expected as many studies have proven repeatedly that guilt elicited in
the presence of a transgression increases commitment to subsequent helping behavior
[23].

5 Discussion

The current study proposed two ways of presenting guilt appeals, through cartoon visu-
als and photos (realistic images) which are important components in eliciting guilt [21].
Although the result was statistically insignificant, it can be inferred that the use of
the photo may have a little advantage in eliciting guilt when influencing segregation
behaviour. The cartoon illustration could have been interpreted in multiple ways espe-
cially since the visual is not as concrete as photos. Similar to the current study, Rodriguez
[24] compared using cartoons and real photos in presenting information, and it was found
that more time is required when identifying the meaning of a cartoon illustration in a
given situation. The variation in the time it took for participants to imagine themselves
disposing of their trash may have resulted in different interpretations of the situation
presented by the cartoon illustration.

Upon interviewing the participants, those that observed the photo stated that the
situation presented is easy to empathize with because it is something that they are able to
visualize in real life. Rodriguez [24] found that between actual and cartoon photographs,
actual photos are more reliable while cartoon photographs can be more persuasive,
meaning they could compare it better to real-life situations. Therefore, it would be valid
for the photo to elicit higher guilt because the photo allows the participant to see what is
truly happening in real life. On the other hand, when a photo is animated, it loses certain
elements of reality; it loses detail and it becomes difficult to appreciate it for what it
truly is. The quality of the cartoon doesn’t mirror real life unlike the photo.

Though there were a number of studies present in literature that examined guilt
appeals, it was not previously known what factors make up an effective and successful
guilt appeal. This studywas able to identifywhich guilt appeal statement ismost effective
for eliciting guilt. The ‘statement of action’ was found to be themost effective in eliciting
guilt. The statement of action informs the audience ofwhether they should followor avoid
certain behaviours by supporting or rejecting the idea of doing them [25]. It tells them
that they disobeyed or potentially disobey a rule or guideline through their actions [21].
Somehow, such information allow them to have some kind of reflection and motivate
them to do what is right.

Clarity of purpose was found to have mediating effects on the relationship between
the signages and guilt. In eliciting guilt to influence waste segregation behaviour, the
audience must understand the context and message of the signage. The results suggest
that the users understood that the photo is depicting water pollution, and the signage
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shows that water pollution is an effect of improper segregation. The novelty of the sign
prompted the viewer to “infer” the intended meaning in order to act on the behaviour
that the signage is suggesting.

The results of the current study also found that the general population’s segregation
behaviour was significantly affected by the guilt that was elicited through the signages.
Literature showed that one of the major reasons why people do not segregate was due
to lack of awareness of the consequences of improper segregation. People do not see
the importance of properly segregating their trash. Hence, the current study proved
that when people are informed about the consequences of improper segregation, the
awareness provided by the signage motivates them to act on their misbehaviour. Such
as is in the case of smoking advertisements that show ill-effects of smoking on user’s
health; a number of studies have found that showing graphic images and showing the
negative effects of smoking on a person’s health led to increased willingness to quit [26].
Similarly, placing a signage that gave information onAIDS and death rates directly above
a box of condoms actually encouraged users to take them. This goes on to give more
evidence that when people are informed about the consequences of a certain behaviour,
they are more willing to change their behaviour in a positive way.

The study also gives insights on the use of guilt for encouraging environmental
behaviour. The current study proposed that guilt would be the most appropriate emotion
to use for environmental behaviour. This is because environmental behaviour is actually
classified as a prosocial behaviour, and guilt is one of the most powerful motivators for
behaviours of the same type. Guilt is an emotion that arises after a moral transgression
[27] and what follows is the tendency to make up for the wrongdoing and to undertake
actions to lessen the damage caused by the individual [28]. The findings of the current
study provide more evidence of the Negative-State Relief Model of Batson, which states
that people have an innate drive to reduce negative feelings. The guilt elicited upon
seeing the signages was able to improve willingness to segregate. For future studies, it
may be worthwhile to test actual behaviour using these signages.

Guilt proneness was also found to be a significant determinant of guilt. However,
when creating guilt appeals, it is best to use the photo instead of a cartoon especiallywhen
considering guilt proneness. Furthermore, it is also best to use the ‘statement of action
when creating guilt appeals, and only on the basis of guilt proneness as a determining
factor.

6 Conclusion

Signages eliciting guilt is an effective strategy in influencing segregation behaviour
especially if it includes a statement of action and an appropriate picture to illustrate
the consequence of bad behavior. Clarity mediated the relationship between the signage
factors and guilt response. Guilt was found to be an effective predictor of self-reported
perceived segregation behaviour across all signages. Guilt proneness was also found to
moderate the effects of the signage factors to guilt.

The findings of the study can serve as a substantial guide for those who are looking
to create proper waste segregation signages, or signages aimed at encouraging environ-
mental behaviour. It will prove useful to those who are designing awaste disposal system
and are looking for a simple yet effective solution to the problem of waste management.
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Abstract. Products can be assigned to a brand by their visual similarity. An
important factor here is the shape of the products. Previous methods for deter-
mining similarity for brand affiliation can only be applied to products with the
same layout. For products with different structures (e.g. power tools), no methods
exist for the 3D shape. Here, there is a need for research in order to be able to
specifically design products similarly (or dissimilarly) for brand affiliation. The
shape parameters that are independent of layout and are highly relevant for this
purpose are determined on the basis of the perception (evoked feelings) of shapes.
The approach implies that the communication of the corporate identity also takes
place via the product appearance. Similar perceptions of the products lead to a
perceived similarity. The results are based on a literature review of research in
the field of affective design, emotional design and kansei engineering. The fol-
lowing 3D shape parameters were determined as important in descending order:
edge/corner type, line and surface type, element amount (number of lines/edges
and surfaces). Furthermore, the shape parameters are specified in 3D space.

Keywords: Affective design · Perception · 3D shape · Brand affiliation ·
Industrial design

1 Introduction and State of the Art

The product appearance has significant influence on the consumer acceptance and suc-
cess on the market [1]. It is very important to be competitive with other products within
the same category [2]. An important part of product appearance is brand recognition
and affiliation. Aesthetic product design leads to positive brand evaluations and serves
to categorize products and brands, influencing customers’ opinions of the product and
brand [3]. The visual assignment to a brand can be abstracted based on a high degree of
similarity between the products [4].

In addition to color, graphics, and logos, brand affiliation can be achieved through
similar shape language. Previous research regarding shapes mainly considers products
with the same layout (e.g. cars) [5]. Relevant shape features for brand affiliation are
identified and compared between products. Mostly, only outlines and contours of the
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shape features are considered in 2D representations (e.g. [4, 6]). This assumes that the
same shape features are found in largely identical positions in all products. For product
portfolios with products of different layouts (e.g. power tools) these procedures are not
possible. Here, the complete use of 3D shapes (specific freeform surfaces) must be con-
sidered. With this knowledge about relevant shape parameters and their characteristics
and weighting, products can be designed in a targeted, efficient and brand-specific man-
ner. There is a need for research in this area. Only Wallace and Jakiela [7] mention the
importance of corner design in this context.

In order to determine relevant shape parameters, an approach based on research in
affective design, emotional design and kansei engineering is presented. This is based on
the fact that products have an impact on the user through their physical attributes [2].
In addition, brands have identities (corporate identity), which in turn are ideally also
communicated through the brand’s product appearance [8]. Accordingly, it is assumed
that similar (or dissimilar) product perceptions have an impact on brand affiliation. From
this, it is concluded that shape parameters, which have a large influence on the product
perception, are at the same time relevant for brand affiliation.

The paper presents an approach to the relationship between shape and perception of
product shapes for brand affiliation based on a literature review of research. From this,
recommendations for the use of shape parameters for brand affiliation are derived and
specified.

2 Approach

The direct link between product shape and brand affiliation has already been discussed
in many studies [5]. In some cases, the product perception has also been mentioned [6].
One research uses shape perception as a bridge between geometric properties and the
determination of brand recognition and design freedom [9]. An important factor for the
perception of products on users is the product shape [2]. According to Norman’s model
[10], emotional design consists of three parts: visceral design (appearance), behavioral
design (pleasure and effectiveness of use) and reflective design (self-image, personal
satisfaction, memories). In this context, the visceral response is particularly relevant
as the first impression of the product design. Kim et al. [11] summarizes that affect is
an object-oriented impression of the product, while emotion is an introspective feeling
to external or internal events. Since the two terms are closely related, they are used
interchangeably in research [12]. Part of kansei engineering is to design the product in
such away that intended feelings are evoked [13]. The corporate identity, or the character
of a brand, is intended to create a unified impression among the products of a brand for
brand affiliation [8].

Accordingly, the direct link between shape and brand affiliation can be used on the
one hand, and the indirect link via the perception of shapes on the other (see Fig. 1).
However, previous methods for the direct link between shape and brand affiliation are
largely layout-dependent and based on single shape elements [5]. In order to determine
structure-independent shape parameters for brand affiliation, the indirect link is used
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backwards. The identified layout-independent shape parameters (influencing product
perception) can then be used to subsequently influence brand affiliation. The specific
perceived properties of the shapes are not important for the time being. The two ways
from the shape to the brand affiliation and this approach are visualized in Fig. 1. With
the new approach it is possible to influence the relevant shape parameters on the basis
of the findings on the perception of shape and in this way to establish characteristics for
brand affiliation.

Fig. 1. Visualization of the direct and indirect link between shape parameters and brand affiliation
(layout-dependent) and the approach (layout-independent)

3 Literature Review on Product Perception of 3D-Shapes

Publications are analyzed which deal with the perception of 3D product shapes bymeans
of structure-independent shape parameters. Independent shape parameters are function-
ally neutral and describe mainly the general (global) surface usage. This overall shape
definition already has meaningful effects [14]. Further requirements for the publica-
tion are that the products are shown in 3D surface form and not only in line form. The
context of industrial design is also important. Accordingly, size, volume, composition
(including symmetry) and orientation are not relevant. Also the combination of several
shape parameters to terms like “organic” or “geometric/angular” are not purposeful (e.g.
[15–17]). The overview (Table 1) is structured according to author, year, naming (terms
instead of perception), example product, studied shape parameters (including mentioned
shape characteristics) and type of research. In the case of the shape parameters, it is also
indicated which shape parameters were found to be particularly significant within a
study. Only the relevant shape parameters are mentioned in the overview. Most studies
have also investigated a variety of other non-shape factors, which are not the focus of
this paper.
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Table 1. Overview of determined shape parameters and their characteristics

Author, year and
naming

Shape Parameter and
characteristics

Product Type

Chen and Owen 1998
[18] Stylistic
description

Edge type (sharp, step,
fillet, bevel, round)
Corner type (sharp,
step, fillet, bevel, round)
Face type (radii)

Cube, (furniture) Proposed method

Pham 1999 [19]
Aesthetic properties

Curvature (smoothness
of transitions, change)
Convexity
Surface type (plane,
single/double curved,
warped)
Number of features
Line/curve type

- Literature analysis

Chuang and Ma 2001
[20] Product image

Corner type (small,
large rounded)
Convex curvature
surface

Micro-electronic
products

Survey

Hsiao and Tsai 2005
[21] Product image

Line (different arcs)
Surface (different arcs
(convex))
Fillet radius (different
radii or sharp)

Electronic Door lock Proposed method

Hsiao and Chen 2006
[22] Affective
responses

Corner type (sharp,
large arc)**
Surface type (flat,
curve)*
Line type (straight,
curve)*
Element amount (less,
more)*

Kettle, sofa,
automobile

Survey and experts

Perez Mata et al. 2017
[23] Product
perception

Lines ratio
(straight/curved)*
Complexity level
(number of modules)*
Corner ratio
(curved/sharp)

Vase Survey

Kapkın and Joines [24]
Perceived meaning

Edge roundness (radii)*
Edge and corner
roundness (radii)*

External hard drive,
soap dispenser

Survey

* & ** [22]: high ranked by experts; * [23, 24]: significant impact
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4 Results and Discussion

Based on the number of mentions and the characteristics, a tendency can be determined.
The corner type is namedmost frequently, distinguishing between sharp and curved with
different radii. Only one publication mentions further corner types [18]. Subsequently,
surface type and line type are mentioned by most authors. Characteristics are flat and
different curvatures for the surface type and straight and curved for the line type. Third
most frequently the number of elements and the edge type are mentioned. In addition,
one publication mentions convexity and curvature in general [19].

The authors of the researches from Table 1 only partially use the same terms for
the shape parameters and vary in their number. It should be emphasized that only in
two publications [18, 24] corner and edge are mentioned at the same time. All other
publications use only one of the terms. Moreover, it becomes clear that edge and corner
type are usually identical [18]. Therefore, a suitable 3D shape description model is
developed for the interpretation of the results.

4.1 Model for the Description of 3D Geometric Shape Parameters

The description of 3D freeform surfaces can be done locally based on the curvatures at
each point [25]. Globally a distinction between surface and edges (surface boundary)
is necessary. A surface is characterized by a largely monotonous curvature [26]. In
contrast, an edge is characterized by high relative curvature changes. Edges can be
visually perceived by shading with large gray differences [27]. In extreme cases, an edge
is not rounded at all, or is rounded to such an extent that it no longer exists as an edge
and no longer represents a surface boundary. The differentiation of line and edge refers
to the creation of surface patches with lines as boundary [28]. Thus, the surface contains
properties of the lines. If two surface patches do not have a continuous transition, a hard
edge is created along the separating line. If this non-continuous transition is rounded,
the edge along the line becomes softer (see Fig. 2). In the case of a continuous surface
transition, the separating line between the surfaces is not visible. The edge is, so to speak,
the cross section along the line. The smaller the rounding of the edge, the more clearly
the underlying line is recognizable. A corner is created when three or more edges meet.

Among other things, the 2D description of a corner leads to ambiguities in the
interpretation. Here the combination of two lines is sufficient. Thus, an edge that runs
along a line in the direction of view can also be interpreted as a corner. This ambiguity
and the 3D shape description model are visualized in Fig. 2.

4.2 Interpretation of the Results with the 3D Shape Description Model

If we assume that corner type and edge type are mostly identical [18] and that edges
are often interpreted as corners according to chapter 4.1, edge and corner can be com-
bined into one parameter “edge/corner”. This is supported by the largely identically
named characteristics of edge type and corner type (sharp, curved/radius/arc: round-
ness). Accordingly, this shape element would also be the most important for shape
perception. This is supported by the studies of Kapkın and Joines [24], according to
which even small changes in the roundness of the edges already have an effect on the
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Fig. 2. Visualization of 3D line, face, edge, corner and the ambiguity of interpreting corners in
2D view.

perceived meanings. Wallace and Jakiela [7] also confirm this high relevance for brand
affiliation. In the following, line type and surface type can be mentioned as the next
important shape parameters. These are also described by Hsiao and Chen [22] as almost
equivalent. In the case of surface patches, they cannot be considered completely sepa-
rately, since they may influence each other. Line and surface types are described mainly
by their curvature. Only two publications go into further details of curvatures of surfaces
(especially convexity [19, 20]). As last relevant factor the number of elements can be
described. Here the number of edges or lines and surfaces on the product is relevant.

In general, the research does not provide any information on the extent to which these
shape parameters influence each other. Moreover, only the simpler shape characteristics
have been researched so far (e.g. different radii). Further details of the edges, lines and
surfaces, such as the style properties mentioned by Giannini et al. [26] (e.g. tension,
acceleration) have not been investigated in this context so far. It should also be noted
that the relationships between the geometric factors and their perception do not have to
be linear [24].

5 Conclusion and Outlook

This paper describes an approach to determine relevant shape parameters for the brand
affiliation of products with different layouts. For this purpose, the assignment to a brand
by similar shape perception of the products is used. For the determination of relevant
shape parameters, research in the field of affective design, emotional design and kansei
engineeringwas analyzed. For the interpretation of the results, a generalmodel for the 3D
shape parameters was created. As a result, the following shape parameters are relevant
for the product perception with their characteristics in descending order: edge/corner
type (sharp, different radii), line and surface type (straight, different curvatures and flat,
different curvatures), element amount (number of edges/lines and surfaces). This order
also corresponds to the recommendation of the shape parameters for the generation of
brand affiliation or differentiation on the market.

As a next step, the shape parameters determined should be validated in the context of
brand affiliation. It is also interesting to see to what extent the shape parameters influence
each other and how large geometric changes may be for assignment to a brand. It should
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also be investigated whether further details of the shape characteristics according to
Giannini et al. [26] (such as tension and acceleration) can be used for brand affiliation.
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Abstract. This study discusses the investigation of how both cognitive and affec-
tive factors bring significant impact on the usability in e-commerce website selling
consumer products. It raises a question of which one is more dominant, whether it
is cognition or affect for consumer experience? It is a critical thing to investigate.
Eye tracking analysis is utilized to emphasize concerns related to comfortable
display. A case study on a popular e-commerce website of consumer products in
Indonesia was taken to validate the proposed model. Through Structural Equation
Modeling (SEM), it shows that affect was found to be more dominant than that of
cognition in affecting to usability. In order to provide more applicable improve-
ment strategy related to efficiency of display, eye tracking analysis was used. The
analysis referred to metrics that have been designed in the research of Ehmke and
Wilson [1] which focuses on the number of fixations and revisits in the Area of
Interest (AOI). The most critical proposed improvement was that to change the
location of the product price ordering menus so that they are adjacent to where
the search results filter elements are located in that e-commerce website. Practical
and theoretical implications were discussed as well.

Keywords: Affective · Cognitive · Usability · e-Commerce website · Kansei

1 Introduction

1.1 Background and Research Motivation

Both cognitive and affective process have been taken into account for both product and
service interaction. It leads to the usability of product and service. Not only cognitive
based, the product and service usability also consider the affect or emotional needs of
customer. The cognitive aspect of usability is shown through ease of use, identification,
download delay and trust, whereas the affective one is through colors, images, shapes,
and perception of information system. Hence, a unified cognition and affect provides a
comprehensive human information and processing system which leads to any forms of
customer intention as a consequence.

Cognition alone is insufficient in representing a whole experience of customer inter-
actionwith product and services. Affect will complement this human-system interaction.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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As a result, both affective and cognitive evaluation will bringmore complete information
for product and service development. According to Khalid and Helander [2], affect or
Kansei will make judgement faster than cognition. For instance, affect will be responsi-
ble for assessingwhether the environment is safe or dangerous. Cognition is quite related
to formulation of meaning and beliefs due to perceived information.

As discussed earlier, usability is positioned to be a consequence due to complex
process of cognition and affect in service or product interaction. A recent study by
Prastawa et al. [3] tried to build a comprehensive model of affective process, cognitive
process, and usability taking into account e-learning as the empirical study involving
undergraduate students as respondent. However, the opportunities for conducting this
study are still prospective. Limitations on the diverse of service settings and also the
number of respondents motivate this current study. Hence, it is still quite interesting
to explore more the interaction of affective-cognitive-usability (known as ACU model)
incorporating different service settings as a way to investigate the generalization of the
proposed model.

1.2 Problem Statement

Studies on the relationship between affective, cognitive, and usability (ACU) is still
relatively rare. Recent study byHartono andRaharjo [4] shows that affect (as represented
by Kansei) and cognition have proportional weight on customer loyalty. Cognition here
is represented by overall satisfaction due to rational assessment of perceived service
quality. More specifically, Kansei and cognition account for 24% and 28%, respectively.

E-commerce website is a vital feature of online business information platforms, and
it is full of complex customer mental process experience. Study by Prastawa et al. [3]
shows that cognition is still found to be the primary determinant of usability. Once it is
replicated to other product experience or service settings, the results could be different.
Nevertheless, a study on ACU model in services is very potential to explore. Which
one is more dominant whether cognitive or affective process in influencing the usability
performance, is deemed to be quite interesting. It is especially for product or service
designer in tackling issues on which product or service attributes are critical to customer.

1.3 Objective and Question

This study has two main objectives as follow. First, it is to examine and analyze the rela-
tionship among the constructs of affect, cognition, and usability (ACU) for e-commerce
website of consumer products incorporating eye tracking analysis. A modified model of
ACU (i.e., modification from [3] and an empirical study on a very popular e-commerce
website in Indonesia) are reported. The second is that to formulate the improvement
strategies for e-commerce website services based on the findings of path model above.
Study on the investigation of e-commerce service attributes or components is interesting
nowadays, especially in the pandemic since many people are involved in Work-from-
Home (WfH) activities. It is so obvious the use of internet or online platform including
e-commerce transaction is very intensive.
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2 Methodology

This study applied survey interviewand face-to-face questionnaire as a powerful research
method in exploring framework [5] and proven effective [6, 7]. Convenience sampling
was used. Adopting the previous A-C-U framework [3], there were 3 hypotheses:

H1: Cognition has positive impact on Affect at the e-commerce website transaction
H2: Affect has positive impact on Usability at the e-commerce website transaction
H3: Cognition has positive impact on Usability at the e-commerce website transaction

The respondents aged 19–24 years old with number of 56 subjects and were deemed
sufficient for theStructural EquationModel Partial Least Square (SEM-PLS) [8] andwith
minimum of 39 sample [9]. The rationale is as follows. This is obtained from the average
range of the number of samples needed to perform the analysis using the Structural
Equation Model Partial Least Square (SEM-PLS) based on previous research. Based on
previous research conducted by the Nielsen Norman Group, the minimum number of
respondents in an eye tracking study in order to get stable results is 39 people. Thus, the
determination of the number of samples of 56 people is deemed correct in conducting
this research. This has also taken into account the possibility of failure in the recording
of respondents in collecting eye tracking data.

The user being researched was given a task to do when the user accesses the e-
commerce website which can be called a task. This task represents the core activity of
e-commerce. The task is designed to create uniformity for all respondents who are tested
using either the questionnaire method or eye tracking. The results of the questionnaire in
the formof aLikert scalewere analysed using theStructural EquationModel Partial Least
Square (SEM-PLS) with the help of SmartPLS software. The results of data processing
using the SmartPLS software answered the designed hypotheses.

3 Results

Using the SEM-PLS, the validity and reliability tests for the survey instrument were
done. Through several iterations, the final path model was set, valid and reliable. It
is shown in Fig. 1. The Goodness of Fit (GoF) of 0.8594 showed that the cognition
and affect can explain 85.94% of the usability. All t-statistics values at all alternative
hypotheses were greater than the significant value at the alpha of 5% (i.e., 1.96). The
relationship between X1 and X2 is 10.59; between X1 to Y is 3.97; and between X2 to
Y is 4.42, where these three values were greater than 1.96. This means reject H0. Thus,
based on these results it can be concluded that the cognitive and affective aspects had a
significant effect on user usability in using the e-commerce website.

Hence, both cognition and affect had a significant effect on the usability. It shows
that affect was more dominant than cognition in affecting usability. In other words, in a
case of e-commerce, affect was more important than that of cognition.

Through quadrant analysis, subjected to user perception and factor loading of struc-
tural model, there were two critical attributes, i.e., (i) The user is aware of any errors
occurred, and (ii) The user can cancel any orders made. In formulating improvement
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Fig. 1. A significant structural model Affective-Cognitive-Usability (ACU) in e-commerce
website

strategy, eye tracking analysis was used according to the number of fixations and revisits
in the Area of Interest (AOI). Both are related to error prevention.

4 Discussion

According to the findings of path model and hypotheses testing, cognition was proven
significantly as the antecedent of affect. This confirms the previous study by Hartono
and Tan [6]. Comparing the effect on usability, the affect construct was more dominant
than that of the cognition. It was shown by the path coefficient of affect (0.433) which
was higher than that of the cognition (0.404) on usability. It was unique and interesting
since the respondents’ rationale and feeling was proportional when it came to the case
of e-commerce website.

More specifically, in the usability attribute “Efficiency – I can achieve my goals
quickly and economically when using the e-commerce website” was critical. Indeed,
both rationale and emotion were merged and equally important when it was dealing
with e-commerce website experience. Afterward, through eye tracking, the details of
problem related to fixations and revisits on area of interest (AOI) and how to solve it
were formulized. The average fixations and revisitswere deemed to be sufficient input for
improvement. An example of AOI for a certain task related to variable “error prevention”
is provided in Fig. 2.

The error prevention issue was becoming the prominent concern. Some proposed
improvement strategies were as follow. First, to change the location of the product price
ordering elements so that they are adjacent to where the search results filter elements are
located. Second, to provide a list entry containing words that are close to the keyword
when the user types the keyword in the search box. Third, to provide word suggestions in
the error description in the form of correcting keywords that can be clicked directly to go
to the search for that word. Fourth, to remove the “Other” element and position the order
cancellation element which can be directly selected in the order list view. One example
of a comparison between the existing and proposed condition is shown in Fig. 3.

This study has limitations at the relatively small sample size, service setting, and
previous research studies on the similar topic.
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Fig. 2. AOI for task related to error prevention

Fig. 3. A comparison between the existing condition and proposed design related to change of
ordering and filtering product

5 Conclusion

This study has proposed and validated themodel of affect, cognition, and usability (ACU)
by taking into account an empirical study on e-commerce website of a popular business
in Indonesia. It is hoped that the e-commerce service provider may use this study as a
practical guidance for making their business more effectively and efficiently.

This research is expected to be useful for e-commerce companies and academics.
For e-commerce companies, this study provides an illustration that the usability aspect
of an e-commerce website is also part of the quality of the website, so it is important
to pay attention to the website’s performance in accordance with customer expectations
as a user. The results of this study are also expected to provide guidelines or references
for designers and developers of e-commerce websites in designing, developing and
improving website designs so that they meet the usability aspect by paying attention to
the cognitive and affective aspects. For the academic community, this research is expected
to provide a reference on usability testing by considering cognitive and affective aspects
which refer to the indicators of the Affective-Cognitive-Usability integration model
through questionnaire instruments and eye tracking methods.



44 M. Hartono et al.

Acknowledgment. This study was supported by the research grant from theMinistry of Research
and Technology/National Research and Innovation Agency of Republic Indonesia 2020 under
scheme of Basic Research of Higher Education Excellence (PDUPT) with theme of Kansei
Engineering for Robust Design.

References

1. Ehmke, C., Wilson, S.: Identifying web usability problems from eye-tracking data. In: People
and Computers XXI HCI.But Not as We Know It - Proceedings of HCI 2007: The 21st British
HCI Group Annual Conference (2007)

2. Khalid, H.M., Helander, M.G.: Customer emotional needs in product design. Concurr. Eng.
Res. Appl. 14(3), 197–206 (2006)

3. Prastawa, H., Ciptomulyono, U., Laksono-Singgih, M., Hartono, M.: The effect of cognitive
and affective aspects on usability. Theor. Issues Ergon. Sci. 20(4), 507–531 (2019)

4. Hartono, M., Raharjo, H.: Exploring the mediating role of affective and cognitive satisfaction
on the effect of service quality on loyalty. Total Qual. Manag. Bus. Excell. 26(9–10), 971–985
(2015)

5. Voss, C., Tsikriktsis, N., Frohlich, M.: Case study research in operations management. Int. J.
Oper. Prod. Manag. 22(2), 195–219 (2002)

6. Hartono, M., Tan, K.C.: How the Kano model contributes to Kansei Engineering in services.
Ergonomics 54(11), 987–1004 (2011)

7. Hartono, M.: The modified Kansei Engineering-based application for sustainable service
design. Int. J. Ind. Ergon. 79, 102985 (2020)

8. Ulum, M., Tirta, I.M., Anggraeni, D.: Analisis structural equation modeling (SEM) untuk
sampel kecil dengan pendekatan partial least square (PLS). Prosiding Seminar Nasional
Matematika Universitas Jember, pp. 1–15 (2014)

9. Nielsen, J.: How many test users in a usability study? (2012). https://www.nngroup.com/art
icles/how-many-test-users/

https://www.nngroup.com/articles/how-many-test-users/


The Functions of Computer-Mediated Touch
at a Distance: An Interactionist Approach

Robin Héron(B), Stéphane Safin, Michael Baker, and Françoise Détienne

i3, UMR-9217 CNRS, Télécom Paris, Institut Polytechnique de Paris, Palaiseau, France
robin.heron@telecom-paris.fr

Abstract. Touch is essential in our relationships and social interactions. Our
study aims at understanding the functions of touch as they are co-constructed
in computer-mediated interaction. We observed three couples interacting during
one hour at distance with a simple touch device. On the basis of an interactionist
approach, we identified correspondences between touch occurrences and (a) the
structure of the dialogue and (b) the emotional tonalities of the interaction. Our
results highlight three types of functions of touch: interaction management (e.g.,
turn taking), emotional communication (e.g., emphasis) and behavioural touches
(e.g., mimicry).

Keywords: Social touch · Affective communication · Emotion · Remote
communication

1 Introduction

Touch is essential in our relationships and social interactions. In face-to face communica-
tion, touch can support several functions (positive affect, interaction rituals, etc.), depend-
ing on the context of interaction (Jones and Yarbrough 1985). Integrating touch and its
emotional dimension has become an important issue in computer-mediated interaction
research. So far, an “encoding-decoding paradigm” (positing direct relations between
touch physical characteristics and its functions, such as the expression of particular emo-
tions) has been dominant in the study of mediated social touch (van Erp and Toet 2015).
Only a few studies have tested social touch devices in the context of human-human
interaction (e.g. Park et al. 2013). Our research aims to understand the uses of touch
devices and more specifically the functions of touch in computer-mediated interactions
at a distance. The originality of our study is to adopt an interactionist approach according
to which the meaning of touch emerges from social interaction. Our research questions
concern the functions of touch related to (1) interaction structuring (e.g. turn-taking) and
(2) the emotional tonalities of the interaction.

2 Social Touch and Mediated Touch

Social touch is crucial for our wellbeing. Evidence from different fields highlights the
correlation between social touch behaviours and lower stress levels, heart rate, blood

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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pressure, and pain (Ditzen et al. 2007; Henricson et al. 2008). The lack of affective
touch has also been correlated with depression, stress, and emotional awareness for
adults (Floyd 2014). Given the important role of social touch, touch deprivation may
have negative impact on psychological wellbeing (Field 2010).

Touch supports several functions in communication which can be grouped into 7
categories (Jones and Yarbrough 1985): Positive Affect, Playful, Control, Ritualistic,
Hybrid, Task-related and Accidental. Nevertheless, even more so than for speech, the
meaning of touch behaviours, is highly contextual. Personality, previous experiences,
social conventions, the object or person providing the touch, all these factors and more
are necessary to establish the meaning of touch behaviours (Huisman 2017). This means
that the link between the forms and the functions of touch is not univocal: a given touch
form (e.g., stroking, tapping, holding) can have various functions (see above), and a
given touch function can be supported by various forms (Jones and Yarbrough 1985).

Research on touch often focusses on its ability to convey and elicit emotions, espe-
cially since the discovery of specialised afferents directly connected to the insular cortex
where emotions are processed (McGlone et al. 2014). Touch is an effective medium to
express a wide range of emotions: from positive emotions such as love, support and
affection, to negative emotions such as anger, disappointment or frustration (Hertenstein
et al. 2009; Bianchi-Berthouze and Tajadura Jimenez 2014).

Research on integrating touch into computer mediated communication, to support
affective communication (e.g., Tsalamlal et al. 2013; Wilson and Brewster, 2017), has
mostly investigated properties of communication in the laboratory. Only a few studies
have tested prototypes of social touch in the context of human-human interaction. Chang
et al. (2002), with ComTouch and Park et al. (2013), with POKE analysed phone interac-
tions with the addition of the tactile modality. They identified different touch functions
in interaction such as emphasis (touch patterns supporting speech to emphasise certain
parts of the verbal message), turn-taking (particular tactile patterns were used, such as
vibrations prior to speaking) and mimicry (exchange of similar vibrotactile patterns).
They also reported the co-elaboration of vibrotactile codes.

To go further, we aim to explore the functions of touch emerging in the interaction
with respect to the structure of the interaction, in particular interaction management, and
to the content of the interaction, in particular its emotional tonalities.

3 An Interactionist Approach to Computer-Mediated Touch

In an “interactionist paradigm”, the function (or meaning) of touch is contextual in an
extended sense. It takes into account the dynamic evolution of the interaction context.
Whereas this paradigm has been extensively used to understand the communicative
functions of various modalities of communication (verbal, gestural…) it has not been
developed for the tactile modality. We propose to adopt this approach to understand
the functions of social touch co-constructed in the interaction. The meaning-making
of touch can be viewed as interactively constructed through (1) interactive alignment
(Garrod and Pickering 2009) – automatic alignment of para-verbal behaviour in the
interaction (e.g., alignment of posture or speech rate) – and (2) grounding (Clark and
Brennan 1991) – the interactive process by which communicators exchange evidence
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about what they do (not) understand over the course of a conversation, as they accrue
common ground by a collaborative effort. – These processes are involved at different
levels of communication, from the interaction itself (are the interactants willing or not
to communicate) to meaning and language itself (e.g., construction of shared codes).

On the basis of this theoretical approach, we conducted a study to explore the func-
tions of touch developed by three couples interacting at a distance. Couples were chosen
as subjects given the broader range of touch functions that are possible and relevant
for them, in comparison with acquaintances or strangers. Our focus is on the functions
related to interaction management and to emotional content of the interaction. To do
so, we developed a method to analyse the articulation between touch behaviours, para-
verbal behaviours – in particular, indicators of emotion –, the structure of interaction
(verbal turns) and the verbal content of the interaction.

4 Methodology

The study was carried out with three romantically involved couples communicating
through a video call, with a simple touch device, Sphero mini (vibration and colour)
that can be grasped in their hands and a smartphone used to control their partner’s touch
device at a distance (e.g., by making the partner’s device vibrate, spin or change its
colour: see Fig. 1). The experimentation took place at the participants’ homes. Prior to
the experimentation, the procedure was explained to the participants, they each read and
filled out an informed consent form. They were then separated in different rooms sitting
each in front of a desk with the laptop with the video call software open, the Sphero mini
and a smartphone.

Fig. 1. Sphero mini and smartphone for participants A and B. Smartphone A is connected to
Sphero mini B and Smartphone B to Sphero mini A.

The experimentation was divided into two phases (see Fig. 2). During the familiari-
sation phase, participants alternatively told the (abridged) story of their lives in no more
than 10 min each. Participants could see and ‘touch’ each other with Sphero. However,
only the storyteller could speak in order to encourage the participants to experiment
with the device in a communication manner. During the collaborative remembering
phase, both participants could speak and use the Sphero device to communicate. They
alternatively presented artefacts related to past shared events to discuss for 20 to 30 min.
These tasks (life story and collaborative remembering) were chosen given their potential
for being emotionally heightened and thereby for stimulating touch interaction. During
the week following the experiment, each participant was interviewed separately in an
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auto-confrontation setting (Mollo and Falzon 2004) to obtain his/her feedback on the
meanings of touches in the exchanges.

Fig. 2. Experimental setting – (1) the familiarisation and (2) the collaborative remembering phase,
as well as two five-minute breaks to discuss the use of the touch device.

We selected excerpts (ranging from 60 to 120s) of the interaction following five
principles: (1) recurring use of device in similar context, (2) intensive use of the device,
(3) apparent understanding or misunderstanding of the use of the device, (4) rare way
of using the device, and (5) verbalisation around the use of the device.

Thevideo recordingswere annotatedwithELAN(amultimedia annotator, see https://
tla.mpi.nl/tools/tla-tools/elan/). The annotations were done according to behavioural
indicators, in order to identify the touch occurrences and the structure of the interaction:
speech turns (temporal structure of the dialogue); and touch behaviours (occurrence and
duration). Furthermore, we used verbal contents (transcript of the verbal exchange) and
para-verbal behaviours to identify the content and emotional tonalities of the interaction.
The follow-up interviews completed the analysis with participants’ points of view on
the interaction.

We then identified correspondences between touch occurrences and (a) the structure
of the dialogue and (b) the emotional tonalities of the interaction. These analyses allowed
the identification of touch functions within the excerpts. In this paper we only take
account of the fact that touch behaviour has been produced or not (colour, intensity and
duration are not reported).

5 Results

Overall,we identifiedvarious functions of touchbelonging to the categories of interaction
management, emotional interaction and behavioural (see Table 1).

The results of our analyses as well as the points of view of the participants high-
lighted specific ways of appropriating the touch expression device over time. Couple
1 appeared to be mostly using the device to convey positive affect and playfulness.
Couple 2 mainly focused on behavioural touches – mainly doodle and the feeling of
closeness. Couple 3 briefly constructed meanings around touch behaviours on which
they had implicitly agreed as the interviews show a common understanding of the mean-
ing of touch behaviour. Furthermore, all participants mentioned a stronger feeling of
connectedness while using the device.

In the following subsections we present and illustrate those functions with verbatims.
In the transcripts, ‘.’ indicates a pause, ‘-’ a lengthening, ‘[]’ an overlap, and ‘()’ gives
further paraverbal information. Touch behaviours are represented by + in a grey line.

https://tla.mpi.nl/tools/tla-tools/elan/
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5.1 Interaction Management

These touch functions are identified by making correspondences between touch
occurrences and the structure of the interaction.

Turn-Taking. These touch behaviours are used by interactants to take the turn. There-
fore, they are observed either before or at the beginning of their turns. They can overlap
with the other interactant’s turn.

A It was the first time I met your parents, who, surprisingly didn’t make any joke.
B They were timid at the beginning. You didn’t make any joke either did you ?

[Oddly]
A [Er- ] no . I think I did not make any joke.

+++++

Turn-Giving. Speakers indicate that their turn is ended. Either they expect an answer
to their question or they indicate that they do not have anything to add on the matter.

A Well yes but it was an exception
B Er no no . . you think so?

+++

Continuer. The listener gives backchannels to the speaker on his/her presence. The
touch behaviours follow the rhythm of the speaker’s verbal communication and occur
mostly during his/her pauses and marks of hesitation.

A I don’t know we had been in the flat for one month .  A little less . An I don’t know why I abso-
lutely 

B ++++++++++
A wanted us to- .  Take a picture and immortalise this-
B +++++++++++

Beat. These are rhythmic touch behaviours linked to the prosodic structure of speech,
which do not convey any semantic information. Speakers touch at the rhythm of their
own speech, mostly during pauses and marks of hesitation.

B It was the day when we found your- .  polaroid camera I think .   You took the well you found the 
+++++++++++++      ++

B polaroid camera and we had opened a box and you absolutely wanted to use it

Understanding. Sometimes interactants touch each other tomanifest their agreement or
common understanding. These touches are co-occurrent with moments of understanding
or agreement marked with verbalisation or vocalisation such as “Oh right!” or “Ah!”.

B It was like a sort of suit, er like with small shorts but in a rigid fabric you know
A Ah yes OK

+++++++
B Yes there so you see

+++++++
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5.2 Emotional Communication

These touch functions are identified by making correspondences between touch occur-
rences and the emotional tonalities of the communication, as revealed by verbal con-
tent and para-verbal behaviours. In addition, the participants’ points of view helped us
disambiguate or render more precise certain functions.

Emotional Emphasis. Interactants tended to emphasise certain words or phrases bear-
ing a strong emotional content, which can be positive (e.g., happiness, excitement) or
negative (e.g., anger, sadness). Interactants can also emphasised laughs.

B Since the beginning I think of all the first 
B times . But like it was also the first time a girl really . pissed me off you know!

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

Positive Affect. Intentional communication of affect such as love, tenderness, sup-
port, etc. These touch behaviours can occur any time, and the meaning is accessed
by paraverbal indicators, such as smile, gaze or prosody.

B Actually, it’s- a lot of memories with you. So it’s cool
A Ye-s 

(slow and rising intonation)
B There’s also Brazil . No it’s not this one . There must be Cairo too
A ++++++++++++++ 
A Ye-s

(slow and rising intonation)
++++

Playful Interaction. Interactants highlight jokes, irony, teasing or play with touch
behaviours.

A Er let me talk . and I admit that I felt a little bit down
B It’s false . It’s false . It’s false

( robot voice                   )
++++++    ++++++   ++++++

Treading Carefully. When the interactants broach a sensitive subject, especially when
one of them feel guilty about their behaviour, touch is used simultaneously to speech
while advancing cautiously into the conversation.

B You were really angry with me. But for me it was well-intentioned . Not to- not to give any news 
+++++++++++    ++++

B Well it was not a good feeling but it was an impossibility you know
+++++++

5.3 Behavioural Touches

We observed three other well-represented touch behaviours (see Table 1): mimicry –
where participants touch alternatively or simultaneously in response to one another
– ‘doodle’ – where participants use the device to scribble, as they would do with a
pen or any other object, in a self-oriented manner – and closeness – touch behaviours
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maintaining a feeling of closeness between the participants, often explained as mim-
icking caresses. These functions emerge from our analysis of the interaction, combined
with the participants’ points of view on touch occurrences from the auto-confrontation
interviews.

6 Discussion

In this article we highlighted a variety of functions supported by mediated touch which
can be grouped into three categories: (1) interaction management touch, with functions
such as turn-taking, beating time and continuer; (2) emotional communication touch,
such as positive affect, emotional emphasis and playful interaction; (3) behavioural
touch, such as doodle, mimicry and closeness. Our interviews allowed a better under-
standing of certain functions, especially regarding emotional communication, while par-
ticipants weremostly not conscious of interactionmanagement behaviours. Furthermore
participants reported a better sense of connectedness with touch being included in dis-
tant computer-mediated interactions. They envisioned that they could use such a device
when apart for a long period of time (e.g., work trip, holidays) as well as with close
family members living far away (e.g., parents).

It is interesting to notice the transfer of functions from other modalities onto touch
in mediated communication. Indeed we observed beat touch behaviours, which are usu-
ally supported by gestures in face-to-face communication. Similarly, turn management
mechanisms usually rely on non-verbal behaviour (e.g., gaze) to succeed while our
participants also used touch (Jokinen et al. 2010; Wagner et al., 2014).

While analysing the form of touch was not the focus of this paper, we noticed cases
where the rhythm of touch and of speech aligned. Furthermore, the form of touch appears
to be important for understanding certain functions: intensity, pace and colour were often
reported by the participants in the interviews to explain their intentions. This was the
case for iconic uses of the touch device. Participants took into account behavioural or
emotional properties of the related stories and illustrated them with particular forms
of touch. For instance, they could illustrate a dance move by vibrating at a certain
rhythm and intensity, or anger by changing the colour to red and vibrating intensively.
Participants also illustrated physical characteristics of scenes (e.g., changing the colour
to green when talking about a story taking place in a wood). For these behaviours, colour
choice appears to be central.

In future research, we aim to better understand the processes by which interactants
co-construct these functions, by analysing the evolution over time of forms and functions
in their dynamic contexts.
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Abstract. Through a hybrid design model that fuses key elements of the Total
Design and User Centered Design approach and focusing on the safety of the
child in and out of the water, cooperative socialization and a timeless life cycle
as main design aspects, we developed a terrestrial-aquatic ride on toy proposal
which generates feelings of attachment, unforgettable memories and an emotional
bond with the product. Playing is extremely essential for fulfilling early childhood
development needs and ride on toys promote a complete socialization in early
stages. We accomplished all design requirements with this new hybrid design
methodology centered both in the user and in the functional value of the product;
resulting in a product that enhances a strong emotional bond and a better life cycle,
achieving a desirable, useful and valuable product.

Keywords: User Centered Design · Total design · Ride on toy · Socialization
through play · Product life cycle · Design methodology

1 Introduction

Technology has represented a great change for society, which has generated the need
to solve new design problems through creative, innovative, viable and sustainable solu-
tions [1]. When talking about possible design methods to consider when creating a new
product, it is known that when used separately they can have their own limitations.

TheTotalDesignmethod is based on systematized activities that help to detectmarket
needs in order to turn them into required specifications that the new product must meet,
generating a variety of alternatives through conceptual proposals whose value will be
calculated using an evaluation matrix, which will determine the one that provides the
greatest functional value, detailing it later to reach the manufacturing stage and delivery
to the final user [2, 3]. TheUser CenteredDesign approach provides guidelines so that the
product or system being designed reaches usability standards based on the understanding
of the users, the context in which the product will be used and the tasks that will promote
interaction between the user and the product [4]. In addition, User Centered Design
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promotes a co-creation process or a participatory process, where the user is taken into
account during the design process [5].

Taking into account the best of both methodologies, a hybrid model is proposed in
which the technical and the empirical are merged, counteracting the limitations of each
method and causing “the stimulation of creativity in design solutions” [1].

The objective of this work is to structure and test a new replicable design method-
ology for future projects with a user-centered approach and functional value, through
the unification of key elements of already established design processes, with the aim to
achieve a product that is desirable, useful and valuable.

To evaluate the proposed hybrid model, a current problem that arises from the impact
of new technologies on traditional or “non-digital” toys was considered, since these have
been left aside because children are changing at the same rate as technology. A traditional
toy provides cognitive and emotional learning that technology cannot replace. These toys
are essential to promote social relationships, by sharing moments and emotions, a com-
plete socialization process is generated [6]. By promoting cooperative social interaction,
the user will associate his product with different people or events; in such a way that,
over time, it will become inseparable for the owner until it becomes irreplaceable [7].
That is why we have focused on the development of a mountable toy with two modes of
use, which does not include advanced technology for the performance of its functions,
but is capable of providing the necessary innovation to ensure user fun. In our design
process, the principles of social integration, emotional value of the product and life of
the product were taken as the guiding principle.

2 Method

The hybrid design model that was followed throughout this work is made up of seven
main stages, as seen in Fig. 1, merging the key elements of Total Design’s engineering
approach and the focus on users through the co-creation of the User Centered Design
methodology. Themain stages are:Empathy: delimits the final user;Define:market deter-
mination and design specifications; Ideate: conception of multiple conceptual designs
that comply with the list of specifications to qualify them through the Evaluation Matrix
and identify the “ideal” proposal; Prototype: presentation of preliminary design pro-
posal; Feedback: validation of the preliminary design proposal through usability tests;
Reflection: identify and prioritize problems in the user experience to make adjustments
in the product design. And, as a result of the previous six steps, the hybrid design process
ends with a final Prototype, which is a design ready for manufacture and delivery to its
end user.

2.1 Empathy: Define the Final User

Based on three known empathy tools, IDEO Method Cards, personal interviews and an
Empathy map, it was possible to define who the final user would be.
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Fig. 1. Hybrid design model. The steps proposed by User-Centered Design are highlighted in
yellow and the stages proposed by Total Design are highlighted in blue.

Twomain categories of the IDEOMethod cards were used in order to get to know our
user: Learn and Look. For the Learn category, findings were obtained through Secondary
research, which consisted of researching articles based on four keywords: design of
aquatic toys, socialization through play, emotional bonding and longevity of toys. In
addition, with Character profiles, a group of children was observed: Paula (7 years old),
Matías (5 years old), Nicolás (10 years old), Sebastián (4 years old), Vannya (5 years
old), to develop worksheets of possible users. Finally, Activity Analysis gave us a list
of actions that a child could carry out when interacting with a rider: visual attraction,
approaching, touching it, looking for extra elements, mounting it, handling it, getting
off and leaving the rider anywhere. As for the Look category, the findings were obtained
from A day in the life, Rapid Ethnography, and Fly on the wall. These observation
methods highlighted the children’s interest in collaborative games, without influencing
their performance despite their difference in age and preferences.

Personal interviews were conducted with Paula, Nicolás and Matías, with questions
mainly focused on their opinion about aquatic environments, highlighting the social
relations that can be achieved when playing among friends. At this point, it was clear
that what makes an aquatic experience memorable for the kids is the presence of their
friends and having aquatic toys to play. Figure 2 shows the Empathy map created at the
end of the previously mentioned observing exercises. This tool is known for helping to
detect opportunity areas that can be taken into account through the design process, in
this case for improving social abilities and personal skills.

The ideal user of our product is a child between 4 to 7 years old, with an interest
in the use of toys that promote cooperative social interaction and physical activity, who
has basic skills in the practice of swimming and recreational activities in pools and with
a developed level of gross motor skills that allows it to execute muscular movements
necessary to propel the product in the aquatic and terrestrial environment.
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Fig. 2. EmpathyMap, throughwhichwe answered the question “Who is the user whowill interact
with my mountable toy?”

2.2 Define

Abenchmark analysis was conducted by comparing tenmountable toys that already exist
in the market, including physical stores and online selling (see Fig. 3). Even though the
selected products were the ones that best met the characteristics of our final users, at
this point it was noticed that there are no mountable toys for children between 4 and
7 years’ old that can be used in different environments, that can be shared at the same
time among users and that can be customized.

Fig. 3. The 10 mountable toys selected for Market Analysis and Specification Identification are
displayed.

A list of the main fifteen characteristics or requirements identified among the ten
selected products from the market was determined; this list pretends to become a base-
line for the future design proposal: height, handling or support for the hands, seat, resis-
tant materials, nontoxic materials, an easy to clean surface, intuitive, anatomic adjust-
ments, technological implementation, customizable, easy or safe to ride on, propitiate
socializing, thematic, not so heavy and curved edges.
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2.3 Ideate: Conceptual Proposals and Evaluation Matrix

Nine proposals for mountable toys were created including all the characteristics and
specifications that we seek for our product, selecting the ideal one from among those
nine. This ideal proposal was compared with the rest and they were evaluated using the
following criteria for each requirement: if it is better than the ideal product (+), or less
than the ideal product (−) and the S was used to indicate that it is similar to the ideal
product. At the end of the evaluation, a total sum of each aspect (+, −, S) was made in
order to obtain the results. The toys that reflected high scores in the sum of more and
similar represent strong characteristics to implement in our preliminary design proposal.
This objective method is optimal for making decisions that, by comparing against an
ideal, help the designer to consider the most useful properties for product design.

2.4 Prototype: Preliminary Proposal

Three “hybrid” proposals were created by combining some of the conceptual mod-
els, together with the ideal model and with the results of the evaluation matrix. These
proposals served as a starting point to reach the preliminary proposal.

Yellow Marine is a mountable toy that can be used in double terrain, land and water,
and allows the transport of two children. Its shape is inspired by submarines and it was
sought to be something attractive for children 4–7 years old.

2.5 Feedback

As the conceptual proposal continued to improve, a redesign stage was reached focused
on user experience, design requirements, and user needs. Using the User Experience
Map tool, the possible emotions that the product could arouse and its usability were
analyzed and the interaction points between the user and the conceptual proposal were
validated (Fig. 4).

Fig. 4. User Experience Map. Its objective was to detect the opportunity areas in the interaction
with our preliminary proposal, for the redesign of the mountable.

It was also necessary to validate the user experience, and it was done through seven
important factors given by Peter Morville’s honeycomb model [8]. The first one refers
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to the purpose or benefits that our product offers; make it useful. The second is that it is
usable, which indicates that the product through its efficiency and effectiveness allows
the user to meet the expected objectives. The third is that it is usable; the elements and
instructions should be easy to identify. The fourth factor is to be credible, build trust in
the product and that it lasts for a reasonable time. The fifth one is to make our product
preferable over others; desirable. The sixth covers accessibility; allowing the experience
to be enjoyed by users with broad abilities and even disabilities. Finally, the seventh, is
to deliver value to the user. Knowing the objective of each of these seven factors is a
great starting point to ideate seven questions focused on obtaining the information that
ensures an improvement in the interaction of the user and our product. These questions
were used as a reminder to later validate that the final product answered each of them.

2.6 Reflection

The Lightning Decision Jam tool was used with the intention of detecting those details
where the product still had opportunities for improvement, which is displayed in Fig. 5.
In this particular case, the tool was used to analyze interaction aspects and the user
experience. Once the areas of opportunity have been identified, they are prioritized
and then turned into challenges and possible solutions. Finally, they are categorized by
priority level, thus establishing the tasks and actions to be carried out within the design
team.

Fig. 5. Lightning Decision Jam. It shows the procedure we followed to analyze the areas of
opportunity and prioritize their importance.

3 Results

As a result of extensive research and application of the hybrid design method, a final
proposal of Yellow Marine was reached.
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Yellow Marine is a submarine-inspired mountable toy, with capacity for one or two
users from 4 to 7 years old. It has a bioplastic structure (PLA) that allows it to be used
in double areas: land and water. Its main components are: a rudder to give direction, a
brake lever, two pairs of pedal boats, four wheels that combine the shape of a tire and the
propellers of a hydraulic mill to ensure use in double terrain, two aligned seats of water-
proof fabric, two steps, an adjustable surface anchoring mechanism and a customizable
plate that allows the user to create a broad bond with the product (Fig. 6).

After evaluating the areas of opportunity for the ride-on toy, it was decided to keep
the concept and the modalities of use: off-road. It was also decided to follow the line
of the intuitive and desirable, so that, through the experience, an emotional bond, social
interaction and longevity of the product could be achieved. The added value of the
proposal is that currently no mountable can be used in double terrain and most only
allow the individual use of the product; they do not contribute to socialization.

YellowMarineworks with a hydro-pedal mechanism and is given direction through a
rudder. Thematerials used in its structure such as plastic andwaterproof fabric guarantee
safety and thus extend the longevity of the toy. It has four tires, two seats, two pairs of
pedals, the rudder and a customizable plate that allows the user to create a broad bond
with the product.

Fig. 6. The final proposal of Yellow Marine with its components and main features.
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4 Conclusion

By carrying out the proposed hybrid methodology, designers obtain global knowledge
about their user and the user experience offered by their product, and at the same time
this methodology provides the tools to develop a product with a functional value greater
than that obtained by using a non-hybrid methodology.

Therefore, we can suggest that this hybrid model could be used in the design of
other products, as long as the purpose of the designer is based on the understanding of
its user through the application of different tools, to satisfy their needs adequately. It is
extremely important to take into account that, throughout the process, nothing is taken
for granted, but rather that each stage is carried out consciously and being open to the
different possibilities that may arise during the design process.
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Abstract. The rise of digital stores and new shopping formats require designers
and retailers to rethink the role of physical point of sale and the experience they
offer to users. According to some reports on consumer behavior, carried out by
Global Data in 2017, physical stores, when compared to the digital ones, have been
losing significant space in people’s daily lives in the last decade, seen by many
as the era of the customer. Inadequate to the current users’ needs, many brands
that still offer traditional experiences at their stores and not take into account,
for instance, sensory stimulation and technology, end up becoming obsolete and
having difficulty navigating in the current fast-movingmarket.Nowwith the recent
Coronavirus pandemic situation, consumers seem to have drastically shifted to
e-commerce since online shopping appears to be the safest and fastest way to
purchase goods or services. This exploratory research seeks to investigate and
compare, in the existing literature, both in human factors and in related areas, the
main cognitive and behavioral methods that can be applied in the evaluation of
users as in the process of designing experience at the physical point of sale.

Keywords: Cognitive ergonomics · Experience design · Human centered
design · Retail · User experience

1 Introduction

1.1 Problem Statement

Attracting and retaining customers, in this new consumption scenario, is a difficult task
for companies, which still seek to understand the best way to work with the concept
of Omnichannel, an expression used for the multichannel shopping experience, which
crosses physical and virtual environments [1]. According to a report on consumer habits
prepared in 2017 by Global Data, only 5.8% of customers, in 2011, preferred virtual
stores. In 2016, the number increased to 9.2% and in 2021, the estimate was 13.3%How-
ever, the estimate did not take into account an important aggravating factor: the Covid-19
pandemic. Numerous articles have been showing the impact of the event on consumer
behavior, so the previous estimate of 13.3% is expected to increase considerably, since
the event has limited and modified consumption patterns throughout the world [2, 3].
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1.2 Objective/Question

For many reasons, such as convenience, users who used to buy at physical points of
sale seem to have migrated to digital. In order to guarantee permanence and interest in
physical stores in the midst of a precisely digital moment, any and all design practices
must be entirely aimed to users [4]. Understanding, therefore, the best methods to eval-
uate users and assist the experience design of the physical point of sale is of utmost
importance. What are the best ergonomic methods for understanding user behavior in
retail environments and, therefore, offering an experience aligned to their real needs?

1.3 Methodology

The present study is characterized as an exploratory research, which intends to raise
information and formulate problems regarding the phenomenon. Bibliographic research,
as a data collection technique, seeks to provide the necessary theoretical framework to
understand what the experience design at the physical point of sale consists of, usabil-
ity (satisfaction) and decision-making (purchasing) as well as the ergonomics and its
cognitive and behavioral methods. Based on the methods presented by Stanton et al.
[5], those with relevance for application in this specific case are selected. Subsequently,
the information obtained is crossed with two studies involving human factors and the
evaluation of users in the retail environment. The methods with a strong indication are
then discussed and compared, as well as possible future investigations on the subject are
suggested.

2 Human Factors in the Retail Environment

2.1 Experience Design and Its Relations Between Store Image, Usability
and Decision Making

By analyzing the complexity of consumer behavior throughout their shopping journey,
Experience Design works with the store’s image and allows them to develop strategies
that involve winning over users during their stay at physical or virtual points of sale,
increasing the possibility of conversion or purchase and satisfaction (see Fig. 1). In order
to compete with online retailers, physical stores have to focus on their main advantages
and emphasize what they do best, that is, highlight their positive attributes in their image.
The image of a store consists of a complex of attributes such as layout and architecture,
symbols and colors, advertising and sales people. Consumers frequent stores whose
image is congruent with their self-perceptions and unconscious needs and therefore the
store’s image influences their shopping behavior [6].

In its ISO 9241, the International Organization of Standardization defines usability
as the effectiveness, efficiency and satisfaction with which specific users can achieve
certain objectives in a given context. The levels of effectiveness and efficiency of a
product or service directly influence the degree of user satisfaction; and despite this
influence, satisfaction can be treated independently [7]. Satisfaction concerns the degree
of comfort that users feel when they use the product or service, howmuch they consider it
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appropriate as a means to achieve their goals and therefore determines customer loyalty;
in other words, it is what makes them come back or not.

Certain factors such as intuition, rationality and perception can influence a decision.
Intuition is bornout of experience and feelings about sensory stimuli. Themaindifference
between digital and physical point of sale is precisely the possibility that the second one
has of offering shopping experiences capable of exploring the senses and consequently
influencing (purchasing) decision-making [8]. For ergonomics, decision-making is the
process of choosing one among a set of alternatives and it is up to the decision maker:
1 - to recognize and diagnose the situation; 2 - generate alternatives; 3 - evaluate the
alternatives, 4 - select the best alternative, 5 - implement the chosen alternative and 6 -
evaluate the results [9, 10].

Fig. 1. Relations between experience design, usability and decision-making. Source: Elaborated
by the Author.

2.2 Behavioral and Cognitive Methods

Cognitive and behavioral methods have their original foundation in the disciplines of
psychology. These user assessment methods or techniques provide information about
the perceptions, cognitive processes and potential responses of individuals. The infor-
mation obtained is perceived through sensory systems, which influence the way the
user interacts with the task, its decision-making and satisfaction [11]. The fifteen cog-
nitive and behavioral methods listed by Stanton et al. are classified into four groups: 1
- General Analysis Methods, 2 - Cognitive Task Analysis Methods; 3 - Error Analysis
Methods; 4 - Methods of Situational Analysis and Mental Load. For the present study,
the groups of General Analysis Methods and Cognitive Task Analysis Methods were
considered. Groups 3 and 4 despite being flexible and adaptable to the investigations
that are intended, refer much more specifically to users as workers and their relations
with the workplace, their tasks and tools [5].
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From the groups considered, the methods related to usability and decision-making
were selected, assuming that these, as they deal with consumer satisfaction and the
conversion or purchase at the physical point of sale, are themost relevant in investigations
involving retail environments. Taking into account the characteristics that determined
the selection, the methods that were analyzed in this study are: 1 - Interview, 2 - Verbal
Protocol, 3 - Repertory Grid, 4 - Focus Groups, 5 - HTA (Hierarchical Task Analysis), 6
- CDM (Critical Decision Method) and 7 - ACWA (Applied Cognitive Work Analysis).
The first four belonging to the General Analysis Methods group and the last three to the
Cognitive Task Analysis Methods group.

2.3 Former Studies on the Phenomenon

Palací et al. [12], in a systematic review of research approaches for the assessment of cog-
nitive and affective antecedents related to consumer satisfaction in retail environments,
gathered 104 studies involving different ways of measuring user satisfaction in both
physical and virtual environments. Studies, published between 1975 and 2014, show
that both cognitive and affective aspects are statistically significant precursors of satis-
faction. For the present exploratory research, the instruments used to measure consumer
satisfaction in the studies presented were analyzed. Among the 104 articles considered,
approximately 80% refer to questionnaires developed especially for each specific case.
Involving different retail areas, the questionnaires were applied to users and employees
from shoe stores and dealerships to restaurants and gyms. The other 20% concentrate on
studies in which it was not possible to identify the tool used for data collection and also
two cases where the information was obtained from user reviews on digital platforms,
such as TripAdvisor. These services have a comment section for consumers, who are
encouraged to openly share their impressions and opinions about products and services.

In a review of the contribution of the discipline of human factors in the physical
and digital commercial environment, Kim and Kim [13] brought together 49 studies in
a state-of-the-art summary table dealing with factors related to man and retail. From
the information obtained through the studies gathered by the authors, between 1975 and
2011, the research methods used in each case were considered. The methods that stood
out in number of applications were experiments (21 studies) and questionnaires (17
studies). Experiments are surveys in which the researcher manipulates and controls one
or more variables to capture cause and effect relationships. In the retail environment,
the experiments can be applied as market tests, where researchers go to the field to
understand consumer behavior in real situations. These experiments can bring together
a set of other methods and tools, which were not specified in the synthesis presented
by Kim and Kim. Questionnaires are commonly used in the evaluation of the consumer
experience, as we saw in the other study previously presented, especially because they
mainly reach a wide spectrum of people in a short period of time. Other methods, such
as focus groups and interviews, have been applied in only two studies. Conceptual
framework and observation, one study each (see Fig. 2).
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Fig. 2. Research methods used in studies involving human factors and the retail environment.
Source: Elaborated by the author based on the synthesis presented by Kim and Kim [13].

3 Results

As existing behavioral and cognitive methods were raised, it was realized that some
of them focus on the relationship between humans and their jobs, meaning that they
were originally created to understand users as workers or operators. The fact that some
methodswere not created based on the users’ understanding as consumers did not prevent
them from being considered relevant for this study. In fact, some methods, such as
focus groups, are multidisciplinary and commonly used in other areas of knowledge
and research, for instance, marketing and social sciences. From the research, it was
possible to highlight methods that can significantly contribute to the process of designing
experiences in physical commercial spaces. Somemethodswith strong indication, others
with less. It was also realized that no single method could collect all the necessary
information from these relationships with consumers and physical stores.

To achieve significant results it would be interesting to carry out a combination of
methods, personalized and related to the brand, its target audience and the product it
sells. The following methods have no indication for usability (satisfaction) evaluation:
Observation, Verbal Protocol, HTA and CDM. For decision-making (conversion into
purchase), the Observation and Repertory Grid methods are not indicated. The focus
group and ACWA method are strongly indicated for the investigation of usability while
for the decision-making the CDM is indicated [5]. Table 1 shows a comparison between
the cognitive and behavioral methods considered in the present study, containing their
advantages and disadvantages.When crossing the information obtained by surveying the
existing methods and those that are commonly used in research involving the evaluation
of users as consumers and the presence of human factors in the retail environment, we
realize that few are explicitly applied. Although they may be present in some way in
the experiments conducted, it is still undetermined how they are contributing to user
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experience investigations at physical points of sale. Questionnaires remain a multidisci-
plinary method with easy application and relevant validity, however, for the most part,
they are unable to establish empathy with the user as the ergonomic methods that deal
with mental processes and responses are capable of.

Table 1. Advantages and disadvantages of cognitive and behavioral methods for the assessment
of factors related to usability and decision-making.

Method Advantages Disadvantages

Interview Commonly known by the
participants, flexible, consistent
and meticulous when structured

Analysis can be
time-consuming. If the
characteristics of the demand
are not well defined, they can
lead to misleading results

Verbal Protocol Rich source of data in quantity
and content. Especially good at
investigating behaviors in
natural environments and
sequentially analyzing activities

Data collection and analysis is
often time consuming. Some
theoretical issues related to
verbal reports do not necessarily
correlate with the knowledge
used in performing tasks

Repertory Grid Structured and comprehensive
procedure. Manual analysis
does not require statistics, but it
does provide “reasonable”
results

Analysis can be tedious and
time-consuming for large sets of
items. The procedure does not
always produce considerable
factors

Focus Groups Group interviews allow
researchers to gather a large
number of opinions quickly. In
focus groups, respondents can
also provide support to each
other to say things that they
would not otherwise be willing
to discuss on their own with an
interviewer

Conducting group interviews
and analyzing the data can be
time consuming. Requires
extensive planning and an
experienced moderator. The
lack of standardization raises
concerns about reliability

Hierarchical Task
Analysis (HTA)

In addition to being an
adaptable method, it allows the
analysis of the task at different
levels, depending on the
purpose. When used correctly,
HTA provides a thorough
analysis of the problem
addressed

It requires treatment by a
well-trained analyst in a variety
of methods of data collection
and in relevant human factor
principles, as well as full
collaboration of stakeholders

(continued)
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Table 1. (continued)

Method Advantages Disadvantages

Critical Decision Method
(CDM)

Detailed interactive structure of
real critical incidents that allows
to identify influences and
strategies in subtle aspects of
the experience. Cognitive
surveys and hypothetical queries
used to capture and recognize
decision-making processes

Uncertain reliability because it
deals with retrospective
incidents, which may change
due to evidence of memory
degradation over time for
critical events and details of
those events

Applied Cognitive Work
Analysis (ACWA)

Perspective centered on the
decision and, therefore, able to
offer support in unforeseen
situations and also in expected
situations. It guarantees the
traceability of the design
elements to the cognitive
requirements they must support,
that is, to understand how one
thinks during the
decision-making and planning
process

It requires comprehensive
analysis and documentation of
domain demands and decision
support system requirements, as
well as specific training to apply
the method

Source: Elaborated by the author based on Stanton et al. [5]

4 Discussion

Since ergonomics is the science that studies the relationship between human beings and
a specific object (product, service, environment and others), cognitive ergonomics, an
emerging branch of ergonomics, is related to the emotional performance and responses
or mental processes of users to a particular situation [14, 15]. That is exactly why the
understanding of cognitive ergonomics and its methods combined with the concept of
user experience are relevant to this research. Much is known about consumer behavior
when exposed to virtual shopping environments, such as e-commerce and websites;
however, the same is not true for physical stores. The bibliography lacks applications for
the type of situation and interface that this research seeks, which is ergonomics as a basis
for understanding human beings as consumers and their relationshipwith physical stores.
Human factors’ behavioral and cognitive methods can be of great value in evaluating
users’ experiences at physical points of sale, mainly because this environment often
involve sensory stimuli that cannot be transmitted through a computer or a smartphone
screen [16].

In e-commerce, although visually stimulated through laws and principles of good
design, such as the laws of Hick and Fitt, the senses are not captured in the way that
physical retail environments do. If only questionnaires are applied or observations are
conducted to collect information, the user is not being involved in the process of creating
the shopping experience offered at the store. Even though the questionnaires statistically
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fulfill what is expected in a consumer behavior survey and use scales, such as Likert’s,
which allow a closer approximation to users’ cognitive responses; they do not estab-
lish the empathy that other methods, previous presented in this study, are capable of
[17]. Although the collection of information on the cognitive and behavioral methods is
lower in numbers and may be time consuming, they certainly have a higher quality of
information, since they bring the user to the center of the process of understanding their
behavior.

With a strong indication for the investigation of usability (satisfaction), the focus
group is an extension of the individual interview with a long tradition in market research
and product design [5]. This method recreates scenarios and investigates behavior using
other activities as support, including storyboarding and brainstorming, just as Design
Thinking does. The critical decision method or CDM can clearly map and identify the
decision-making (purchasing) process. It is known that the method was developed to
analyze specialists and novices when dealing with tasks and critical incidents related
to their jobs; however, one cannot help but notice its potential for use in investiga-
tions involving consumers in retail environments. As the method makes a temporal and
sequential recap of real incidents, with some adaptations it can understand crucial factors
in the user’s journey inside the store. Other methods, such as the verbal protocol and the
hierarchical task analysis (HTA), can also deal with the consumers’ journey, because
together with observation they can assume the creation of hypothetical scenarios that
help in understanding the real mental processes of the evaluated users. As they basically
require a pen, paper and some audio/video recorder, all the methods presented can be
easily applied. However, some of the methods require specific training, such as the cog-
nitive work analysis method (ACWA); which can make it difficult to access users and
consequently obtain the necessary information for the design of the experience.

5 Conclusion

Based on the assumption that this study understands users as consumers, the choice
of relevant methods has become easier, since some of them are preferably used in the
investigation of man-work relationships, which is commonly attributed to ergonomics.
As there is no ideal method of collecting information from users for this type of situation
and interface, it is advisable to carry out further research on the topic. Such research
can address, for instance, the contribution of psychophysiological methods (not covered
in this study) as well as suggest new methods for the analysis of human factors in
the retail environment. These studies can effectively contribute to the understanding of
users’ needs and behavior at physical stores, helping to create relevant and memorable
shopping experiences, thus ensuring the importance and relevance of physical points of
sale in the digital age.

It is important to note that most of the relationships that are intended to be inves-
tigated, not only in what applies to the theme of this study, require not only one but
a combination of two or more methods. This combination of methods is based on the
advantage of data crossing and its validation based on the variety, since differentmethods
can generate different results and consequently contribute to the quality of the informa-
tion collected. Selecting the appropriate set of methods requires the analyst to carefully
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define the purpose of the analysis. With this study it can be concluded that, although
they need to be adjusted to the reality of phenomena, cognitive and behavioral methods
can be of great contribution in assessing people’s behavior in commercial environments,
since they access consumers’ thoughts with empathy and ethic. Understanding the pur-
chase journey and its satisfaction and decision-making processes is essential to offer
an experience aligned to the current consumers’s needs. Design is about people, and
especially in environments that involve their senses, as is the case with physical stores, it
is extremely important that users are at the center of the process of creating the shopping
experience that the brand wants to offer its customers [18].
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Abstract. In this work we start from the idea that an isolated design methodology
cannot be used with the purpose of simultaneously ensure usability outcomes
and technical feasibility results. Since mountable toys are among the most used
by young children nowadays, they were chosen to be the product that serves to
validate how to apply a hybrid design method, using both User Centered Design
and Total Design methodologies combined in an orderly and systematic process
that can be replicated in future product design or redesign processes that seek, at
the same time, to generate desirable products that match the needs of users, and
that meet functionality standards.

Keywords: Mountable toy · Ergonomics · Children · Interaction · Long lasting
products

1 Introduction

The project presented in this article consists of the creation of a new mountable toy
for children that met certain characteristics described later on through the paper. The
development process for the new toy was hard, the team could not find one single
methodology to follow, reason for mixing two of them and having a hybrid design
method. One of these methodologies is mostly based on ergonomic principles while the
second one helps us assure a functional final product.

Nowadays, consumerism and planned obsolescence of products is a reality. This
generates a vast amount of waste and brutal pollution worldwide. The toy industry is
a high consumer sector as it produces products that will only last a few years. This
is mainly due to several reasons; children are rapidly growing, their bodies and needs
are constantly changing and they will always be always looking for something new
because trends are constantly changing and they aren’t emotionally attached to their
toys. Through our proposal we seek to achieve the opposite: a non-disposable product
that will accompany the user throughout its childhood while creating a strong bond. By
doing so, we will reduce the environmental impact and promote a circular economy.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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While designing a toy, it’s really important to consider the stage in which the child
is in, since this determines in great part the ability it has to explore the surrounding
environment [1]. Likewise, an adequate interaction with the toy can influence the child’s
experience towards it, impacting positively on the emotions triggered by its use and
resulting in an increased longevity of the product [2]. In other words, the fonder they
grow towards the toy, the longer they’ll keep it. Furthermore, since the object to design
is a toy, the material should be strong yet suitable for children, meaning it should not be
toxic or flammable. Also, because the texture, stiffness and colors directly influence the
impression that the product generates, they should be appealing for our target user [3].

2 Methodology

Since it was found that non suitable methodology could be used isolated to achieve “the
ideal proposal”, two known design methodologies were chosen in order to merge them
into a hybrid method.

The first one, Total Design, was proposed by Stuart Pugh in 1990. This methodology
parts from an engineering approach, it produces a series of systematized activities to help
detect market needs and further on convert them into specifications that work as a base
for possible design solutions. Using an evaluation matrix, the best ideas are defined and
those alternatives that do not add enough value are discarded. Finally, the ideal design
is selected to begin the refining, redesigning, manufacturing and delivery stage [4, 5].

On the other hand, User-Centered Design provides guidelines so that the product or
systembeing designed reaches the highest usability standards based on the understanding
of the users, the context in which the product will be used and the tasks that will promote
interaction between the user and the product [6]. In addition, it promotes a co-creation
procedure where the user’s point of view and ideas are taken into account during the
process [7]. Hence, we implemented both approaches by combining their elements in a
hybrid design process, as shown in Fig. 1.

Fig. 1. The steps proposed by the User Centered Design Method are shown in yellow while the
Total Design Method in blue.
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2.1 Final User Delimitation

Our design is intended to be used by 4–6 year olds. To devise a toy that suits them best,
the first step is to get to know the user, in this case, these children. To do so, we spoke
with some parents and created an Empathy Map, shown in Fig. 2, which points out their
preferences, frustrations, dreams, and really lets un get inside their minds.

Fig. 2. User empathy map.

2.2 Market Analysis

For research purposes, we went to several toy stores where existing toys were analyzed,
along with children’s behavior towards them. Using, “…A toy which children can ride
on and push themselves with; either using their own strength or through mechanisms
such as pedals…” as a definition of a mountable toy, we kept certain characteristics that
must of the toys had in common and an Attribute List was made, which our proposal
will have to meet at the best possible way. This List is shown in Table 1.

Table 1. Margins required for Springer book chapters.

Attribute Attribute Attribute

(1) Hand bar for support (6) Intuitive design (11) Lightweight

(2) Easy to clean (7) Safe structure (12) With an added value

(3) Stable/Safe (8) Attractive (13) Easy to manufacture

(4) Weight resistant materials (9) Customizable (14) Height

(5) Nontoxic materials (10) Comfortable seating (15) Variety of colors
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2.3 Conceptual Proposals and Evaluation Matrix

Once the Attribute list was completed, an “ideal” toy was chosen from the market, which
fulfilled all the aspects that we were looking for the best possible way. Then, our own
proposals were created and used latter in an EvaluationMatrix. The main purpose of this
matrix is to compare the products with each other in order to identify their strengths and
weaknesses. Sketches of the new design proposals were placed on the “X” axis of the
matrix, and the Attribute list was written on the “Y” axis. Each proposal was compared
with the ideal toy, and a ranking was created based on how the proposals complied with
each specification in comparison to the ideal toy, as shown in Fig. 3. Positive, negative
and similar (+, −, S) symbols were used to show the results. For example, if proposal
No. 1 was safer than the ideal, a+ sign was placed in the corresponding place. Once we
were done ranking all the proposals, the highest ranked one was chosen as our winning
design.

Fig. 3. Evaluation Matrix created for ranking the design proposals by comparing each of them
with the ideal product.

Once the preliminary proposal was defined, a multimodal seesaw, work was done on
fixing the specifications that were marked with a − or = sign. After the improvements
were made, we wanted to prove that the shape of the toy was attractive to users. To do
this, an online survey was created and sent to mothers of young children asking them to
record their children’s responses to the following three questions: gender, age and the
object or animal they liked the most. For the last question, four possible figures were
presented to the children; all of them had a curvy bottom that allowed the toy to fulfill
the desired rocking movement.

2.4 Initial Prototype

The first prototype is shown in Fig. 4. Initially, the toy works as a simple rocker for one
or two users; but it can be easily transformed into a tricycle by adding the gadgets that
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are stored inside of it. The dual mode allows the toy to accompany the user during its
different development stages. The seesaw is intended to be usedwhen the user is younger,
and the tricycle later, as he grows older. One of the advantages of this product is that it
enhances social interaction, when children coexist, they establish bonds, reinforce their
trust and develop respect for others. The proposed material is injected polypropylene
and the toy consists of six parts: the main body (with two interior compartments in the
seats), a handlebar, the front wheels and two rear wheels (left and right).

Fig. 4. First prototype sketch with views.

2.5 Feedback

Finally, to ensure that the user had the best possible experience using the toy, a series
of questions that validate the seven usability factors, proposed by Peter Morville’s
honeycomb model [8], were developed and used as a guide during the re-designing
process.

Useful: What benefit is my user getting from my product?
Usable: Is my product both effective and efficient?
Believable: Is my product reliable for the users? Does it promise a long useful life?
Desirable:Why should the customer choosemy product over others in themarket, would
it recommend it?
Findable: Will the user be able to find all the information needed to understand how my
product works?
Accessible: Can the experience generated bymy product be enjoyed by thewidest variety
of users possible?
Valuable: What the product offers, is it more than what I am giving for it?
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3 Results

For the proposal’s redesign, the Lightning Decision Jam tool was used, where strengths
and weaknesses of the toy were defined. Two main aspects that needed improvement
were found, the first being an easier design to manufacture and the second, an increase
in the emotional bond between the product and the user so that our toy would not be just
another toy, but his/her favorite one. To achieve this, Value Engineering methods and
Emotional design were used as a guide.

Value engineering’s main purpose is to remove anything that makes the product
more expensive without increasing its main function but maintaining its quality. This is
accomplished by asking questions such as: What is the product? What does it do? What
should it do? How much it costs? What other material or method can be used without
modifying its performance and safety?We concluded that the material chosen in the first
proposal should be changed. A switch from plastic to wood was made, with the aim of
having a more efficient use of materials, facilitating the building process and reducing
manufacturing costs, in addition to improving it aesthetically. With this modification, a
change in the product shape was made, leaving the structure hollow inside and removing
excess material from the original design. In addition, the final toy is easy to assemble
and disassemble. It is mainly composed of two wooden boards on the sides and some
crossbars that join them (Fig. 5). This allows any of the parts to be replaced if they get
damaged or wear out, just order that piece and change it easily. By being able to replace
a single piece, the user produces less waste and assures the product’s longevity.

Fig. 5. Final proposal for the mountable toy.

Roni, the seal shaped toy, is the perfect toy for a child aged 4 and older, as it pro-
vides fun for them and their parents from the moment they begin assembling it. It is an
interactive toy that encourages coexistence and helps kids explore their abilities.

4 Conclusion

We found that by using two methodologies, the ‘User-Centered Design’ and ‘Total
Design’, more about the user could be understood and therefore it is possible to create a
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better and more successful design. Our initial idea for the mountable was a plastic toy,
completely solid and quite colorful. By doing deeper research in children’s emotions,
materials, manufacturing processes, we decided to redesign the product in order to obtain
a simple assemblable and disassemblable toy, mainly made out of wood, with attractive
colors and two modalities, a seesaw and a tricycle, that could be shared by two users. In
addition, after researching about emotional attachment of children to toys, a storybook
for the children and a name for the mountable were implemented, bringing Roni to life.
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Abstract. Paediatric anthropometric database is important for child product
design and their public health plans. This is unavailable in Nigeria andmost devel-
oping nations. This study aims to provide a preliminary anthropometric database of
infants in our environment and determine how they relate with their nutritional sta-
tus. This cross-sectional survey was conducted among 108 infants recruited from
a health centre in Enugu East LGA. Anthropometric variables (body weight; head,
abdominal, chest, wrist, forearm,mid arm andmid-thigh circumferences; shoulder
breadth; crown-to-rump, crown-to-sole, rump-to-sole, shoulder-to-elbow lengths
etc.) were assessed using standard procedures. Nutritional status was assessed
using the Weech formula and the Mid Upper Arm Circumference (MUAC) index.
Data obtainedwere analyzed descriptively, while chi-square test was used to deter-
mine the association between variables at α = 0.05. A total of 53 females and
55 males participated in this study. Their mean age, birth weight, and total body
weight were 10.64± 5.46 weeks, 3.30± 0.59 kg, and 5.61± 1.00 kg respectively.
Their mean head, abdominal, mid-arm, and mid-thigh circumferences were 40.01
± 1.92 cm, 42.21± 3.22 cm, 13.01± 1.22 cm, and 19.50± 2.47 cm respectively.
The (75th, 95th) percentile of their chest circumference, mid arm circumference,
shoulder breath and total body weight were (42.00 cm, 44.50 cm), (13.88 cm,
15.11 cm), (17.38 cm, 19.00 cm) and (6.30 cm, 7.56 cm) respectively. There was
significant association between nutritional status [(Weech), (MUAC)] and each
of chest circumference [(x2 = 52.42, p < 0.0001), (x2 = 95.88, p = 0.010)],
abdominal circumference [(x2 = 68.25, p < 0.0001), (x2 = 115.58, p = 0.010)],
foerarm circumference [(x2 = 45.19, p < 0.0001), (x2 = 151.90, p < 0.0001)],
and wrist circumference[(x2 = 46.94, p < 0.0001), (x2 = 146.19, p < 0.0001)].
The protocol is pragmatic and some selected anthropometric variables of infants
can relied upon to determine their nutritional status.
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1 Introduction

Anthropometry is the science dealing with the physical measurements of the human
individual, such as the person’s size, form and functional capacities [1]. It is the study
of the measurement of the human body in terms of the dimensions of bone, muscle, and
adipose tissue [2]. Anthropometry is a key component of nutritional status assessment in
children and adults [3]. The anthropometric data for infants and children reflect general
health status [4], and dietary adequacy [5]; and can therefore be used to track trends in
their growth and development over time. For infants, some important anthropometric
measurements include weight, head circumference, and length/height. Head circumfer-
ence is known to be positively correlated with brain growth and volume [6]. Also, the
weight of a child can be used to assess the presence of malnutrition [7], while their
length/height are used to assess creatinine height index (an index of protein nutrition),
and basal energy expenditure [8, 9].

The physical characteristics of anthropometry are dimensions of hands and feet and
other body members and are subject to variations according to sex, age and built. A large
bank of this data (database) is utilized by ergonomists, government, medical engineers,
and health practitioners for the designing of physical facilities, decisionmaking and gen-
eralmanufacturing [10]. Since the 1940s, several developed countries have beenworking
on the establishment of anthropometric databases of their military, workforce or citizens
in general. Worldwide, there are at present more than 90 large scaled anthropometric
databases, and most of them are for Western populations. In Asia [11–13], and America
[14–16]; there exist several anthropometric databases. With the exception of very few
sizing and fits studies in South Africa [17, 18], there appear to be no anthropometric
database for the African population; more so, for Nigeria, the most populous nation in
Africa.

It is a known fact that differences in nutrition and life style, as well as hereditary and
ethnic factors can lead to difference in body sizes and dimensions [19], thus underscoring
the need for an African anthropometric database. Also, most of the databases world
over was built only for adults with the aim of increasing industrial safety, and much
less attention has been paid to adolescents and children. Hence, this study seeks to
provide anthropometric indices of infants in an African environment and establish their
relationship with the nutritional status of this population.

2 Material and Methods

2.1 Study Area

Enugu East Local Government Area Health Centre, located in Abakpa close to the
market, mostly inhabited by low income earners.
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2.2 Subjects

One hundred and eight infants participated in this cross-sectional preliminary survey (53
females, 55 males). All participants lived within the study area.

2.3 Eligibility Criteria

Only infants between 6 and 36 weeks, live in Enugu East Local Government Area,
whose parents gave their consent participated in this study. However, babies that met the
above criteria but presented to the health centre for other medical treatment other than
immunization were excluded.

2.4 Outcome Measures

Nutritional Status This was done using the Mid Upper Arm Circumference (MUAC)
index and the Weech index.

The Mid-Upper Arm Circumference is the circumference of the left upper arm,
measured at the mid-point between the tip of the shoulder (the acromium) and the tip of
the elbow (olecranon process). It is a good predictor of mortality and in many studies,
MUACpredicted death in children better than any other anthropometric indicator. By the
World Health Organisation standard (WHO, 2010), MUAC less than 110 mm indicates
Severe Acute Malnutrition (SAM), and the child should be immediately referred for
treatment. MUAC between 110mm and 125mm indicatesModerate AcuteMalnutrition
(MAM), and the child should be immediately referred for supplementation. MUAC of
between 125mmand 135mm, indicates that the child is at risk for acutemalnutrition and
should be counseled and followed-up for Growth Promotion and Monitoring (GPM).
MUAC over 135 mm indicates that the child is well nourished [20].

WEECH Index is a frequently used formula for estimating weight and height using
age of children in developing countries [21]. For children less than 12month like
participants in this study, the following formula was used:

Estimated Weight(Kg) = Age(months) 2+ 9

Participants were classified as underweight and malnourished when the observed
weight was found to be less than the estimated weight [22].

Anthropometric Measurements. Participants were weighed and their lengths and cir-
cumferences (weight, height, head circumference, head length, chest circumference,
abdominal circumference, mid arm circumference, forearm circumference, wrist cir-
cumference, hand length, crown-to-sole, crown-to-rump, rump-to-sole, rump-to-knee,
mid thigh circumference, calf circumference, ankle circumference, foot length, foot
breath) were assessed using standard procedures as described below and illustrated in
Fig. 1.

Head Circumference. Babies were position comfortably in supine lying on the assess-
ment board, parents were asked to remove any of the child’s hair ornaments or braids.
Measurement was done by placing the measuring tape around the child’s head so that the
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tape lies across the frontal bones of the skull, slightly above the eyebrows, perpendicular
to the long axis of the face, above the ears, and over the occipital prominence at the back
of the head. The tape was moved up and down over the back of the head to locate the
maximal circumference. The insertion tape was tightened so that it fits snugly around
the head and compresses the hair and underlying soft tissues. The measurement was
taken twice to the nearest 0.1 cm and the average of the two measurements calculated
and recorded.

Body Weight. Electronic Infant weighing scale (MTB, UK) was used to assess the
body weight of the participants. The caregiver undressed the participant down to light
clothing (e.g. onesie or T-shirt and a clean dry diaper) and gently placed on the scale
already covered with disposable table paper that was changed for each participant. The
weight of the participant was read to the nearest kilogram.

Recumbent Lengths. A Recumbent board was used for these measurements. It was
covered with a disposable scale liner that was changed for each participant, then their
caregiver undressed them to light clothing and a clean, dry diaper. Also, any hats, hair
barrettes, or anything in the crownof the hair thatwould prevent an accuratemeasurement
was removed. The participant was placed supine on the recumbent board. The caregiver
was asked to hold the participant’s head so that the crown touches the head of the board
and he/she looking straight up. Participant’s legs were held lightly together just above
the knees and gently pushed down against the recumbent board to ensure that he/she
is in full extension. The vortex of the crown and each of the rump, knee and sole were
marked off. Thereafter, the crown-to-rump, Crown-to-Sole, Rump-to-Sole and Rump-
to-Knee, Knee-to-Sole lengths were measured. Measurement were taken twice to the
nearest 0.1 cm, the average was calculated and recorded.

Body Circumferences. Body circumferences such as the Chest, Abdominal, Waist,
Mid Arm, Forearm, Wrist, Mid-thigh, Calf, and Ankle Circumferences were assessed
with the participants in supine lying on the recumbent board. Tape rule was used to
measure the body circumference at specific landmarks. Chest, Abdominal, and waist
circumferences were taken at the level of the nipple, umbilicus, and the narrowest part
below the umbilicus respectively.Mid-arm, forearm, andwrist circumferencewere taken
at the midpoint between the shoulder and the elbow, mid point between the elbow and
the wrist, and over the radial styloid respectively. In the same vein, the mid-thigh, calf,
and ankle circumferences were taken at the mid-point between the hip and the knee,
the bulkiest part of the gastrocnemius, and over the lateral malleolus respectively as
illustrated in Fig. 1. The above measures were taken twice in their nearest 0.1 cm and
their average calculated and recorded.

Limb Lengths/Breadths. Measures such as Hand, Shoulder, and foot Breadths, as well
as Elbow-to-Hand, Shoulder-to-Elbow, Hand, and Foot Lengths were also assessed on
the recumbent board. The participants were also positioned as described above. The hand
breadth was measured from the widest surface of the palm between the index and little
fingers, and similarmeasurementwas equally done for the foot breadth. Shoulder breadth
was assessed as the length between the left and right acromium posteriorly. The shoulder
to elbow and elbow to hand lengths were defined as the distance between the acromium
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1 = Head Circumference
2 = Head length
3 = Chest Circumference
4 = Waist Circumference
5 = Hip Circumference
6 = Mid Arm Circumference
7 = Forearm Circumference
8 = Wrist Circumference
9 = Hand Breadth
10 = Shoulder Breadth
11 = Crown-to-Rump
12 = Crown-to-Sole
13 = Rump-to-Sole
14 = Rump-t0-Knee
15 = Elbow-to-Hand
16 = Shoulder-to-Elbow
17 =Hand length; 
18 = Foot Length; 
19 = Foot Breadth;
20 =Foot Height; 
21 = Mid-thigh Circumference;
22 = Calf Circumference;
23 = Ankle Circumference;
24 = Knee-to-Sole; 
25 = Total Body Weight 
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Fig. 1. Infant anthropometric measures and their sites

and the olecranon, and between the olecranon and the radial styloid respectively. The
hand and foot lengths were measured as the distance between the midpoint of the radial
and ulna styloids and the index finger, and between the calcaneus and the longest toe
respectively. All measurements were taken twice to the nearest 0.1 cm, the average
calculated and recorded.

Data Analysis. Data obtained was cleaned and analysed using Statistical Package for
Social Sciences (SPSS) version 21.0. Descriptive statistics of frequency, percentages,
mean and standard deviation were used to summarise participants variables in tables and
pie charts. Chi-square inferential statisticswas used to determine the association between
the participants’ anthropometric variables and nutritional indices. Level of significance
was set at α = 0.05.



86 E. N. D. Ekechukwu et al.

3 Results

3.1 Summary of Infants’ Anthropometric Indices

A total of 108 infants (53 females, 55 males) participated in this study as shown in Fig. 2.
Their mean age, birth weight, and total body weight were 10.64 ± 5.46 weeks, 3.30 ±
0.59 kg, and 5.61 ± 1.00 kg respectively. Their mean head, abdominal, mid-arm, and
mid-thigh circumferences were 40.01 ± 1.92 cm, 42.21 ± 3.22 cm, 13.01 ± 1.22 cm,
and 19.50 ± 2.47 cm respectively. Also, their mean crown-to-sole, rump-to-sole, and
foot lengths were 58.97 ± 4.13 cm, 24.90 ± 3.29 cm, and 9.22 ± 0.90 cm respectively
as shown in Table 1. The 75th and 95th percentile of their chest circumference, mid
arm circumference, shoulder breath and total body weight were (42.00 cm, 44.50 cm),
(13.88 cm, 15.11 cm), (17.38 cm, 19.00 cm) and (6.30 cm, 7.56 cm) respectively. Also,
the 75th and 95th percentile of their crown-to-rump, crown-to-sole and rump-to-sole
were (36.00 cm, 39.00 cm), (61.15 cm, 66.00) and (27.00, 30.00) respectively. Again,
that of hand length, foot length and total body weight are (7.10, 7.50), (9.00, 11.11) and
(6.30, 7.56) respectively as shown in Table 1.

49.1%50.9%

Fig. 2. Frequency distribution of the sex of participants (N = 108)
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Table 1. Mean anthropometric indices of the participants and their percentiles

Anthropometric variables N Min P5 P25 P50 P75 P95 Max X SD

Birth weight (kg) 85 1.80 2.33 2.90 3.30 3.70 4.10 5.40 3.30 0.59

Age (weeks) 108 5.00 6.00 6.00 10.00 12.00 22.20 36.00 10.64 5.46

Head circumf (cm) 108 33.60 37.00 38.60 40.00 41.00 43.78 44.00 40.01 1.92

Head length (cm) 105 1.00 11.00 11.50 12.00 13.00 13.35 14.00 11.96 1.36

Chest circumf (cm) 108 35.00 36.00 38.10 40.00 42.00 44.50 46.00 40.22 2.52

Abdominal circumf (cm) 108 30.00 36.64 40.00 42.00 44.38 47.78 48.50 42.21 3.22

Mid-arm circumf (cm) 108 10.50 11.00 12.00 13.00 13.88 15.11 16.50 13.01 1.22

Forearm circumf (cm) 108 10.00 11.00 11.50 12.50 13.00 14.78 15.50 12.51 1.16

Wrist circumf (cm) 108 0.50 8.10 9.28 10.00 10.15 11.00 12.00 9.73 1.24

Hand breath (cm) 106 3.50 3.89 4.00 4.20 4.50 5.00 5.50 4.26 0.32

Shoulder breath (cm) 108 13.50 15.00 16.00 17.00 17.38 19.00 20.00 16.78 1.18

Crown-to-rump (cm) 108 27.50 30.00 32.50 34.00 36.00 39.00 43.00 34.38 2.80

Crown-to-sole (cm) 108 47.00 52.45 56.50 58.50 61.15 66.00 71.50 58.97 4.13

Rump-to-sole (cm) 108 13.00 20.00 23.00 25.00 27.00 30.00 34.50 24.90 3.29

Rump-to-knee (cm) 108 6.50 9.50 11.50 12.75 14.00 16.78 19.50 12.74 2.12

Elbow-to-hand (cm) 108 10.00 14.50 15.50 16.50 17.50 19.00 21.00 16.54 1.57

Shoulder-to-elbow (cm) 108 8.00 8.50 9.50 10.00 11.00 12.78 16.00 10.40 1.38

Hand length (cm) 108 6.00 6.23 7.00 7.00 7.10 7.50 8.00 7.00 0.35

Foot length (cm) 108 7.50 8.00 8.50 9.00 9.50 11.11 12.00 9.22 0.90

Foot breath (cm) 108 3.50 3.80 4.05 4.50 4.50 5.00 6.00 4.41 0.43

Mid thigh circumf (cm) 108 14.00 15.73 18.00 19.00 21.00 24.00 26.00 19.50 2.47

Calf circumf (cm) 108 11.50 12.00 13.50 14.50 15.88 17.77 19.00 14.63 1.59

Ankle circumf (cm) 108 8.50 9.50 10.00 11.00 12.00 13.00 14.50 10.97 1.10

Knee-to-sole (cm) 108 10.50 12.80 14.00 15.00 15.00 17.00 18.00 14.78 1.20

Total body weight (kg) 108 3.50 4.19 4.90 5.00 6.30 7.56 8.20 5.61 1.00

Key: Cirumf= Circumference, Min=Minimum value, P= Percentile, Max=Maximum value,
X =Mean, SD = Standard Deviation.

3.2 Summary of the Association Between Nutritional Status and Anthropometric
Indices of Infants

Using the Weech index, 39.8% of the participants were underweight and 60.2% of them
were normal weight as shown in Fig. 3, with the MUAC index, 1.9% were classified
as having severe acute malnutrition, 26.9% as moderate acute malnutrition, 32.4% as
having the risk of acute malnutrition, and 38.9% as being well nourished as shown in
Fig. 4. There was significant associations between nutritional status using WEECH and
MUAC indices with each of chest circumference [(x2 = 52.42,p< 0.0001), (x2 = 95.88,
p = 0.010)], abdominal circumference [(x2 = 68.25, p < 0.0001), (x2 = 115.58, p =
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39.8%60.2%

Fig. 3. Frequency distribution of Weech Score of the participants (N = 108)

26.9%

32.4%

38.9%

1.9%

Fig. 4. Frequency distribution of the MUAC index of the participants (N = 108)
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0.010)], forearm circumference [(x2 = 45.19, p< 0.0001), (x2 = 151.90, p< 0.0001)],
andwrist circumference[(x2= 46.94, p< 0.0001), (x2= 146.19, p< 0.0001)]. However,
rump-to-sole length (x2 = 102.53, p = 0.033), elbow-to-hand length (x2 = 77.32, p =
0.02) and total bodyweight (x2 = 216.88, p< 0.0001) were only significantly associated
with nutritional status assessed using theMUAC index as shown in Table 2. On the other
hand, there was no significant association between sex and nutritional status assessed
with both the WEELCH index (x2 = 2.35, p= 0.125) and the MUAC index (x2 = 6.67,
p = 0.0.083) as shown in Figs. 5 and 6 respectively.

X2(P) = 2.35(0.125)

Fig. 5. Relationship between sex and Nutritional Status assessed with Weech’s Index
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X2(P) = 6.67(0.083)

Fig. 6. Relationship between sex and Nutritional Status assessed with MUAC index

Table 2. Association between anthropometric Indices and Nutritional Status (Weech’s and
MUAC Indices) of the Participants (N = 108)

Anthropometric indices X2 (p)

Weech’s index MUAC index

Head circumference (cm) 30.43 (0.047) 72.15 (0.085)

Head length (cm) 16.06 (0.188) 34.46 (0.542)

(continued)
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Table 2. (continued)

Anthropometric indices X2 (p)

Weech’s index MUAC index

Chest circumference (cm) 52.42 (<0.0001)* 95.88 (0.010)*

Abdominal circumference (cm) 68.23 (<0.0001)* 115.58 (0.04)*

Mid-arm circumference (cm) 47.90 (<0.0001)* N/A

Forearm circumference (cm) 45.19 (<0.0001)* 151.95 (<0.0001)*

Wrist circumference (cm) 46.94 (<0.0001)* 146.19 (<0.0001)*

Hand breath (cm) 14.50 (0.151) 19.25 (0.935)

Shoulder breath (cm) 16.90 (0.204) 45.28 (0.226)

Crown-to-rump (cm) 35.98 (0.055) 80.43 (0.232)

Crown-to-sole (cm) 40.11 (0.184) 111.99 (0.175)

Rump-to-sole (cm) 24.51 (0.547) 102.53 (0.033)*

Rump-to-knee (cm) 20.83 (0.470) 74.56 (0.151)

Elbow-to-hand (cm) 21.18 (0.131) 77.32 (0.02)*

Shoulder-to-elbow (cm) 14.42 (0.567) 30.79 (0.975)

Foot length (cm) 17.94 (0.118) 57.16 (0.014)*

Foot breath (cm) 31.64 (0.002)* 90.52 (<0.0001)*

Mid thigh circumference (cm) 45.75 (0.003)* 152.26 (<0.0001)*

Calf circumference (cm) 59.36 (<0.0001)* 143.01 (<0.0001)*

Ankle circumference (cm) 41.35 (<0.0001)* 143.14 (<0.0001)*

Knee-to-sole (cm) 23.72 (0.096) 107.81 (<0.0001)*

Birth weight (kg) 23.68 (0364) 74.46 (0.222)

Total Body Weight (Kg) N/A 216.88 (<0.0001)*

Key: X2 = Chi-square value, * = Significant, N/A = Not Applicable.

4 Discussion

The mean birth weight was of the infants in this study was 3.30 kg which is considered
normal given that the average birth weight of full term babies ranges between 2.5 kg and
4.5 kg [23]. This range is approximately the 5th and 95th percentiles of the birth weight
of the infants in this study (2.33 kg to 4.1 kg) which could be considered a normative
value for new born babies in this environment. Studies [24–27], have shown that African
babies have lower birth weights than their Caucasian counterparts. Poor maternal nutri-
tion [28, 29], hypertension [30], glucose intolerance obesity [31], and socioeconomic sta-
tus [32, 33]; have been fingered to be partly responsible for this differences. It was how-
ever observed in this study that the mean body weight (5.61 kg) was considered normal
for the mean age of the participants (10.62 weeks) going by the WHO’s infant weight
chart that estimated the body weight of 3 month old babies between 5.4 kg and 6 kg [34].
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Themean head circumference in this study and its 5th and 95th percentiles are within
the ranges stipulated in the WHO Child Growth standard [35]. According to the WHO
standards, for 11months old infants, the average head circumference for boys and girls
are 39.90 cm and 38.97 cm respectively; while the 5th–95th percentiles for boys and girls
are 38.0–41.8 cm and 36.9–41.0 cm respectively. The finding is also consistent with the
reports ofNeyzi et al. [36], that found the average head circumference ofmale and female
children (3 months old) to be 41.1 cm and 40.0 cm respectively. The clinical implication
of head circumference appears unsettled in literature.Wright andEmond [37], argued that
extreme head size is neither specific nor sensitive for detecting neurocognitive disorders
andwent further to opine that routinemeasurement of head circumferencewas unhelpful.
On the other hand, Sacco et al. [38], argued thatmacrocephaly andmegalencephaly (brain
overgrowth) are associated with autism spectrum disorder and further corroborated by
Menounou [39], who also argued that the head size, the growth rate and the shape are
important pointers towards benign or more sinister medical conditions; thu, suggesting
that this be routinely examined in children. However, from an ergonomic viewpoint, the
head circumference of infants would be useful to manufacturer and suppliers of baby
clothings, caps and hat. Data from this study may therefore be useful for babies in this
environment for the purpose of standardization.

Majority of the participants in this study were classified as being underweight using
theWeech formula whereas using theMUAC index most the participants were classified
as being well nourished. However and worrisome as well is the fact that a good number
of the participants 26.9% were classified as having moderate acute malnutrition. This
appears to be of public health concern as this implies that one of every four infants in this
environment may have moderate acute malnutrition. According to a research by Black
et al. [40], and Pelletier et al. [41] in rural Malawi, Moderate acute malnutrition (MAM)
affects 11% of children worldwide under the age of 5 years. Children with MAM are
not only at 3 times’ greater risk of death than well nourished children but also face
greater risk of morbidity from infectious diseases and delayed physical and cognitive
development. This calls for urgent attention of the government and health workers on
the need for nutritional education and availability of nutritional supplements at reduced
prices or no price at all as poor financial state of the parents could be a major cause of
malnutrition.

There was a significant association between the nutritional status assessed using
Weech and MUAC index with some selected anthropometric variables such as chest
circumference, abdominal circumference, calf circumference and wrist circumference.
This implies that these measurements in an infant may be used to assess their nutri-
tional status. This is in line with the study by Ferretti et al. [42], who posited that calf
circumference is a good indicator for monitoring nutritional status of children and ado-
lescents with malignant neoplasm. Also, there was no significant association between
sex and nutritional status in this study, this goes contrary to a report by National Family
Health Survey in 2016 in India stating that female children are more malnourished than
their male counterparts [43], although the only 2 severe acute malnourished cases that
presented in this survey were females. There appear to be conflicting reports on the
effects of gender on nutritional status of a child. Dereń et al. [44], found more boys to
be underweighted than girls and in the same study found more boys to be obese than
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girls. Pandev [45], appears to support the option of more girls being underweight than
boys in India. He attributed this to parental bias, as parents with no male child tend to
breastfeed their female children less longer as they keep attempting to have a male child.
In Nigeria, there is an unverified belief that male children suckle better than female
children and they tend to continue breastfeeding for a more prolonged period of time
than female children. This belief is however not supported by the result of this study
that found no relationship between sex and nutritional status. It is pertinent to state that
this is a preliminary study, given the limited sample size and sample recruitment from a
single location that may affect the external validity of the result. It should therefore be
interpreted with caution.

5 Conclusion

This approach is pragmatic for developing an anthropometric database of infants in
Nigeria. The head circumference and body weight of an infant in Enugu Metropolis are
within the normal ranges reported byWHO. Finally, anthropometric variables like chest,
abdominal, calf and wrist circumferences are useful determinants of infant’s nutritional
status.

Acknowledgment. We wish to acknowledge and appreciate the mothers and caregivers that
presented their infants as participants in this study.
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Abstract. The results of an anthropometric study carried outwith 425 older adults
of both sexes are presented. The research was carried out in a Social Center for
Older Adults by Day in the Metropolitan Area of Guadalajara. The sample con-
sisted of 319 female and 106male subjects. Thirty-nine anthropometric parameters
were measured, and tables were built with the collected data. The anthropometric
measures were compared to previous studies on Mexican older-adult populations.
Those from other countries, as part of the overarching goal for improving the
interactions between the older-adult user population, their environment, and the
objects themselves. By applying a t-test to compare the dimensions between men
and women, we found statistically significant differences (p < 0.001) in the ana-
lyzed measurements, except for maximum body depth and thigh height. Likewise,
it was possible to verify the secular trend of weight and height in the studied pop-
ulation, finding that the older the age, the smaller these dimensions are. The data
obtainedwere comparedwith those of studies of older adults of other nationalities.
Statistically significant differences were found (p = 0.01) with women from Italy
[1], Brazil [2], and Sweden [3].

Keywords: Anthropometric · Older-adult · Design · Mexican population

1 Introduction

At present, Mexico has an aging population trend. This phenomenon is repeated both
in Latin America and in the rest of the world. By the year 2050, data and projections
of the National Population Council indicate that almost 30% of Mexico’s population
will be older adults [4]. This situation represents a significant challenge for society. It is
necessary to guarantee an accessible and coherent context with the characteristics and
requirements of the elderly population. Based on this, it is essential to begin transforming
spaces and objects to favor more inclusive environments.

Although it is not the only aspect, reference anthropometric population dimensions
are essential to adjust the environments to their characteristics. These are fundamental
for identifying differences among populations, defining the dimensions, and improving
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the interaction between people, spaces, and products, considering possible vulnerable
populations. Having updated and complete anthropometric data is essential for making
the right design decisions regarding the environment and products’ dimensions.

Older Mexican adults’ reference anthropometric data are necessary to design coher-
ent and inclusive systems that account for diversity between populations and age gen-
erations. Having these reference values will allow for more suitable conditions that will
minimize riskswhile using spaces, improve usability, and allowing greater independence
for older adults in their daily activities.

The purpose of the present study is to delineate an anthropometric profile of the
elderlyMexican population to provide reference data for designers of spaces and objects.
We analyzed the collected data to identify anthropometric variability and other differ-
ences associated with gender in this specific age group. Several dimension parameters
were compared to reference parameter values from a previous study of a sample of the
elderly Mexican population and reference parameters from foreign populations, such as
Holland, Italy, Brazil, and Sweden, to find variations.

2 Methodology

The research was carried out in a senior daycare social center in the Guadalajara, Mexico
Metropolitan Area. The study included 425 adults, 319 females, and 106 males. Accord-
ing to a previous screening questionnaire, their age ranged between 60 and 93 years,
and they were all able to carry out their daily activities. The sample size was considered
representative of the population, according to ISO 15535 [5].

The instruments usedwere aMartin-typeAnthropometer,modelU. ofG, two calipers
(Glissier type), a small 45 cm, and a large 70 cm; a depth gauge and a wooden handle
cone graduated with 1 mm diameter scale increases. Weight was measured using a Seca
weight scale model 803, with a ± 100 g precision.

2.1 Procedure

Thirty-nine anthropometric dimensions were measured; 29 considering the guidelines
and definitions of ISO 7250-1, [6] and 10 using the technique described by Avila, Prado,
and González [7]. The latter were considered since they are necessary to design various
objects of everyday use for the elderly.

The standing position measurements were taken in the Frankfort Plane, with shoul-
ders relaxed and both at the same height, arms alongside the body, with the hands gently
touching the thighs, heels together, and the balls of the feet apart, forming an angle of
45°.

We used an adjustable-height chair and flat seat pan to collect anthropometric mea-
sures in the seated position. The subjectwas sittingwith the head oriented in the Frankfort
plane, with shoulders and arms relaxed, hands resting on the first third of the thighs. The
seat height was adjusted so that the thighs will form a 90-degree angle with the leg and
the feet resting entirely on the floor.
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3 Results

Descriptive data were obtained for all individual variables. The data normality was
checked to employ the variation coefficient; kurtosis and skewness were also estimated.
TheTable 1, 2, 3 and 4were developed, including the estimatedmean, standard deviation,
and 5th and 95th percentiles of the anthropometric measures. The reported data show
normal behavior, except for weight in both sexes and height of the sitting elbow and
thigh height in women.

Table 1. Standing measurement of older females (F) and males (M)

Measurement Sex Mean sd Percentiles t-test

P5 P95

Weight F 66.09 12.12 49 87 5.62***

M 75.03 14.78 51 103

Stature F 1506 64.26 1408 1614 16.25***

M 1639 76.25 1505 1767

Eye height F 1399 62.29 1298 1502 16.62***

M 1531 73.27 1399 1653

Shoulder
height

F 1243 57.70 1156 1344 16.52***

M 1368 70.36 1248 1475

Elbow height F 930 50.16 856 1004 14.53***

M 1023 57.31 916 1110

Knee height F 430 29.38 382 478 13.22***

M 473 30.25 419 523

Chest depth F 298 32.21 247 354 5.66 ***

M 277 29.08 229 341

Body depth F 316 38.64 251 375 1.33

M 310 43.63 249 402

Chest breadth F 323 35.01 267 380 4.42***

M 341 34.78 286 407

Max. body
breadth

F 490 46.69 421 566 6.30***

M 523 50.34 445 620

***p ≤ 0.001
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Table 2. Sitting measurements of older females (F) and males (M)

Measurement Sex Mean sd Percentiles t- test

P5 P95

Height. sitting F 780 45.08 714 844 12.96***

M 844 42.51 768 918

Shoulder height.
sitting

F 519 40.07 453 573 11.36***

M 569 36.73 509 632

Elbow height.
sitting

F 206 42.22 144 265 2.62**

M 218 32.78 160 277

Thigh clearance F 144 37.59 113 177 1.85

M 149 18.60 118 177

Knee height.
sitting

F 456 41.64 412 503 10.68***

M 503 32.79 449 557

Popliteal height.
sitting

F 364 34.96 316 412 11.08***

M 405 26.95 362 455

Shoulder-elbow
length

F 331 22.54 300 365 6.12***

M 363 19.95 326 398

Bideltoideal
breadth

F 465 51.87 392 562 2.26*

M 479 61.40 372 574

Elbow-to-elbow
breadth

F 481 52.73 400 575 1.60

M 491 57.60 401 586

Hip breadth.
sitting

F 392 43.43 325 474 1.17

M 387 35.24 328 449

*p ≤ 0.05 **p ≤ 0.01 ***p ≤ 0.001

Table 3. Functional measurements of older females (F) and males (M)

Dimension Sex Mean sd Percentiles t-test

P5 P95

Grip diameter F 35 4.28 28 41 7.25***

M 38 4.15 32 46

Fist height F 664 41.95 595 725 11.58***

M 726 49.82 642 803

Foward reach F 715 39.64 644 774 11.51***

M 767 42.78 695 839

Side arm reach F 688 35.44 631 751 16.37***

(continued)
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Table 3. (continued)

Dimension Sex Mean sd Percentiles t-test

P5 P95

M 755 38.11 696 817

Maximum vertical
reach

F 1830 85.78 1690 1972 16.81***

M 2004 108.40 1803 2180

Chest breadth F 323 35.01 267 380 4.42***

M 341 34.78 286 407

Max. body breadth F 490 46.69 421 566 6.30***

M 523 50.34 445 620

Buttock-popliteal
length

F 444 38.07 391 511 3.58***

M 455 27.93 402 500

Buttock-knee
length

F 541 55.06 440 605 6.50***

M 577 31.31 520 626

Elbow-wrist length F 327 24.61 295 358 8.99***

M 357 21.07 322 388

***p ≤ 0.001

Table 4. Measurements on specific body segments of older females (F) and males (M).

Measurement Sex Mean sd Percentiles t-test

P5 P95

Head breath F 150 7.60 140 160 6.43***

M 155 8.47 143 170

Face length F 126 9.06 111 142 10.16***

M 137 10.15 121 158

Head length F 183 13.62 172 196 6.11***

M 191 7.21 179 205

Hand breadth at the thumb F 90 7.82 80 103 11.89***

M 100 7.44 86 111

Hand breadth at metacarpals F 74 4.20 68 81 18.13***

M 83 4.62 76 92

Hand length F 165 9.43 149 179 14.14***

M 180 10.54 162 196

(continued)
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Table 4. (continued)

Measurement Sex Mean sd Percentiles t-test

P5 P95

Palm length perpendicular F 94 7.66 82 102 10.23***

M 102 6.82 90 114

Thickness hand F 29 3.88 24 36 9.61***

M 34 3.65 27 40

Foot length F 226 13.51 204 247 14.89***

M 249 14.78 223 271

Foot breadth F 87 6.46 75 97 10.35***

M 94 5.96 86 106

Heel foot breath F 64 7.72 53 76 8.40***

M 71 7.01 60 84

*p ≤ 0.05 **p ≤ 0.01 ***p ≤ 0.001

3.1 Comparison by Gender and Secular

When comparing the male and female groups using a t-test, a statistically significant
difference was found between both groups for all measures, except for maximum body
depth and thigh height.

The results were compared with a sample obtained by Ávila et al. [7] in the same
locality and using the same technique to establish the secular trend. We compared the
weight and height data obtained in both studies; no statistically significant differences
were found (Figs. 1 and 2).

Statistically significant differences were found between the age groups. An inverse
relationship between age and weight and height dimensions was identified by logistic
regression analysis. The dimensions of the participants were smaller as age increased.

Fig. 1. Comparison of the weight of male and female with Avila et al. [7]
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Fig. 2. Comparison of the height of male and female Avila et al. [7]

3.2 Comparison with Other Populations

We compared the height data obtained in this study with other published data from
older adults of different nationalities. Height is a dimension measured in all studies and
with the same technique. Statistically significant differences were found (p= 0.01) with
women from Italy [1], Brazil [2], and Sweden [3]. Furthermore, men’s height was also
compared with previous studies from Italy and Sweden, yielding statistically significant
differences.

Both sexes’ data were compared with the study results in Australia [8], showing no
statistically significant differences. Recognizing these differences is essential since it
implies the need for older adults’ objects to be designed or chosen according to their
dimensions (Figs. 3 and 4).

Fig. 3. Comparison of the height of female from different populations.
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Fig. 4. Comparison of the stature of male from different populations

4 Discussion

Rapid population changes show the importance of having up-to-date data on user dimen-
sions. These changes are even more relevant if we consider that populations such as
the elderly have seldom focused on anthropometric studies and population distribu-
tion changes. This situation has begun to put older adults at the center of the built
environment’s development.

Although no significant differences were found between the older adults reported
by Ávila et al. and the results of the present study, in the groups of 60 to 69 and 70
to 79, differences in weight between populations are similar to those reported by Dey
et al. [9] who found 1.5 and 6.3 kg heavier to the later-born cohort in comparison to
an earlier-born cohort. Differences between age and gender groups in the present study
match other studies in Latinamerica [10].

It is essential to develop anthropometric reference data considering sitting and stand-
ing postures. One of the limitations in indirect methods such as scanners is registering
body dimensions in sitting posture. Using scanners for anthropometry represents a prob-
lem. Designers need baseline parameters to design different spaces and workstations for
sitting posture [11], which is not feasible using 3-D scanners. Also, scanners have shown
less accuracy for measuring body areas when there are small posture variations, e.g.,
shoulders, head, and neck [12]. In this case, the direct 1-D method used in the present
study has the advantage of allowing to collect data in both postures.

5 Conclusions

The data obtained were representative of the Mexican population in the western part
of the country. Statistically significant differences were found in comparing men and
women in the study population and data from other countries.

The use of 1Dmeasurements is advantageous due to the cost that it implies, especially
for studies carried out in developing countries. Having anthropometric data on older
adults, representing this population, will allow both designers and architects to build
better housing and consumer goods that fit the elderly.
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Abstract. In firefighting, fit and sizing of personal protective equipment are
directly related with the protection level, work performance, and comfort of fire-
fighters. Furthermore, proper fit and sizing depend on appropriate sizing systems
and the validity of the data from which they were constructed. Thus, anthro-
pometric data are paramount for personal protective equipment design. Despite
recent studies, anthropometric databases on firefighters are still very limited. Aim-
ing to fulfill this shortcoming as well as to understand if Portuguese firefighters’
protective equipment is adjusted to their anthropometrics, a study designated as
Size FF Portugal – Anthropometric Study of Portuguese Firefighters is currently
underway. This paper presents a preliminary comparison of anthropometric data
of firefighters from two different fire brigades: a mixed brigade and a professional
brigade. Results of an initial analysis show that participants from the professional
brigade were on average 29 mm taller than participants from the mixed brigade.
Moreover, participants from the mixed brigade were on average 6.93 kg heavier.
Further, results of inferential ANOVA test at a 95% confidence level revealed sta-
tistically significant differences of the stature andweight between career-volunteer
firefighters from the mixed brigade and career firefighters from the professional
brigade. Furthermore, an examination of Body Mass Index revealed that 71.88%
of all participants from the mixed brigade as well as 41.58% of participants from
the professional brigade were considered above the normal weight range. Dif-
ferences of anthropometric measurements between the two fire brigades reveal
the relevance in developing a more comprehensive yet detailed anthropometric
database of Portuguese firefighters.

Keywords: Anthropometric data · Body mass index · Firefighting · Fit and
sizing · Personal protective equipment

1 Introduction

Anthropometric data are essential for applying ergonomic principles to the design of a
wide range of products and are paramount when developing personal protective equip-
ment (PPE). In the case of occupations that deal with extreme circumstances, as is the
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case of firefighting, fit and sizing of PPE is not only related with protection level but
also with work performance, mobility, and comfort.

A proper fit of PPE depends on appropriate sizing systems. This, in turn, depends
on the methods used for developing the sizing system and the validity of the data from
which it was constructed. As stated by Zakaria and Gupta [1], an accurate sizing system
must be built based on actual anthropometric data as the understanding of body sizes
and shapes is the only way to cater to the needs of consumers.

In the last decades, studies have been finding significant anthropometric differences
among specialized occupational groups [2–4]. Hsiao et al. [2], for example, compared
data of a US anthropometric database and identified that both men and women serving
in protective service occupations1 have different body dimensions and configurations
when compared to other occupational groups as well as to the general population.

The importance of PPEfit and sizing for thefirefighting profession, allied to the speci-
ficity of occupational groups anthropometrics justify the need for a better understanding
of firefighters’ body dimensions.

1.1 Firefighters’ Anthropometric Surveys

Anthropometric databases on firefighters are still very limited, despite the growing inter-
est of researchers on this topic. Comprehensive anthropometric surveys including large
sample sizes were conducted in the USA, in New Zealand and in the United Kingdom.
To the best of found knowledge, the most thorough firefighters anthropometric survey
was conducted at the National Institute for Occupational Safety and Health (NIOSH),
comprised of a sample of 951 US firefighters, including male and female professionals
from different types of commitment [5]. Another broad study was conducted in New
Zealand, involving a sample size of 691 male participants including both professional
and volunteer firefighters [6]. Furthermore, a survey focused on a sample of about 310
female firefighters was conducted in the United Kingdom [7]. Types of commitment
were not mentioned in the study [7]. Other studies with smaller sample sizes were also
identified in a literature search [8–11].

1.2 The Study Size FF Portugal

Since 2017, a consortium of US Universities has been conducting an anthropometric
study of firefighters named Size FF, under the scope of a larger project2. In 2018,
the Centre for Textile Science and Technology (2C2T), in the Department of Textile
Engineering at the University of Minho, took the study to Portugal. The study Size FF
Portugal – Anthropometric Study of Portuguese Firefighters was launched.

The main goals of the Size FF Portugal study are to understand if Portuguese fire-
fighters’ PPE is adjusted to their anthropometrics and to present Ergonomic redesign
solutions to better improve the fit and sizing of such equipment. Anthropometric data,

1 Including firefighting and fire prevention occupations, police, detectives, and guards.
2 NC170 Multistate Project – Personal Protective Technologies for Current and Emerging
Occupational Hazards.
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socio-demographic information as well as the perceptions and experiences of firefight-
ers when selecting and wearing their current PPE are collected following the same
procedures and materials used in the US study.

In an initial stage of the study, data were collected in two fire brigades located in the
North of Portugal. This paper presents a comparative analysis of anthropometric data of
participant firefighters from these two fire brigades.

2 Materials and Methods

2.1 Data Collection

The process of gaining access to participants initiated with a formal request to the fire
brigades’ chiefs-in-command. After obtaining authorization, all firefighters from both
brigades were invited to participate in the study. Once willing to participate, subjects
were fully informed about the study protocols. On agreement to participate, subjects
were requested to sign an informed consent form. Data were collected in fire brigades’
facilities, in private rooms especially assigned for the study. Data were individually
collected, and all data collection stages lasted for about 2 h. In some cases, data collection
was completed in two sessions.

Initially, participants were requested to answer an online questionnaire. A semi-
structured interview was also administered. Socio-demographic information and partic-
ipants’ perceptions about their current PPE was gathered. Subsequently, participants’
body, hands, and feet were scanned using a handheld 3D body scanner. Additionally,
measurements of calf circumference, calf height, crotch height, weight, and stature were
manually obtained. Measurements were acquired with participants barefoot and wear-
ing underwear. In this paper, stature and weight data will be presented. Data acquisition
protocols followed standardized protocols [12].

2.2 Data Treatment and Analysis

Participants’ data were anonymously and confidentially treated and analyzed. Data were
analyzed using descriptive and inferential statistics.

Initially, basic descriptive statistics analysis on participants’ stature and body weight
were performed for the arithmetic mean, standard deviation, as well as minimum and
maximum. Moreover, data were prepared as suggested in the EN-ISO 15535:2012 stan-
dard: measurements over ±3 SD from the mean were reviewed [13]. Coefficients of
variation were calculated for each measurement and compared to the literature. More-
over, bodymass index (BMI)was estimated according to the BMI equation3. BMI results
were analyzed using reference values suggested by the World Health Organization [14].

Later, statistical hypothesis tests were performed aiming to verify differences
between measurements of firefighters from both brigades. Participant firefighters were
divided considering different types of commitment. For the application of the One Way
ANOVA inferential test, assumptions of independent samples, normal distribution of the
analyzed population, and equal standard deviations were verified. Firstly, normality of

3 BMI = weight/height2 (kg/m2).
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data was assessed using the Shapiro-Wilk test. Secondly, the Levene test was applied
to verify if the difference between the variances of two or more groups was significant.
Finally, the ANOVA test (right tailed) was applied for each dimension, taking into con-
sideration the type of commitment. Later, the post-hoc Tukey HSD test was performed
for multiple comparisons between each 2 groups. All tests were applied considering a
95% confidence level.

3 Results

As aforementioned, data were collected in two Portuguese fire brigades4. First, a pilot
study was conducted in a mixed fire brigade (MB5) that has both career-volunteer6

firefighters and volunteer7 firefighters. Next, data was collected in a professional fire
brigade (PB8) in which all members are career firefighters.

3.1 Descriptive Statistics Analysis

A total of 32 male firefighters from the MB agreed to participate in the pilot study
and completed all data collection stages9. Considering the type of commitment, from
the 32 participants, 24 (75.00%) were career-volunteer firefighters and 8 participants
(25.00%) were volunteer firefighters. Considering the PB, 101 male firefighters agreed
to participate10.

Results show that all firefighters from the MB were on average 1723.47 mm tall.
The mean stature of career-volunteer firefighters (MB) was 1720.71 mmwhile the mean
stature of volunteer firefighters was 1731.75 mm. The mean stature of participants from
the PB was 1752.57 mm. Furthermore, participants from the PB presented a wider
stature range, varying from 1576.00 mm to 1921.00 mm. For the MB, stature ranged
from 1610.00 to 1812.00mm, being the shortest participant a career-volunteer firefighter
and the tallest one a volunteer firefighter.

Participants from the MB presented an average weight of 83.65 kg, compared to
76.72 kg of participants from the PB. Considering the two types of commitment of the

4 According to the Decree-Law no. 247/2007 [19], Portuguese fire brigades are classified into
4 types: professional fire brigades, mixed fire brigades, volunteer fire brigades, and private
fire brigades. Professional fire brigades have exclusively career firefighters and depend on a
municipality. Mixed fire brigades depend on a municipality or an association of firefighters and
have both career firefighters and volunteer firefighters.

5 Hereafter referred to as MB.
6 Career firefighters serving in mixed brigades may also offer their services on a volunteer basis.
In this fire brigade, career firefighters usually volunteer during night shifts and weekend shifts.

7 Part-time firefighters who voluntarily offer their services in firefighting. In this brigade, volunteer
firefighters serve during night and weekend shifts.

8 Hereafter referred to as PB.
9 Some participants decided to interrupt their participation and others were not available to
conclude all data collection stages.

10 However, many participants of the PB did not complete all data collection stages. Due to this
limitation, some data were not discussed in this paper, such as participants’ average age and
years of experience in firefighting.



Firefighters’ Anthropometrics 109

MB, the mean weight was greater in the case of career-volunteer participants (86.14 kg)
than for volunteer participants (76.18 kg).

Coefficients of variations for considered dimensions were in the characteristic value
range proposed by Pheasant and Haslegrave [15]: 3–4% for stature and 10–21% for
weight. During data preparation, one measurement was identified as an outlier11.

Descriptive statistics for both stature and weight are summarized in Table 1.

Table 1. Descriptive statistics of stature and weight data for each fire brigade and type of
commitment.

Sample
size

Sample
mean

Standard
deviation

Range Coefficient
of variation

Stature (mm)

MB participants 32 1723.47 48.91 1610–1812 2.84%

Career-volunteer 24 1720.71 45.93 1610–1794 2.67%

Volunteer 8 1731.75 59.65 1619–1812 3.44%

PB participants 101 1752.57 61.27 1576–1921 3.50%

Weight (kg)

MB participants 32 83.65 13.81 58.0–112.6 16.51%

Career-volunteer 24 86.14 12.78 61.6–112.6 14.84%

Volunteer 8 76.18 14.93 58.0–102.3 19.60%

PB participants 101 76.72 9.96 50.8–109.7 12.98%

3.2 Hypothesis Testing Analysis

Prior to the application of the ANOVA test, normality of data and equality of variances
were verified. The Shapiro-Wilk test accepted the hypothesis of data normality of consid-
ered measurements for all groups of participants. Moreover, Levene test results revealed
that the population’s variances were considered to be equal, for both stature (p-value =
0.542) and weight (p-value = 0.228).

Results of the ANOVA test for mean stature rejected the null hypothesis, which indi-
cates that that the difference between the average stature of the population of firefighters
from the three types of commitment was big enough to be statistically significant (p-
value = 0.04897)12. Similarly, the null hypothesis for the mean weight was rejected,
meaning that weight averages of some of the firefighters’ populations from different
types of commitment were not equal (p-value = 0.00081)13.

11 Weight, PB: 109.7 kg > 76.72 + 3*9.96 kg.
12 Statistic F for mean stature was 3.08767 (not in the 95% critical value accepted range: [−∞:

3.0658]).
13 Statistic F for mean weight was 7.52212 (not in the 95% critical value accepted range: [−∞:

3.0658]).
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The post-hoc Tukey HSD test identified that the mean stature of career-volunteer
firefighters from the MB and career firefighters from the PB are significantly differ-
ent14. Statistically significant differences were not found when comparing mean stature
of career-volunteer firefighters and volunteer firefighter from the MB15 as well as when
comparing career firefighters from the PB and volunteer firefighters from theMB16. Sim-
ilar results of the Tukey HSD test were found considering the mean weight: significant
differences between career-volunteer firefighters from the MB and career firefighters
from the PB17, no significant differences between career-volunteer firefighters and vol-
unteer firefighters from the MB18 as well as between career firefighters from the PB and
volunteer firefighters from the MB19.

3.3 Body Mass Index Analysis

The average BodyMass Index was higher for the participants from theMB than from the
PB (28.2 kg/m2 and 24.9 kg/m2, respectively). An analysis of the BMI ranges revealed
that 58.42% (n= 59) of participants from the PB were considered in the Normal Weight
category. The same category summed 28.13% (n= 9) of total participants from the MB.
Thirteen (40.63%) participants from the MB were in the Pre-obesity range (11 career-
volunteers and 2 volunteers) and 7 (21.88%) were considered in the Obesity Class
I category. Furthermore, the BMI of 3 (9.38%) career-volunteer participants from the
same brigadewas inObesity Class II category. Table 2 presents the number of participant
firefighters in each BMI category.

Table 2. Number of participant firefighters according to BMI (kg/m2) range

Under-
weight

Normal
weight

Pre-obesity Obesity Class
I

Obesity Class
II

Obesity
Class III

BMI range* <18.50 18.50–24.99 25.00–29.99 30.00–34.99 35.00–39.99 ≥40.00

MB participants 0
(0.00%)

9
(28.13%)

13
(40.63%)

7
(21.88%)

3
(9.38%)

0
(0.00%)

Career-volunteer 0
(0.00%)

4
(16.67%)

11
(45.83%)

6
(25.00%)

3
(12.50%)

0
(0.00%)

Volunteer 0
(0.00%)

5
(62.50%)

2
(25.00%)

1
(12.50%)

0
(0.00%)

0
(0.00%)

PB participants 0
(0.00%)

59
(58.42%)

36
(35.64%)

6
(5.94%)

0
(0.00%)

0
(0.00%)

*According to the WHO [14].

14 Difference 31.87 mm; p-value = 0.04789.
15 Difference 11.04 mm; p-value = 0.88988.
16 Difference 20.82 mm; p-value = 0.60026.
17 Difference 9.42 kg; p-value = 0.00057.
18 Difference 9.97 kg; p-value = 0.06593.
19 Difference 0.55 kg; p-value = 0.98967.
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4 Discussion

Anthropometric databases are usually built from stratified samples. Stratification vari-
ables such as age and gender are commonly found. Furthermore, according to the purpose
of the investigation, other stratification variables such as race/ethnicity and geographi-
cal regions may also be taken into account. Preliminary results presented in this study
suggest that type of commitment may be a relevant stratification variable to be exploited
in the ongoing study as well as in other firefighting anthropometric studies.

Some research has explored the differences among different types of commitment
of firefighters in what regards the satisfaction with their turnout ensembles [16] or BMI
differences [17]. However, not many studies were found concerning anthropometric
differences relevant to the design of PPE. Furthermore, results of studies were not con-
sensual. Significant differences in means of key dimensions20 between career21 and
volunteer firefighters were noted in the Laing et al. [6] study. Contrarily, significant
differences between career and volunteer firefighters in some key dimensions22 were
not found in the survey conducted by Hsiao et al. [5]. However, the later authors [5]
mention that volunteer firefighters were underrepresented in their sample and suggest
the inclusion of strata considering different types of commitment in future research.

The presented results revealed differences between stature and weight of participant
firefighters from the two fire brigades: participants of the MB were heavier and partici-
pants of the PBwere taller. In a subsequent analysis, participants of theMBwere divided
according to their type of commitment. Inferential statistics test revealed that differences
of both stature and weight of career firefighters from the PB and career-volunteer fire-
fighters from theMBwere statistically significant at a 95% confidence level. In contrast,
significant differences were not found when comparing volunteer firefighters and career-
volunteer firefighters from the MB as well as volunteer firefighters from the MB and
career firefighters from the PB, considering the same confidence level. However, they
demonstrate that a special attention must be given to potential differences of Portuguese
firefighters’ anthropometrics considering their types of commitment.

Furthermore, it is worth mentioning that a further investigation with larger samples
may assist to clarify if anthropometric differences may be more related to the type of
commitment or to the type of fire brigade which is served. Moreover, an analysis of other
key dimensions relevant to firefighting PPE design may also improve this assessment
and a better characterization of Portuguese firefighters’ anthropometrics.

Despite the fact that no significant differences were found between volunteer fire-
fighters and other types of commitment, this topic deserves further attention. It is worth
mentioning that the majority of firefighters serving in Portuguese fire brigades are vol-
unteers, corresponding to 63.10% of Portuguese firefighters [18]. Results may have been
affected by the small sample size of participants from the MB, especially in the case of
volunteers (n = 8).

20 According to the study: stature, body weight, acromiale height, crotch height, and some
circumference measurements (hip girth and chest girth).

21 Referred as permanent firefighters and including both active and non-active firefighters.
22 According to the study: stature, body weight, and some circumference measurements.
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Not surprisingly, differences between participant firefighters reflected in the BMI
results. The analysis of BMI revealed a prevalence of participants from the MB in and
over the Pre-Obesity category. Hsiao et al. [5] found similar results in the US firefighting
population and emphasized that despite the fact that firefighters predominantly have
larger body builds than the general population, they are not immune from the overweight
prevalence. Ode et al. [17] point out that BMI should be used cautiously to identify
obesity in this occupational group, in whom muscle mass may be higher.

5 Conclusions and Final Considerations

For anthropometric data to be useful, it must accurately represent the dimensions of the
population to which the design is intended. In the case of the firefighting profession,
different types of commitment may influence anthropometrics. In this paper, results of
statistical analyses evinced the anthropometric differences between firefighters from two
different brigades. Statistically significant differences were found for average stature and
weight of career-volunteer firefighters from a mixed brigade and career firefighters from
a professional brigade. The preliminary results hereby presented will have a significant
impact on the definition of the Size FF Portugal study sample size and stratification.

Given the limited amount of literature assessing anthropometric differences in both
career and volunteer firefighters, the continuation of the study throughout regions of
Portugal should focus on larger and diverse samples considering different types of com-
mitment and different types of brigades. Considering this, the development of the study
Size FF Portugal will allow to develop a more comprehensive yet detailed anthropomet-
ric database of Portuguese firefighters. In the end, it is expected to contribute to their
protection, performance, and comfort.
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Abstract. One of the most frequently-used body regions in daily activities is the
upper limbs, and many of the work-related musculoskeletal disorders occur in this
area, mainly the hands. We highlight the importance of studying hand movements
executed at work, and how they affect workers’ health and productivity. Data were
collected from a hand-motion capture system conformed by six inertial measure-
ment units and six resistive force sensors from hand and fingers movements. Two
common hand movements were analyzed using wrist flexion-extension with a
small (−15° to 15°) and medium (<−15° and>15°) range of motion and flexion-
extension movement with the hand pronated-supinated. Data were classified by
traditional methods. A more complex movement involving a 3-finger spherical
grip was also recorded. It was found that the lectures from the six inertial sensors
and the six force resistive sensors showed a pattern that facilitates the recognition
of basic and more complex movements (flexion-extension and spheric handgrip)
through visual analysis of the plotted data, even at different ranges of motion.

Keywords: Wrist flexion-extension ·Wrist pronation-supination · Spherical
grip · Inertial measurement units · Resistive force sensors

1 Introduction

One of the human body regions that is frequently used in daily and work activities
are the upper limbs, mainly the hands [1]. Most manual-work at factories is highly
repetitive and requires huge force and awkward postures to be executed, sometimes
exceeding the workers’ capacities [2]. This behavior can be the cause of many work-
relatedmusculoskeletal disorders,which represent a third of the injuries atwork, a quarter
of lost time, and one-fifth of permanent disabilities [3]. As a result, it is important to
study the hand movements executed at work to see how they can affect workers’ health
and productivity.

Human Activity Recognition (HAR) has been widely used to analyze human–
machine interactions [4, 5]. The main goal of RAH is to identify activities based on
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the information obtained through a sensory network, which has been possible by the
development of low-cost, small-size, and high-computational-capacity technologies [6].

When handling the object, the subject can independently decide how to grasp it,
increasing the complexity of the activity recognition [7]. Xue et al. [7] recommended
that motion capture systems used in object handling recognition should include tactile
and force sensors in addition to inertial sensors.

This study relies on the analysis of data collected by a hand-motion capture system
conformed by inertial and force resistive sensors to determine its use in the classification
of the hand and fingers movements.

2 Method

2.1 Motion Capture System and Data Collection

A data glove motion-capture system (MoCap) adapted from six inertial sensors with 9
degrees of freedom located on the proximal phalanges and the dorsal side of the hand, and
six force resistive sensors, collocated on each fingertip and palm, were used to generate
data regarding hand and fingers movements.

Data collected included ten variables for each finger and hand: triaxial acceleration
(m/s2), triaxial angular velocity (rad/s), triaxialmagnetic field (µT), and the force exerted
by eachfingertip described by the voltage (V)measured by themaster–slave system.Data
processing used Matlab 2019b software in a laptop running Windows 10. The lectures
from the inertial sensors were calibrated using zero motion and zero ratemethods before
data collection [8].

A simple validity procedure for the inertial and force resistive sensors was performed
prior the measurements to assure the correct MoCap system-computer communication.

2.2 Experimental Design

Twomovements using the dominant handwere performed to analyze the capability of the
data glove in the recognition of the hand and fingers movement: wrist flexion-extension
and spheric hand grip. The flexion-extension movement was based on the Rapid Upper
Limb Assessment (RULA) criteria [9]. Movements within the range −15° to 15° and
movements in a wider range (<−15° and>15°) were performed (Fig. 1a). A goniometer
with 1° resolution was placed on the dorsal side of the hand to assure the movement was
in the correct range.

Additionally, flexion-extension movement was recorded when the wrist was
pronated, supinated, and in a neutral position (Fig. 1b). Both datasets were classified
using the Classification Learner application from Matlab 2019b. Data were segmented
based on a sliding window with size = 30 observations and step = 10 observations.
Accuracy of k-nearest neighbors (k-NN), the support-vector machine (SVM), decision
trees, and Naïve–Bayes algorithms were obtained as performance metrics [10].

The spheric hand grip was performed using five fingers. A compressible ball was
used to reproduce the movement.

The results obtained for the two experimental movements were plotted and graphi-
cally analyzed to determine if it was possible to identify a movement pattern that could
be used in classification methods.
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Fig. 1. Hand movements

3 Results

Data collected from the Mocap system while performing the wrist flexion-extension in
the−15° to 15° range ofmovement are presented in Fig. 2a, while the data collected from
a wider range are presented in Fig. 2b. Only the readings obtained by the inertial sensor
located on the dorsal side of the hand are presented because the fingers are not involved
in the flexion-extension wrist movement considered in this study. The differences in the
lecture’s amplitude for all the variables can easily be appreciated.

Figure 3 presents the accelerometer, gyroscope, andmagnetometer readings obtained
from the sensor positioned on the dorsal side of the hand, when the wrist was in a
neutral, pronated, and supinated position (lectures 1–500, 500–1000, and 1000–1500,
respectively).

Results obtained when classifying both datasets are shown in Table 1. The accuracy
value indicates that in both cases, most of the time data can be classified correctly.

Figure 4 shows the confusion matrix obtained for the tree classifier. Figure 5 and 6
show the data obtained for the spherical grip movement. Figure 5 presents the readings
obtained by the inertial sensors located on the proximal phalange of each finger and the
dorsal side of the hand. In Fig. 6, there is a clear pattern corresponding to each spherical
grip exerted from each force-resistive sensor by the lectures.

4 Discussion

In the case of the small wrist flexion-extension movement, the acceleration components
x and y obtained by the inertial sensor located at the dorsal side of the hand was near to 0,
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Fig. 2. IMU data for small–wide flexion-extension movement of the wrist

while the z-axis acceleration was near 9.81 m/s2 (Fig. 3a). Even though the component
of acceleration along the x-axis was near to 0, it was the only variable that let us identify
the small movements of the hand graphically. Due to the small range of movement,
the angular velocity was close to 0 rad/s (Fig. 3b). In the wider wrist flexion-extension
movement analysis, the lectures behaved differently: the full set of acceleration, angular
velocity, and magnetic field components present a patron according to movement that
can be easily identified. Even though data read from the magnetometer present a cyclical
pattern corresponding to eachmovement exerted, careful interpretation of the movement
recognition is necessary due to variations in the readings that can be obtained from the
different object materials and the same movement.

When performing the flexion-extension movements in combination with pronation-
supination of thewrist, patterns can also be identified from the accelerometer, gyroscope,
and magnetometer data. The results obtained by analysis of the corroborated data from
the different common classifiers can be categorized correctly, which could be associ-
ated with the isolation of the movements performed in a theoretical work environment.
This study limitation could be solved by testing the hand mocap in common activities
performed in real industrial work.

In the case of the spheric 3-finger handgrip movement, the dorsal side of the hand
values do not allow an easy way to identify a patron due to the movement characteristics
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Fig. 3. IMU data for flexion-extension of the wrist with a neutral, pronated, and supinated wrist

Table 1. Classical classifiers accuracy

Classification
method

Accuracy (%)

Small-wide FE Pronation-supination
+ FE

Decision tree 95.9 98.1

Naïve-Bayes 92.4 97.6

SVM 94.5 81.9

kNN 93.5 97.5

(hand opening and closing). On the contrary, the thumb, index, middle, ring, and little
finger lectures show an easy-to-identify patron in the data plot. Due to the fingertip
contact with the manipulated object, the voltage measures enable identification of the
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Fig. 4. Confusion matrix of the decision tree classifiers

Fig. 5. IMU data for the 3-finger spherical grip

time when the force resistive sensors placed at the thumb tip and index and middle
fingertips were used, and the palm, ring finger, and little finger force sensors were not.
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Fig. 6. Voltage value for the FSR and the spherical grip

5 Conclusions

It was demonstrated that the use of only six inertial sensorswith 9 degrees of freedom and
six resistive sensors are required to identify the basic movement of flexion-extension in
small and large ranges of motion, as well as when identifying a pronation and supination
position when flexion-extension movement is executed. Data patterns can also be found
when performing a 3-finger spherical handgrip. This study can be extrapolated to the
other two wrist movements, such as lateral movements, and to the common hand grasp
types.
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Abstract. Anthropometric characteristics should be considered in the hand tools,
workstations, and product design to diminish the risk of work-related muscu-
loskeletal disorders. Even though univariate approaches disadvantages when used
inmultivariate analysis,most designs are based on the traditional percentile anthro-
pometric data. This study obtained hand models through the univariate percentile
values (1–99%) and twomultivariate approaches: Principal Components Analysis
(PCA) and Archetypal Analysis (AA) based on four hand dimensions. Fourteen
hand models were obtained by the PCA, while three, five, and nine archetypal
analysis k-value were selected after a root sum of squares analysis for k= 1,…, 12
archetypes. Results suggest that AAmodels could provide higher accommodation
levels, followed by PCA models and percentile values.

Keywords: Anthropometry · Percentiles · Principal Components Analysis ·
Archetypal analysis

1 Introduction

Poor anthropometric design can lead the individual user to assume awkward postures that
can reduce their capacity at work and increase the risk for work-related musculoskeletal
disorders [1, 2]. It is well known that most anthropometric workstation and hand tools
designs are based on univariate anthropometric data [3]. It has also been demonstrated
that the use of percentiles can be inappropriate since percentile values are not additive
unless they are equal to 50% [4–6]. Several studies in the literature have investigated
representative human models for different populations and anatomical regions across
the world by using multivariate approaches such as Principal Components Analysis
(PCA) and Archetypal Analysis (AA) [5, 7–9]. These study authors found no evidence
of research that has analyzed human/handmodels in theMexican/northwesternMexican
population.
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The primary aim of this study is to model the dominant hand dimensions of the
current northwestern Mexican male population. The study’s second goal is to provide
useful dominant handmodels of the northwesternMexican population that can be applied
in the ergonomic design of workstations, hand tools, and products.

2 Materials and Methods

2.1 Anthropometric Data: Participants and Data Collection

To obtain the anthropometric information a total of 2,613 males were randomly selected
for the survey. Subjects included healthy university professors, graduate and postgradu-
ate students, and industrial workers between 18 and 61 years-old, who resided in north-
western Mexico at the time of the survey. Four hand measurements were taken from the
dominant hand (Table 1).

Hand length, palm length, and palm width were taken with a caliper with a 1 mm
accuracy; values were registered in centimeters. Grip diameter was measured with a
plastic cone and the value measured was registered in millimeters.

Table 1. Anthropometric dimensions

Anthropometric dimension Description Measurement unit

Hand Length Length of the dominant hand between the
stylion landmark of the wrist and the tip of the
middle finger

cm

Palm length The length of the dominant hand between the
landmarks of metacarpal 2 and metacarpal 5

cm

Palm width Width of the palm measure below the
knuckles, excluding the thumb

cm

Handgrip diameter The maximum circumference of the circle
drawn by the index finger and thumb of the
dominant hand

mm

2.2 Data Analysis

Percentiles 1, 5, 10, 25, 50, 75, 90, 95, and 99 were calculated on each dimension. The
mean, standard deviation, maximum and minimum values were also calculated.

The anthropometric dimension values were standardized using the normal distribu-
tion. Then, two boundary methods were considered in this study, Principal Components
Analysis (PCA) and Archetypal Analysis (AA).

A 99% sphere was adjusted to the data. A total of 14 theoretical boundary cases were
identified on the sphere contour. From the theoretical boundary cases the real boundary
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subjects were identified by selecting the closest subject to the boundary case point within
the ellipsoid, based on the Euclidean distance. The PCA was performed using Matlab
2020a.

AAwas performed using theAnthropometry Package developed byVinue inRStudio
[10]. AA assumes that there are several “pure” individuals who are on the “edges” of
the data, and all other individuals are considered a mixture of these pure types. The
analysis was performed for k = 1,…, 11 archetypes. The best k-value was determined
by a graphical analysis of the root sum squared values (RSS). The real boundary cases
were defined by the nearest neighbors to the archetypes, based on the Euclidean distance.

The percentile corresponding to each anthropometric dimension value was obtained,
based on the complete database.

3 Results

The univariate percentile values, mean, standard deviation, and minimum andmaximum
values are presented in Table 2.

Table 2. Male percentiles, mean and standard deviation

AD Percentile Mean SD Min Max

1 5 10 25 50 75 90 95 99

Hand
length

16.8 17.4 17.7 18.3 18.8 19.4 19.9 20.2 20.8 18.81 0.85 15.50 22.00

Palm
length

9.4 9.8 10.1 10.4 10.7 11.1 11.5 11.7 12.1 10.75 0.60 8.20 13.30

Palm
width

7.6 8 8.2 8.4 8.7 9.1 9.4 9.6 10.04 8.77 0.50 7.00 10.70

Handgrip
diameter

39 42 43 45 48 51 53 54 57 47.93 3.84 36.00 60.00

Table 3 shows the PCA scores for the four-hand anthropometric dimensions. The first
three PCs were used to define the body models, as the first three components accounted
for 95.19% of the total variance [11]. PC1, which was positive and accounted for 60.95%
of the total variation, predicted the overall hand size. PC2, accounting for 19.24% of the
variation, contrasted the dimensions correlated with hand length and handgrip diameter,
and those correlated with palm length and palm width. PC3, accounting for 15.01% of
the variation, contrasted the measurements of hand length and palm length with the rest
of the dimensions.

Table 4 show the percentile values for the 14 boundary cases obtained by PCA. It can
be assumed that models 1 and 3 are similar to the 99 a 1 percentile models, respectively.

In the case of AA results, Fig. 1 shows the RSS for the archetypal models obtained
for k = 2,…, 11. It can be seen three inflection points at k = 3, k = 5, and k = 9.
Percentile values for AA are shown in Tables 5, 6, and 7. The AA results obtained for
k = 3 indicates that model 2 and 3 are the most similar to 1 and 99 percentile models,
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Table 3. PCA scores for the hand dimensions

AD PC1 PC2 PC3 PC4

Hand length 0.5880 −0.0996 −0.2508 0.7626

Palm length 0.5479 0.0043 −0.5724 −0.6101

Palm width 0.3996 0.7975 0.4485 −0.0564

Hand grip diameter 0.4410 −0.5951 0.6390 −0.2077

% Explained variance 60.95 19.24 15.01 4.81

Cumulative % 60.95 80.19 95.19 100.00

Table 4. Percentile values for the boundary cases obtained by PCA

AD Model

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Hand length >99 49 <1 54 20 59 8 68 40 40 8 72 20 49

Palm length >99 72 <1 18 10 77 5 77 60 60 22 90 72 92

Palm width 95 98 3 3 75 13 6 75 86 53 18 95 13 37

Hand grip diameter 99 10 2 86 91 6 22 98 40 22 15 71 61 10

whereas models 3 and 5 are the closest to the percentile models in the k= 5 AA. For the
AA when k= 9, the most extreme models are archetypes 5 and 6 for the k= 9 analysis,
similar to the 1 and 99 percentile models.

Fig. 1. RSS for the k = 1,.., 11 archetypes
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Table 5. Percentile values for the boundary cases obtained by AA, k = 3

AD Model

1 2 3

Hand length 49 1 99

Palm length 72 <1 100

Palm width 100 1 86

Hand grip diameter 10 10 100

Table 6. Percentile values for the boundary cases obtained by AA, k = 5

AD Model

1 2 3 4 5

Hand length 68 82 <1 20 99

Palm length 92 46 <1 28 98

Palm width 100 75 13 1 97

Hand grip diameter 6 100 4 31 97

Table 7. Percentile values for the boundary cases obtained by AA, k = 9

AD Model

1 2 3 4 5 6 7 8 9

Hand length 12 95 6 99 98 <1 4 75 40

Palm length 2 96 33 100 77 <1 2 53 100

Palm width 23 93 100 86 100 2 18 <1 75

Hand grip diameter 61 2 10 100 94 <1 100 61 71

4 Conclusions

Hand models were obtained by univariate and multivariate approaches. Although hand
models for the northwestern Mexican male population obtained by multivariate accom-
modation methodologies (i.e., AA and PCA) can be used in workstations design due to
their similar univariate percentiles, AA models could provide a higher accommodation
level.

Themodels presented in this study canbeused to develophand tools anddesignwork-
stations for 99% of the northwesternMexicanmale population. The different models can
also be used to create hand tools and personal protective equipment sizes. Despite the
utility of these models, they can be improved by considering additional hand descriptors.
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Effects of a Back-Support Exoskeleton
on Pelvis-Thorax Kinematics and Coordination

During Lifting
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Abstract. We assessed the effects of a commercially available passive back sup-
port exoskeleton device on pelvis thorax kinematics and coordination. Eight male
participants performed randomized block trials of 8 freestyle, symmetrical lifting
tasks of a 13 kg container with or without use of the device. We obtained whole
body kinematic data using an inertial motion capture system. We used Principal
component analysis (PCA) to discern angular position and velocity waveform
variations between conditions and assessed inter-segmental coordination using
continuous relative phase measures. For joint angular position, only 1 PC exhib-
ited statistical significance across conditions. This PC,which explained 10%of the
loading vector variation, was interpreted as a phase shift feature. For joint angular
velocity profiles, 2 PCs statistically differed between conditions. We interpreted
these PCs as local magnitude difference features, particularly at the initial portion
of the lift cycle. We did not detect a significant main effect of device usage or
lifting phase on pelvis-thorax coordination. Our preliminary results suggest that
use of a passive back support exoskeleton changes joint kinematics, but not inter-
segment coordination during performance of a lifting task. These results may help
understand device usability and interaction.

Keywords: Exoskeleton · Low back · Kinematics · Biomechanics · Principal
component analysis

1 Introduction

Exoskeletons are receiving considerable interest for adoption in industrial settings as a
control to ease physical demands. Recently, Kazerooni et al. [7] show proof of concept
of a passive, low back support exoskeleton aimed at generating a moment between the
torso and thigh that counteracts the moment generated by the upper body and external
load. The device uses gas springs for energy storage and force generation. The device
incorporates an engagement mechanism only when the user bends their trunk, thus
likely allowing unconstrained performance of other tasks (e.g., carrying, driving, etc.).
In support of the device effectiveness, the authors report reductions in erector spinae
muscular raw voltage ranging between 51% and 76% in a group of eight participants
when performing a static stoop-style task.
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A follow up study report that using the device results various reductions in erec-
tor spinae electromyographic measures and a 52% increase in endurance time following
performance of a continuous lifting task [11]. The authors also report no statistically sig-
nificant changes in energy consumption rates between the device/no device conditions,
which they partially attributed to the participant’s fitness level and lifting technique.
In specifics to the latter, the authors elaborate that some of their participants elected
to lean forward into the device (instead of pushing/crouching into the device), thereby
letting gravity initiate trunk flexion and reduce the force required to compress the gas
springs. These latter observations raise queries about how users interact with the device
and whether it changes lifting technique because of device usage. Knowledge regard-
ing how participants adjust their lifting strategy (or not) when using exoskeletons may
aid in decisions pertaining to device usability and possibly guide standard instructions
and training of new users. In addition, since different exoskeleton designs may induce
different coordination patterns, it is important to assess such devices individually. Thus,
this study assesses the effect of a passive, back assist exoskeleton on pelvis-thorax joint
kinematics and inter- segment coordination during performance of a symmetrical lifting
task.

2 Methods

2.1 Participants and Experimental Procedures

Eight male participants (mean ± SD age: 34 ± 5 yrs., height: 1.81 ± 0.10 m, weight:
85 ± 15 kg.) not affiliated with our worker population were recruited for this study.
Testing took place in a climate-controlled laboratory setting and took place between
August and November 2019. The participants performed randomized block lifting tasks
with and without use of a back-support passive exoskeleton (BackX, model S, SuitX,
Emeryville, CA, USA). We adjusted the exoskeleton to each participant’s dimensions
per the manufacturer’s guidelines. We set the support setting to “standard mode”, which
engages the devicewith a forward bend of 30° to 45° and provides a 9 kg support strength.
The participants were familiarized with the tasks and device through instructions and
practice. The participants were then asked to perform eight non-continuous free style
lifting and lowering trials of a fixed sized 13 kg plastic container. Lifting occurred
from floor level to a table surface height set at 50% of individual stature. During trial
performance we recorded full body joint kinematic data from a 17-sensor inertial motion
unit system sampling at 60 Hz. (Xsens, Enschande, the Netherlands).

2.2 Data Analysis

Three-dimensional segment angles of the trunk and pelvis and corresponding joint angle
were calculated using a ZXY Euler sequence. Note the thorax segment angle was calcu-
lated at the T8 segment level. We then calculated joint angular velocities using a central
difference method.

We subsequently divided the signals into cycle start and end points using the follow-
ing procedure: Initially, we converted the position signals to energy signals using the
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Teager-Kaiser Energy Operator shown in Eq. 1 [6]:

� x(t) = x2(t) − x(t − 1) x(t + 1) (1)

Movement initiation to movement termination in a standing posture was defined by
the time stamps exceeding three standard deviations from baseline. We verified these
visually and manually adjusted if deemed appropriate. Segmental position and velocity
time series were then interpolated using a shape preserving spline to 101 data points
corresponding to 0%–100% of the lift or lowering cycle.

We quantified inter-segment coordination of the pelvis-trunk using continuous rela-
tive phase (CRP) for both ascent and descent phase, which were determined based on the
first instant of the trunk or pelvis local maximum. The CRPwas calculated following the
guidance of Lamb and Stöckl [8]: first; we centered the normalized time series amplitude
around zero according to Eq. 2:

Xcenter(ti) = x(ti) − min(x(t)) − (max(x(t)) − min(x(t)))/2 (2)

We then transformed the angular position signal into a complex, analytical signal
z(t), where H(t) of x(t) provide the imaginary part of the analytical signal (Eq. 3):

z(t) = x(t) + iH(t) (3)

Following, the segmental phase angle (ϕ) at time point ti was calculated using the
inverse tangent per Eq. 4:

∅(ti) = tan−1(H(ti)/x(ti)) (4)

Where of the H(t) is the transformed signal and x(t) is the original signal. The
pelvis-trunk CRP is calculated according to Eq. 5:

CRPi = ∅i,pelvis − ∅i,thorax (5)

Waveform principal component analysis (PCA) was used to identify kinematic
amplitude and timing differences through the entire task cycle and objectively extract the
major contributing variance forms [2]. We first arranged the pelvis-trunk joint position
and velocity data into two 128 × 101 matrices where the number of rows correspond
to 8 participants × 8 individual trials × 2 conditions. The data were mean centered and
subsequently used to calculate the covariance matrix. We then decomposed the covari-
ance matrix according to the model Z=UT X, where U is a transformation matrix which
converts the original data into a new coordinate system, and whose columns are the prin-
cipal component loading vectors.We used a 90% trace criterion for retainment of PCs for
further analysis and interpretation. Mean differences between conditions were assessed
using paired, two tailed t-tests with alpha level present at 0.05 and adjusted using a
Bonferroni correction. Identification of amplitude, difference, and temporal phase shift
features was achieved via visual inspection of loading vector plots and single component
reconstructions [2].

To compare inter-segment coordination across condition and movement phases (i.e.,
ascend/descend, or vice versa) we computed the mean absolute relative phase (MARP),
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where a value equal to 0° shows a completely synchronizedpattern between the segments,
and values of 180° point to an out-of-phase pattern [1, 5].We assessed differences across
lifting conditions and phases using a 2-way, repeated measures analysis of variance with
alpha a priori set at 0.05 and effect sizes quantified using eta squared.

3 Results

We present descriptive statistics of key principal component models in Table 1. For joint
angular positions, 2 PCs explained >90% of the variance between the no device and
exoskeleton condition.

Table 1. Key principal component models for pelvis-thorax angular position and velocities.

Task Kinematic
variable

PC # Explained
variance (%)

PC score no
device

PC score
exoskeleton

p value

Lifting Angular
position

1 80.1% 4.1 ± 122 −4.1 ± 109 0.53

2 10.0% −16.9 ± 31.2 16.9 ± 42.6 <0.001

Angular
velocity

2 20.9% −51.9 ± 105 51.9 ± 172 <0.001

3 10.5% 25.7 ± 66.3 −25.7 ± 132 0.0015

Evaluation of the corresponding loading vector and single PC reconstruction plots
(Fig. 1) show PC1 being a measure of overall magnitude where those with higher PC
scores exhibited a larger joint angle throughout the entire task cycle. Examination of
individual joint angle time series between and within conditions exhibited reveal large
variations, which likely contributed to PC1 not reaching statistical significance level.
PC2, which explained 10% of the variance between conditions and was statistically
significant (Fig. 1), shows a clear phase shift in which those with lower PC scores
reached peak angular position at approximately 60%–70% of the cycle, while those
with higher PC scores reached peak angular position at approximately 40%–50% of the
cycle.

For joint angular velocity profiles (Fig. 2), 10 PCs reached the 90% trace criteria.
However, statistical significance across conditions was detected by only PC2 which
explained 20.9% of the variance, and PC3, which explained 10.5% of the variance.
Examination of the PC2 loading vector and corresponding single PC reconstruction
plots suggest that in the no device condition, local peak angular velocity is achieved at
approximately 10%of the cycle. On the other hand, whenwearing the device, the angular
velocity magnitude at that time point exhibits a local minimum. The PC2 loading vectors
also suggest a local minima difference in joint angular velocity amplitude at about 85%
of the cycle where use of the exoskeleton resulted in a slightly higher angular velocity
at this period. PC3 appears to reinforce a local difference in joint angular velocities
between conditions at approximately 25% and 65% of the cycle where those with higher
PC scores exhibit a larger velocity magnitude profile.
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Fig. 1. Pelvis-thorax joint angle principal component analysis. Top row:mean time series across
participants in each condition. Middle row: loading vector plots of PC1 and PC2. Bottom row:
Mean waveform across both conditions bounded by ±1 SD of the loading vector variation.

Descriptive statistics of MARP values are presented in Table 2. On average, the
no device conditions yielded smaller MARP values for both lift descent and ascend
phases compared to exoskeleton usage. In addition, the no device condition showed less
variability between participants compared to the exoskeleton condition. However, the
results of the two-way repeated measures ANOVA revealed no significant main effect
of device usage on the participant’s pelvis-thorax coordination (F (1,7) = 2.0, p = 0.19,
ïp2 = 0.22). There was also no significant main effect of lifting phase (F (1,7) = 0.0, p
= 0.98, ïp2 = 0.05). Last, device by phase interaction was not statistically significant
(F (1,7) = 0.66, p = 0.44, ïp2 = 0.11).
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Fig. 2. Pelvis-thorax joint velocity principal component analysis. Top row: mean time series
across participants in each condition. Middle row: loading vector plots of PC2 and PC3. Bottom
row:Mean waveform across both conditions bounded by ±1 SD of the loading vector variation.

Table 2. Mean ± SD mean absolute relative phase scores for each condition and task phase.

Condition No device Exoskeleton

Lifting phase Descend Ascend Descend Ascend

MARP 10.6 ± 6.0 9.7 ± 6.9 16.6 ± 11.5 17.6 ± 19.3

4 Discussion

Previous investigations assessing kinematic differences during lifting with and without
a back-support exoskeleton using PCA include that performed by Sadler et al. [12]. In
their investigation, the authors report a significant decrease in trunk flexion throughout
the entire lift cycle when using the device, irrespective of gender. Our results show this
trend as well, however, lack statistical significance.We also identified a phase shift phase
shift in reaching peak trunk flexion. The differences might be explained by our protocol
involving single task freestyle lift performance while the participants in [12] performed
continuous lifts at a set pace. In addition, we used a fixed external load, while [12]
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adjusted the external load to correspond to 10% of maximal back strength. Last, [12]
used a table surface with a cutout portion and a smaller container size which perhaps
allowed their participants to be positioned closer to the lift destination location and
perform continuous lifting tasks while avoiding a collision between the lift destination
surface and the container.

The joint angular velocity profiles in our study show the instance at which the
exoskeleton is engaged, resulting in a momentary reduction in angular velocity at the
beginning of the lift cycle. During this period, the device support counteracts the inertial
effects of the upper body mass. These observations are interesting since the participants
are likely activating their abdominal muscles to compress the springs. The stability of
the lumbar spine is influenced by a complex interaction of abdominal and back mus-
cle magnitude and timing [10]. Further investigations are warranted to assess whether
the likely activation of the abdominal muscles when compressing the spring, with the
documented reduction in back muscular activity levels [7] influence spinal stability.

Pertaining to pelvis thorax coordination measures, the lack of statistically significant
results in our study are naturally attributed to the small sample size. However, another
contributing factor are the large variations observed between participants when using
the device. These variations may be a function of individual control strategies when
engaging and controlling the device support. In our study, we used a constant 9 kg sup-
port based on participant preference. However, maybe a more refined decision on the
provided support, for example based on torso strength capabilities, would be more opti-
mal for some individuals. Although requiring further investigation, this may practically
necessitate measurement of muscle strength capabilities prior to usage. Another aspect
that may have contributed toMARP variations may be our decision to use a self-selected
freestyle lifting technique.We perceive this to bemost valid for extrapolation of results to
real-world settings. Last, inter-segmental pelvis-thorax coordination seems to be affected
by the magnitude of the external load handled [1], and we tested only one external load
condition. On a more fundamental level, we should note that it is not clear whether a
pelvis-thorax coordination being more in-phase or out-of-phase is beneficial (or not).
Previously, some have suggested that injury risk is thought to be partially influenced
by the coordination of spinal components [3, 4, 9]. Pertaining to exoskeletons, Graham
et al. [4] report that inter-joint coordination patterns are more synchronous compared to
no device freestyle lifting (albeit affected by the external mass handled), and although
reserved in their argument, suggest the results provide some evidence of device safety.
We cannot directly compare our study results because of measuring inter-segmental
coordination, while the mentioned studies quantified inter-joint coordination, as well
report different coordination measures. In any case, the results of our investigation can
serve as an initial baseline which can be re-evaluated once more information is available
on the association between pelvis-thorax coordination, performance, and injury risk.

Further investigation on the topic is warranted regarding the effects of different
lifting scenarios, including multi-axis movements using different external loads in order
to assess a range of possible work requirements.
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Abstract. In this article a proposal for categorization of measurement systems
for recording and assessing of work-related musculoskeletal workloads and dis-
orders (MSD) for body region-related risk assessments is presented. It consists
of three categories according to the different user groups: operational practitioner
(Cat 1), ergonomic expert (Cat 2) and scientist (Cat 3). Principal characteristics of
measuring systems in the categories 1, 2 and 3 are derived from commonmeasure-
ment setups and application cases. For the body regions upper extremities, spine,
lower extremities implementations for the associated risk factors, measurement
technique and parameters as well as assessment approaches are presented.

Keywords: MSD · Risk assessment · IMU (inertial measurement unit) · EMG ·
Categorization

1 Introduction

With advancing digitalization and technical development, more and more measurement
systems are available for recording and evaluating physical workloads. In order to make
the measurement data comprehensively usable, e.g. for databases of work-related MSD
risk factors or as input exposure data for epidemiological studies, a systematic approach
to categorize both the types of measurement systems and the related processed exposure
data is necessary. EU-OSHA’s risk assessment system for work-related musculoskeletal
workloads is widely used in practice. It is a five-step scheme, divided into observation-
based (entry screening, screening, expert screening) and measurement procedures (field
measurements, laboratory measurements/simulations) [1]. Observation-based methods
are here used by practitioners in theworkplace, whilemeasurementmethods are intended
exclusively for ergonomics experts and scientists for very specific, more complex risk
assessments.
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In recent years, measurement systems for physical risk assessment have become
more practicable and therefore more accessible to the user group of practitioners [2].
Since measurement techniques allow a more objective and detailed assessment of MSD
risk factors, there is a chance to use qualitatively better exposure data for epidemiologi-
cal studies by pooling exposure data. A wider use of technical measures to improve the
quality of work-related musculoskeletal workloads is also more and more demanded in
epidemiological MSD literature reviews (see e.g. [3]). A prerequisite for the aggrega-
tion of MSD exposure data is a categorization of measurement techniques used and a
standardized assessment of measured exposure data. Therefore, the aim of this paper
is to propose a categorization of measurement recording and assessment of physical
exposures with reference to body regions.

2 Methods

2.1 Update Categorization of Work-Related MSD Risk Assessments

For the specific case of the measurement-based assessment of sedentary work there is
a further development of the existing EU-OSHA’s risk assessment categorization [4,
5]. In this categorization three different categories and user groups for the application
of measurement-based assessments (1: practitioners, 2: ergonomists, 3: measurement
expert/scientist) are distinguished (see Fig. 1). This updated categorization therefore
represents an expansion of the user group of measurement systems to include the target
groups of operational practitioners.

Fig. 1. Principle categories of tools for recording and assessing work-related physical workloads
(observation-and measurement-based), summarized and based on [1, 4, 5]

Within the framework of this article the updated categorization was principally
transferred to the recording and assessment of work-related musculoskeletal work-
loads in the body regions of the spine, upper extremities and lower extremities. In
this context, measurement-based registration of associated biomechanical risk factors
using physical (e.g. inertial measurement units – IMU, accelerometer) and physiological
(e.g. electromyography-EMG) techniques as well as standardized associated assessment
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approaches for allmeasurement categories 1, 2 and 3were developed. The principal char-
acteristics of measuring systems in the categories 1, 2 and 3 are described across the
workload types and body regions.

2.2 Assignment of Body Region-Related Measurement Concepts to Categories
and Associated Assessment Protocols

For the body regions upper extremities (hand, elbow, shoulder), spine (cervical spine,
lumbar spine) and lower extremities (hip, knee) standardized recording and assessment
approaches based on the results of the MEGAPHYS project [6] were compiled and gen-
eralized. As a result, for each of the categories 1 to 3, body localization-related physical
(e.g. IMU) and physiological (e.g. EMG) sensor constellations and corresponding stan-
dardized assessment protocols were derived. The assessment protocols are based on the
four-level risk concept of the MEGAPHYS project (1: low workload, long-term MSD
unlikely; 2: moderately increased workload, long-term MSD for persons with reduced
resilience possible; 3: substantially increased workload, long-term MSD possible even
for persons with normal resilience; 4: high workload, long-term MSD likely for all
persons) [6]. In this article, principle systematics and body region-related assessment
approaches for the above-mentioned body regions are summarized.

3 Results

3.1 Principal Characteristics of Measurement Categories

Sensor systems of category 1 consist of 1–2 mostly IMU sensors and are characterized
by a high practicability. Herewith, specific biomechanical risk factors for one body local-
ization can be quantified and assessed. Measurement category 2 addresses related larger
body regions, e.g. in the shoulder-elbow-hand area. IMUs, if necessary combined with
EMG measurements, provide here input data for biomechanical models of partial body
regions. For the shoulder/elbow/hand region, these include, for example, time compo-
nents in unfavorable joint angle positions, micropauses, repetition parameters (e.g. mean
power frequencies of joint movements). Measurement category 3 includes complex 3D
motion analysis of several joints/body regions with IMUs, supplemented by physio-
logical (EMG) and possibly other physical measurements, for complex biomechanical
model calculations.

Table 1 shows the general characteristics of measuring systems for recording and
assessing work-related musculoskeletal loads in the categories 1, 2 and 3.
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Table 1. Characteristics of measuring systems for recording and assessing work-related
musculoskeletal loads in the categories 1, 2 and 3, summarized after [Lit], Legend: “+” applicable,
“o” partly applicable, “−” not applicable

(measurement 
data) 

high - - - + 

Data accessibility 

No access to 
raw data 
required 

+ o - - 

limited access 
to raw data 
required 

- + + - 

full access to 
raw data 
required 

- - o + 

Expert 
knowledge on 
data analysis 

Not required + o - - 
partly required 

+ + o - 

required + + + + 

Measuring and 
power supply 
duration 

≤ 1 work day + + + + 
2 - 3 work 
days 

+ o o - 

4 or more 
work days 

+ o - - 

size of subject 
collective
/number of 
subjects 

Small + + + + 
medium high + + o o 

high + o - - 

Cost/effort per 
subject 

low + - - - 
moderate + + o - 
high + + + + 

Effort calibration
/ attachment 

low + o - - 

moderate  - + o - 

high  - - + + 

Category 1 Category 2 Category 3 
1-2 sensors, 

attachment to 
one body 
location 

Integrated 
sensors in 

smart textiles 

few sensors, 
attachment to a 

partial body 
area 

multi sensor 
systems, com-

plex sensor 
attachment  

Accuracy 
requirement 

low + + - - 
moderate - o + - 

3.2 Risk Assessment Upper Extremity Workloads

The risk factors posture, repetition, muscular load, force exertion and hand arm vibra-
tion are well known for the development of work-related musculoskeletal disorders
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Table 2. Upper extremity workloads: joints, risk factors (measurement technique/sensor) and
corresponding measurement parameters and assessments (evaluable with MEGAPHYS risk
concept [6] in 4 risk areas ). The gray colors of the matrix fields refer to the measuring
system category class: acquisition/assessment possible from Cat 1 , from Cat 2 und from Cat
3 .

      joint/body 
          region 
risk fac- 
tor (sensor) 

wrist/hand elbow shoulder 
measurement 
parameter  

assessment measure-
ment 
parameter 

assessment measurement 
parameter 

assessment 

Posture 
(IMU) 

Joint angles 
[°] 
wrist: 
flex-
ion/extensio
n,  
radialduction 
fore arm  
pronation 
/supination 

Percentage 
of working 
time [%] 
in neutral, 
moderate 
and extreme 
joint angle 
positions, in 
awkward 
static pos-
tures 

Joint 
angle [°] 
elbow 
flex-
ion/exten
sion 

Percentage 
of working 
time [%] 
in neutral, 
moderate 
and extreme 
joint angle 
positions, in 
awkward 
static pos-
tures 

Joint angles [°]
shoulder 
flex-
ion/extension 
abduc-
tion/adductio
n anteri-
or/posterior 
internal/ 
external 
rotation 

Percentage 
of working 
time [%] in 
neutral, 
moderate 
and extreme 
joint angle 
positions, in 
awkward 
static pos-
tures, over-
head work 

Repetition 
(IMU)

Joint angles 
[°] 
wrist: 
flexion/ 
extension,  
radialduction 
fore arm  
pronation 
/supination 

Median 
angular 
velocities 
[ /s], 
mean power 
frequency 
MPF [Hz], 
micro pauses 
[% time] 

Joint 
angle [°] 
elbow 
flex-
ion/exten
sion 

Median 
angular 
velocities 
[ /s], 
mean power 
frequency 
MPF [Hz], 
micro pauses 
[% work 
time]  

Joint angles [°]
shoulder, 
flexion/ ex-
tension , ab-
duction/ ad-
duction ant-
erior/ poste-
rior, internal/ 
external 
rotation 

Median 
angular 
velocities 
[ /s], 
mean power 
frequency 
MPF [Hz], 
micro pau-
ses [% time] 

muscular 
activity 
(EMG)

electrical 
activity eA 
[RMS μV] 
e. g. m. 
finger flex-
or/extensor 

Median, 90th

percentile 
[% MVC] 
muscle 
fatigue, 
median 
frequency 
[Hz/s] 

electrical 
activity 
eA [RMS 
μV] 
m. elbow 
flex-
or/extens
or 

median, 90. 
Perz. [% 
MVC] 

electrical 
activity eA 
[RMS μV] 
e. g. m. trape-
zius, m. del-
toickus 

median, 90th

percentile 
[% MVC] 

muscle 
fatigue, 
median 
frequency 
[Hz/s] 

Force + 
biomechanical 
modelling 
(3D force 
measuring 
system+ IMU)

hand force 
[N]  

wrist joint 
moment 
[Nm],  
dose [Nmh] 

hand force 
[N]  

elbow joint 
moment 
[Nm], 
dose [Nmh] 

hand force [N] shoulder 
joint mo-
ment [Nm], 
dose [Nmh] 

hand arm 
vibration (3D 
accelerome-
ter)

acceleration 
[m/s²] 

frequency 
and direc-
tion 
weighted 
acceleration 
[m/s²] 

° ° °
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of the upper extremities and must therefore be quantified and evaluated in associated
risk assessments. Ambulatory measurement systems usually use IMU sensors attached
to the corresponding body locations hand, forearm upper arm, shoulder to record the
risk factors posture and repetition. Muscular activity can be quantified by EMG and
hand forces by hand force measuring systems. 3D accelerometers are used to quantify
hand-arm vibration exposures. Category 1 applications are limited to the detection and
evaluation of selected risk factors of one body location. Here, mainly IMU sensors can
be applied, as the other measurement techniques mentioned above are too complex for
use by operational practitioners. Assessments are mostly limited to posture assessments,
e.g. of the wrist, in category 1. Other simple applications are the assessment of overhead
work and upper arm flexions in category 1 [7]. Category 2 includes IMU applications at
more than one body location (e.g. in smart textiles or with direct sensor attachment) as
well as surface EMG applications at selected muscle groups. This allows for more accu-
rate assessments considering the risk factors posture, repetition and muscular activity.
In category 3, all the above-mentioned measurement methods are used [8]. A com-
plex assessment of all areas of the upper extremities is possible, also using complex
biomechanical models to estimate joint moments and workload doses.

Table 2 summarizes joints, risk factors and corresponding measurement/assessment
parameters proposed for measurement based assessments in the categories 1, 2 and 3. All
assessment results can principally be categorized in four risk areas defined by MEGA-
PHYS [6]. Thus, for each risk factor, a need for action for deriving preventive measures
can be derived and, by combining the results, also a standardized overall risk assessment
is possible. The assignment to measurement categories allows a comparability of the
measurements in different application scenarios.

3.3 Risk Assessment Spinal Workloads

Analogous to Chapter 3.2, Table 3 summarizes risk factors, measurement/assessment
parameters for the assessment of work-related lumbar and cervical spine workloads.
Again, an assignment to the measurement categories 1, 2 and 3 is illustrated. The assess-
ment results can principally be categorized in four risk areas defined by MEGAPHYS
[6].
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Table 3. Spinal workloads: location, risk factors (measurement technique/sensor) and
corresponding measurement parameters and assessments (evaluable with MEGAPHYS risk
concept [6] in 4 risk areas ). The gray colors of the matrix fields refer to the measuring
system category class: acquisition/assessment possible from Cat 1 , from Cat 2 und from Cat
3 .

      joint/body 
          region 
risk fac- 
tor (sensor) 

enipSlacivreCenipsrabmul
measurement param-
eter 

assessment measurement 
parameter 

assessment 

posture 

kinematic 
activity 
(IMU)

Joint angles [°] 
trunk: 
flexion/extension,  
lateral flexion, 
torsion 
lumbar spine 
kyphosis/lordosis 

Percentage of work-
ing time [%] in 
neutral, moderate and 
extreme joint angle 
positions, in awkward 
static postures, angu-
lar velocities [ /s], 

Joint angles [°] 
Cervical spine: 
flexion/extension,  
lateral flexion, 
torsion 

Percentage of 
working time [%] 
in neutral, moder-
ate and extreme 
joint angle posi-
tions, in awkward 
static postures, 
angular velocities 
[ /s] 

muscular 
activity 

electrical activity eA 
[RMS μV] 

median, 90. Perz. [% 
MVC] 

electrical activity 
eA [RMS μV] 

median, 90. Perz. 
[% MVC] 

(EMG) musculature low 
back, e. g. m. erector 
spinae 

muscle fatigue, 
median frequency 
[Hz/s] 

musculature upper 
back, e. g. m. 
trapezius 

muscle fatigue, 
median frequency 
[Hz/s] 

Force + 
biomechanical 
modelling 
(3D force, 
ground 
reaction force 
measuring 
system+ IMU)

hand force, ground 
reaction force [N] 

lumbar spinal mo-
ment [Nm], dose 
[Nmh] 
lumbar disc compres-
sion force [N], dose 
[Nh] 
cumulative handled 
load weights [kgs] 

hand force, ground 
reaction force [N] 

cervival spinal 
moment [Nm], 
dose [Nmh] 
cervical disc com-
pression force [N], 
dose [Nh] 

whole body 
vibration (ac-
celerometer)

acceleration [m/s²] frequency and direc-
tion weighted accel-
eration [m/s²] 

°

°

3.4 Risk Assessment Lower Extremity Workloads

Analogous to Chapter 3.2, Table 4 summarizes risk factors, measurement/assessment
parameters for the assessment of work-related lower extremity workloads. The assign-
ment to the measurement categories 1, 2 and 3 is illustrated. The assessment results can
principally be categorized in four risk areas defined by MEGAPHYS [6].
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Table 4. Lower extremity workloads: location, risk factors (measurement technique/sensor)
and corresponding measurement parameters and assessments (evaluable with MEGAPHYS risk
concept [6] in 4 risk areas ). The gray colors of the matrix fields refer to the measuring
system category class: acquisition/assessment possible from Cat 1 , from Cat 2 und from Cat
3 .

      joint/body 
          region 
risk fac- 
tor (sensor) 

tniojpihtniojeenk
measurement param-
eter 

assessment measurement 
parameter 

assessment 

posture 
(IMU)

Joint angles [°] 
Knee joint: 
flexion/extension,  

Percentage of work-
ing time [%] in 
neutral, moderate and 
extreme joint angle 
positions, in asym-
metrical kneeling, in 
awkward static pos-
tures, number of 
posture changes 
(into/out kneeling) 

Joint angles [°] 
Hip joint: 
flexion/extension,  
abduc-
tion/adduction 

Percentage of 
working time [%] 
in neutral, moder-
ate and extreme 
joint angle posi-
tions, in awkward 
static postures 

muscular 
activity 
(EMG)

electrical activity eA 
[RMS μV] 
musculature knee, e. 
g. m. quadriceps 

median, 90. Perz. [% 
MVC] 
muscle fatigue, 
median frequency 
[Hz/s] 

electrical activity 
eA [RMS μV] 
musculature hip, e. 
g. m. gluteus 

median, 90. Perz. 
[% MVC] 
muscle fatigue, 
median frequency 
[Hz/s] 

Force + 
biomechanical 
modelling 

ground reaction 
force [N] 

Knee joint moment 
[Nm], dose [Nmh] 

ground reaction 
force [N] 

Hip joint moment 
[Nm], dose [Nmh], 
cumulative handled 

(3D ground 
reaction force 
measuring 
system+ IMU)

load weights [kgs] 

4 Discussion

The proposed categorization represents a first proposal for the systematic recording and
assessment of work and body region-related workloads. In the following, the proposed
assessment strategies have to be evaluated especially with regard to category 1 and 2 sys-
tems in practice, e.g. in use by laboratory inspectors. Data protection requirements must
be followed when using wearable technology. In principle, this approach enables more
precise measurements of MSD risk factors also in the target group of company practi-
tioners. Measurement results from different measurement categories can be compared
with each other.

5 Conclusion

The described category system seems to be suitable for a comprehensive classification
of existing measurement techniques for recording physical workloads. This offers a
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chance to generate a good starting point for the compilation of exposure data sets for
pooled epidemiological evaluations in combination with standardized procedures for
body region-related risk assessments.
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Abstract. Finite elementmethod (FEM) is being increasingly used in ergonomics
and biomechanics lately, since it can provide various quantitative results, which
are otherwise not obtainable, however, it does not provide any results in terms
of subjective rating. Therefore, in this paper we investigated to what extent the
quantitative results of FEM can be used to predict the subjective comfort rating.
We focused on the optimization of the product handlematerial parameters to lower
the contact pressure while maintaining the stability of the handle in hands. Basic
criterion of pressure discomfort threshold has been used for the FEM approach.
Deformable meta-material interface layer of a product handle has been manufac-
tured using 3D printing technology based on the obtained results. Additionally,
one handle with higher stiffness, one with lower stiffness and handle made from
hard plastic have been manufactured for comparison. A sawing task has been uti-
lized for the evaluation of the subjective comfort rating. Results have shown the
material properties of the deformable handle obtained by FEM with optimization
yielded in higher comfort rating when compared to the hard-plastic handle while
maintaining same stability. Stiffer deformable handle showed slight increase in
comfort rating with similar perceived stability, while softer deformable handle
was rated lower in terms of subjective comfort and provided less stability. Results
indicate FEM can be successfully used for initial material parameter identifica-
tion; however subjective response needs to be considered for fine tuning of the
material behavior.

Keywords: Product handle · Subjective comfort rating ·Material properties ·
Finite element method

1 Introduction

When considering the ergonomics of the handheld products, besides its main function-
ality, the most important aspect is the product gripping surface i.e. handle [1]. Powered
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and non-powered hand tools and different handheld products can result in high contact
pressures on the hands due to high grip, push, pull or torque exertion on the handle. This
has been shown to be one of the major factors for the development of cumulative trauma
disorders [2].

In order to investigate the quantitative aspect of the loads on the hand, several
researchers focussed on determining the mechanical behaviour of the biological materi-
als, such as skin, subcutaneous tissue, etc. [3]. Soft tissue in humans generally exhibits
non-linear viscoelastic mechanical properties, with low stiffness regions at small strains
and sudden increase in the stiffness when a certain amount of strain is achieved. Based
on the soft tissue mechanical behaviour and subjective response, researchers tried to
quantify the maximum allowable contact pressures on the hands. Different methods and
subjective perception of the load on the hand resulted in different reported values ranging
from 104 kPa to 188 kPa [4, 5].

Most of the researchers focussed on the sizes and shapes of the tool-handle, however
they neglected the handle materials, which could further improve the ergonomics [6–8].
The distinctive mechanical behaviour of the skin and subcutaneous tissue has suggested
the handle interface material should be deformable during grasping to lower the contact
pressure. In this regard foam rubber interface material has been already used to provide
more uniform distribution of contact pressures on the hand resulting in higher comfort
ratings [9]. However, on the other hand foam rubber grips produced a loss of control
feeling due to excessive softness and thickness of the foam. Measurement of stresses,
strains and especially contact pressures at the hand-handle interface is not possible due
to the complex geometry of the handles and human hands.

Several researchers tried to overcome mentioned limitations using finite element
method (FEM), which can provide results in terms of stresses, strains, displacements,
and contact pressures. FEM has become an established method in biomechanics and
also ergonomics lately [10–12]. We already explored the biomechanical aspect of use of
foam materials for tool-handles using finite element method [13]. Results have shown
that correct foammaterial can provide amore uniformdistribution of the contact pressure
and overall lower value of contact pressure. Based on the provided maximum allowable
contact pressure and FEM, we proposed handle interface foammaterial properties using
optimisation with genetic algorithm [14]. Results have shown that the developed com-
posite hyper-elastic foammaterial can lower the contact pressure whilst keeping the low
deformation rate of the product handle material to maintain a sufficient stability while
grasping the product. However subjective response has not been measured yet.

Therefore, the main goal of this research was to investigate to what extent the quanti-
tative results of the biomechanical analyses using FEM and optimization of the material
properties can be used to predict the subjective comfort rating.

2 Methods

2.1 Determination of the Optimal Handle Material Properties Based on FEM

The deformations of the handle interface material should be as small as possible till the
allowable contact pressure is achieved and should rise as slow as possible with smallest
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possible deformation of the handlematerial to provide stability. To find the optimalmate-
rial properties of the hyper-elastic cellular material we decided to use 100 kPa (0,1MPa)
for the contact pressure threshold [14]. Mathematical optimization using genetic algo-
rithmwith elitismwas performedusing a validatedfingertip finite elementmodel. Results
have shown the optimal material should have following material parameters ε2 = 0.064,
ε3 = 0.486, ε4 = 0.9, σ 2 = 59 kPa, σ 3 = 116 kPa and σ 4 = 796 kPa.

2.2 Manufacturing of the Deformable Handles

Deformable handle interface materials have been manufactured using 3D printing tech-
nology. Material properties were set that one interface material matched the material
properties resulting from optimization (10% density), one was softer (6% density), and
one was stiffer (14% density) (Fig. 1). Additionally, one handle was made from hard
plastic for reference. Hereby the effect of material properties and stiffness of the han-
dle interface material could be assessed using the proposed task and subjective comfort
rating questionnaire as described in the following subsection.

Fig. 1. Mechanical response of the three different 3D printed deformable interface layer materials
compared to material properties obtained by optimization.

2.3 Measurement of Subjective Response

Asawing task consisting of various loading cases on the hand (grasping, pushing, pulling,
twisting) has been utilised to be able to evaluate the subjective comfort of the different
handle interface layer materials. Ten healthy subjects with average age of 24 years were
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recruited for the task. Subjects were given a random saw with its corresponding handle
and they had to perform five sawing tasks with each saw. Afterwards subjects had to
evaluate each saw and its corresponding handle using subjective rating questionnaire
with a scale ranging from 1 to 7, where 1 was “totally disagree” and 7 was “totally
agree”.

3 Results

Results in terms of subjective comfort rating were collected and statistically analyzed
(Fig. 2). Results have shown that the hard-plastic handlewas rated theworst with comfort
rating of 3.78 and SD of 1.7. On the other hand, the handle with 3D printedmeta-material
density of 10%was rated 5.0 with SD of 1.4, which was lower than the stiffer 14% dense
meta-material handle (comfort rating of 5.8 with SD of 1.0). Significance levels show
that there is no statistically significant difference between saws with handles utilizing
the optimal – 10% dense material and the 14% dense meta-material. However, there was
a statistically significant difference (at p < .05) between the saw with 14% and with 6%
dense meta-material handle, which was rated 4.4 with SD of 1.7. Statistically significant
difference could be also observed between the hard-plastic handle and the 14% dense
meta-material handle (at p < .001) and between hard-plastic handle and the 10% dense
meta-material handle (at p < .05).

Fig. 2. Reported mean values with standard deviation for overall subjective comfort rating.

To measure the subjective response in terms of stability of the saws and handles in
the hands during the sawing task, we also evaluated the subjective rating of the stability
descriptor “Allows good transfer of forces and moments”. Results have shown that the
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handle with the deformable meta-material interface handle with the 14% density was
rated the highest with value of 5.44 with SD of 1.32, next was the saw with hard-plastic
handle with value of 5.33 and SD of 1.07, followed by 10% dense meta-material handle
with value of 5.00 and SD of 1.45 and finally 6% dense meta-material handle with value
of 4.22 and SD of 1.10 (Fig. 3). The softest 3D printed meta-material handle (6%) was
statistically significant different with all other handles (hard-plastic, 14% dense and 10%
dense meta-material handle) at p < .05.

Fig. 3. Comfort descriptor “allows good transfer of forces and moments”.

4 Discussion

The desired response in terms of biomechanical behaviour of the hand soft tissue has
been evaluated using FEM. Results in terms of stresses, strains, displacements, and con-
tact pressure are obtainable, which can be used in the optimisation of the mechanical
response. Optimisation in our study was focussed on the minimisation of contact pres-
sure while maintaining the stability of the product in hands. This has been done using
deformable 3D printed meta-material handles, which allowed controlled deformation of
the handle under compression, hence while grasping the handle.

The deformable 3D printed meta-material shows inverse mechanical behaviour to
soft tissue. In this manner, the handle material stays stiff and firm during low grasping
forces and deforms onlywhen the set critical contact pressure is reached to provide higher
contact area and lower the contact pressure in hands, since higher contact pressures have
been shown to increase the likelihood of discomfort and pain and also cumulative trauma
disorder development. Based on the literature review we set the pressure threshold to
100 kPa (0,1 MPa), despite several authors proving also higher values. To cover higher
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values, we also introduced a denser meta-material handle (14%), which deforms at more
than twice the value of compression stress (0,25 MPa) when compared to the handle
with 10% density (0,1 MPa). Additionally, a less dense deformable handle (6%), which
deforms at about half the value of the optimal material, has been manufactured for
reference. To be able to directly compare the results of subjective comfort rating, a
handle hard plastic handle has been also manufactured.

Results have shown that the deformable 3D printedmeta-material handles were rated
significantly higher in terms of overall comfort. Since the size and shape of all handles
were the same, the difference in subjective comfort rating can be attributed solely to the
material and the fact that the 3D printed meta-material handles deform when the critical
contact pressure is achieved during grasping and hereby provide higher contact area and
hence lower the contact pressure and provide more uniform distribution.

The 3D printed meta-material handle with highest density of 14% has been rated
highest, despite the 10% dense handle was closest to the material properties from the
optimization. This can be most likely explained by the fact that the pressure discomfort
and pressure pain threshold are more likely higher and are task and product dependent.
Additionally, it is more likely the users prefer slightly higher contact pressure while
maintaining the stability of the handle and product in hands due to the low deformation
rate of the material. This can be explained by the results of overall subjective rating
for the 6% dense handle, which was rated lowest among the handles using deformable
meta-material. On the other hand, the hard-plastic handlewas rated even lower indicating
that the peak contact pressure and its distribution has greater impact on the subjective
comfort rating than stability.

Analysis of the comfort predictor referring to stability (Allows good transfer of
forces and moments) showed that the deformable handle with lowest density (6%) was
too soft, since it was rated significantly lower compared to stiffer deformable handles.
There was no statistically significant difference between other two deformable handles
(14%, 10%) and the handle made from hard plastic indicating all handles provided same
or similar stability.

In this paper we have shown that FEM and optimization can be successfully utilized
to develop, and manufacture deformable handles, which are more comfortable than
traditional hard-plastic handles and provide same stability. Results from the analysis
of the subjective comfort rating have shown that FEM and optimization approach can
only provide the basis for identification of material parameters and the final parameters
should be determined based on subjective response using target population and task.

5 Conclusion

Quantitative results in terms of biomechanical numerical analyses using FEM can be
used as a foundation for development and manufacturing of deformable handle material
for improved comfort rating. Comfort is highly subjective and optimal material mechan-
ical properties can be identified only using combination of quantitative results of the
numerical analyses and extensive comfort measurements.
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Abstract. This study aimed to evaluate the force exertion strategies during repet-
itive luggage lifting/lowering tasks based on time-frequency analysis. Right-
handed male subjects participated in this experiment and repetitively performed
a sequential task including luggage lifting and lowering for 25 times. To vary the
workload on the right and left hands, the luggage used in this experiment was
designed to enable the modification of the location of additional heavy goods. The
experimental conditions included scenarios wherein heavy goods were installed
to the right side, center, and left side on the top of the luggage and scenarios with-
out additional heavy goods. In the experiment, the handling force on each hand
was measured using two six-axis force-torque sensors at a sampling frequency
of approximately 50 Hz. The measured handling forces were analyzed using a
short-time Fourier transformation, and the median frequency was calculated. In
the scenario where additional heavy goods were installed, themedian frequency of
handling force on the left hand increased whereas that on the right hand decreased
with time. In conclusion, the present study clarified that participants adopted dif-
ferent force exertion strategies with the left and right hands or under experimental
conditions and that the applied strategies can be evaluated based on time-frequency
analysis.

Keywords: Repetitive tasks · Physical workload · Handling force ·Manual
material handling tasks · Time-frequency analysis

1 Introduction

Manual work in the modern industrial workplaces mainly consists of repetitive tasks
with a low physical workload [1]. However, muscle fatigue may be caused by perform-
ing repetitive tasks [2–4]; therefore, evaluation of the tasks is important to improve
comfort for workers. As the working posture or handling force varies during repetitive
tasks, muscle fatigue or physical workload may differ according to these variations. For
example, to reduce the physical workload on the upper limbs or lower back during the
repetitive task of luggage lifting/lowering, workers skillfully adjust their handling forces
or working postures. The efficacy of movement or working posture variations to prevent

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
N. L. Black et al. (Eds.): IEA 2021, LNNS 223, pp. 155–161, 2022.
https://doi.org/10.1007/978-3-030-74614-8_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74614-8_18&domain=pdf
http://orcid.org/0000-0002-2648-4627
https://doi.org/10.1007/978-3-030-74614-8_18


156 K. Hiranai et al.

musculoskeletal disorders in repetitive tasks has been reported [5, 6]. As many previous
studies which evaluates the handling force in manual material handling tasks or other
tasks focuses on the magnitude or orientation of handling forces [7, 8], few studies have
investigated the variability of handling forces during repetitive tasks.

To evaluate the variability of handling forces, this study focuses on time-frequency
analysis. The time-frequency analysis has often been used to evaluate muscle fatigue
based on measured electromyography (EMG) data [9, 10]. Applying time-frequency
analysis to the evaluation of the variability in handling forces may clarify the force
exertion strategies. For example, if the handling force signal mainly consists of the
low-frequency band, the minute or unexpected changes are not incorporated into the
handling force signal. Therefore, the handling force signal that mainly consists of the
low-frequency band can suggest that theworker adopted smooth force exertion strategies.
This study aimed to evaluate the changes in force exertion strategies during repetitive
luggage lifting/lowering tasks based on a time-frequency analysis.

2 Material and Method

2.1 Participants

In this experiment, five healthy, right-handed male students without any self-reported
upper limb and lower back disorders were recruited. All participants provided written
informed consent after they were briefed about the research protocol, which follows
the principles outlined in the Declaration of Helsinki and was approved by the Research
Safety Ethics Committee of TokyoMetropolitan University. Themean± standard devia-
tion (SD) of participants’ age, height, and weight were 24.0± 1.9 years, 169.4± 4.6 cm,
and 66.2 ± 12.0 kg, respectively.

2.2 Experimental Condition and Procedure

In the experiment, the participants repetitively performed a sequential task including
luggage lifting and lowering. To vary theworkload on the right and left hands, the luggage
used in this experiment was designed such that the location of additional heavy goods
could be modified. Moreover, to measure the handling force on each hand separately,
two six-axis force-torque sensors (FFS080YS102U6, Leptrino Inc.) were installed on
the luggage. The weights of luggage and the additional heavy goods were 3 and 2 kg,
respectively. Experimental conditions included scenarioswhere locations of heavy goods
were changed and scenarios without additional heavy goods (non-loaded condition).
The heavy goods were installed to the right side, center, and left side on the top of the
luggage. These experimental conditions were defined as right-loaded, center-loaded, and
left-loaded.

The participants were instructed to maintain a standing posture at the beginning of
the experiment. After maintaining the standing posture for 10 s, participants lifted the
luggage within 5 s. After maintaining the standing posture for 5s again, participants
lowered the luggage within 5 s. A sequential task from luggage lifting to lowering was
repeated 25 times. The effect of residual fatigue on their working motion was eliminated
by providing sufficient rest before the next experimental conditions.
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2.3 Measured Data and Analysis

In the experiment, the handling force on each hand was measured using two six-axis
force-torque sensors at a sampling frequency of approximately 50 Hz. The work period
for which participants performed the luggage lifting and lowering tasks were extracted
from the sequential motion data. Subsequently, the mean handling force at each trial was
calculated by averaging the handling force in each extracted work period. In the end, the
mean handling force at each trial under each experimental condition was calculated for
all participants.

Figure 1 shows the procedure for handling force analysis. The measured handling
forces were analyzed using a short-time Fourier transform (STFT); then the median
frequency (MF), at which the power of power spectrum corresponding to the fast Fourier
transform was halved, was calculated. However, as the MF of handling force includes
the frequency component at maintaining the standing posture, the MF of handling force
repetitively increased or decreased with time. To clarify the trend of the MF of handling
force, the MF was smoothed using exponential smoothing. The smoothing coefficient
was set to 0.10. However, the smoothed MF of handling force up to 100 s was affected
by the initial value. Therefore, in this study, the smoothed MF values of handling force
until 100 s was eliminated from the analysis, and the MF values after 100 s were used to

Fig. 1. Procedure for handling force analysis. Step 1: Obtain spectrograms of handling force from
raw handling force data using STFT. Step 2: Calculate the MF of handling forces at each time
based on obtained time, frequency, and power spectrum. Step 3: Smooth the MF of handling force
using exponential smoothing. The smoothed MF of handling force inside the red frame in the
figure has been affected by an initial value.
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evaluate the trend of MF. For all participants, the trends of MF with time were obtained
as a linear approximation and evaluated.

3 Results

3.1 Change in Mean Handling Force

Figure 2 shows the change in mean handling force during the repetitive lifting/lowering
tasks. In the left-loaded condition, the mean handling force on the left hand was larger
than that on the right hand. In contrast, under the right-loaded condition, the mean
handling force on the right handwas larger than that on the left hand. In the center-loaded
condition, the mean handling force on the right and left hand increased in repeated trials.
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Fig. 2. Change in mean handling force during repetitive lifting/lowering tasks. Mean handling
force on the (a) left hand and (b) right hand in lifting motion; mean handling force on the (c) left
hand and (d) right hand in lowering motion.
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3.2 Trend of MF of Handling Force

Figure 3 shows the trend of the MF of handling force on each hand under each exper-
imental condition. The trends of the MF obtained were approximately linear. In the
non-loaded condition, the MF of handling force on the left hand decreased with time,
and that on the right hand slightly increased with time. In the left-, right-, and center-
loaded conditions, the MF of handling force on the left hand increased with time, and
that on the right hand decreased with time. The final score of MF of the handling force
for the left and right hands in the right-loaded condition was greater than and less than
that of the other experimental conditions, respectively.
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Fig. 3. Trend of the MF of handling force on each hand under each experimental condition. MF
on the (a) left hand and (b) right hand.

4 Discussion

According to experimental results, the mean handling force on hands, corresponding to
the location of additional heavy goods, was larger than that on the other hand, regardless
of lifting/loweringmotion. In the left-, center-, and right-loaded conditions, theMFof the
handling force on the left hand increased with time, and that on the right hand decreased
with time. The difference between trends the inMF of handling force on the left and right
hands might be due to the effect of the participant’s dominant hand. As all participants
were right-handed, they most likely found it easier to control the exertion of handling
force on the right hand. Thus, with the repetition of lifting/lowering motion, participants
learned the smooth force exertion, and the variation in handling force decreased.

Tomaintain the balance of luggage during lifting/loweringmotion, the handling force
on the left hand might adopt the different force exertion strategies to that on the right
hand. In the right-loaded condition, the final score of MF on the left hand was larger than
in other conditions, and that on the right hand was smaller than in other conditions. As
mentioned before, the participants were able to learn the smooth handling force exertion
by repetitively performing the lifting/lowering tasks. However, even if the participants
learned the smooth force exertion, the variation of the handling force may occur in the
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lifting/loweringmotion. To achieve a stable lifting/loweringmotion, participants exerted
the handling force on the left hand to adjust the error, which is difficult to control by the
handling force on the right hand.

The experimental conditions in this study had several limitations.Note that the results
obtained in this study were biased to the right-handed male participants, and the num-
ber of participants was relatively small. The individual differences such as age, gender,
physical size, and dominant handmight have affected the change of force exertion strate-
gies in repetitive lifting/lowering tasks. Therefore, the influence of these characteristics
should be investigated in subsequent studies with significantly more participants.

5 Conclusion

To evaluate the variability of handling forces, this study focuses on time-frequency
analysis and evaluate the change in force exertion strategies during repetitive luggage
lifting/lowering tasks. As a result, this study showed that the participants adopted differ-
ent force exertion strategies the right and left hands or in experimental conditions and
that the applied strategy can be evaluated based on the time-varying MF obtained in the
time-frequency analysis.
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Abstract. Forestry workers are exposed to harsh environmental conditions, awk-
ward postures, andhigh intensity load handling thatmight lead to lowback injuries.
The objectives of our study were 1) to define the trunk postures associated with
risk of low back injury in a sample of forestry workers involved in tree felling,
delimbing and bucking tasks and 2) to identify prevention strategies that reduce
the risk of low back injury. Forty loggers were selected among the population of
forestry workers in the province of Enna, Sicily-Italy. Each worker was required to
perform for a period of 30 min the three main tasks: felling, delimbing and buck-
ing for a total of 90 min of working activity. All subjects involved in the study
wore a Zephyr Bioharness device on their trunk, which enabled the recording of
sagittal inclination of the trunk, heart rate, breathing rate, and an estimate of body
temperature. The results indicated that the felling task required loggers to work
more time in awkward postures. Additionally, sagittal inclination of the trunk was
greater than 60° for the 13% of the time, compared with delimbing (3%), and
bucking (11%). The percentage of time spent with the trunk in sagittal inclination
greater than 60° was correlated with the use of heavy (>7,2 kg) chainsaws during
the felling and in the delimbing tasks. The study results indicated that the trunk
posture during tree delimbing and felling tasks contributed significantly to the
risk of biomechanical overload among the loggers. Preventive strategies should
focus on specific interventions that reduce biomechanical stress including worker
training and implementation of ergonomic designed tool.

Keywords: Biomechanical overload · Spine · Loggers

1 Introduction

According to official statistics from the Eurostat Labour Force Survey, musculoskeletal
disorders (MSDs) are currently the most prevalent work-related diseases in Europe [1].
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The primary reported clinical outcomes are back pain/injuries and work-related upper
limb disorders, followed by lower limbs diseases. Recent studies provide substantial
evidence that heavy loads lifting, awkward and prolonged posture, repetitive movements
and lack of pauses are among the causes of these disorders, that also represent one of
the most important reason of long-term sickness absences [2].

In Italy, the incidence of MSDs has systematically grown across all industries and
especially in forestry sector, where low back injuries are reported to be the 60% of the
total occupational diseases claimed to the Italian compensation authority (INAIL), in
the period between 1999–2012 [3]. In particular, among the Italian regions, Sicily have
registered in the same period a percentage of 35% of low back occupational disease
among forestry workers [4].

The literature indicates that combined exposure to vibration, biomechanical overload
and awkward postures is mainly characteristic of many tasks performed in silviculture
[5].Moreover, high intensitywork rhythmand lack of trainingmay increase the incidence
of musculoskeletal diseases in forestry workers required to carry heavy loads for a long
period [6]. Spasms, muscular pain and sleep diseases are among the most common
disorders workers refer about [7], that also contribute to accidents or near miss.

Studies have also shown that felling, delimbing and bucking tasks (Figs. 1, 2 and 3
respectively) require a considerable effort, which increases with hardwood harvesting
[8].

Fig. 1. Tree felling task Fig. 2. Tree delimbing task

Fig. 3. Tree bucking task
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In order to evaluate the biomechanical overload, different methods such as OWAS
[9], RULA, RIBA [10] and OCRA [11] were successfully used in the forestry indus-
try. Nevertheless, there are few original studies in literature that quantify low back
biomechanical overload among forestry workers using a wearable technology.

Assessing the risk of spine injuries among forestry workers is the first step in the
development of prevention strategies. Therefore, the aim of our studywas to a) determine
the trunk postures associated with risk of low back injury in a sample of forestry workers
involved in tree felling, delimbing and bucking tasks; b) investigate the strength of
correlations betweenbiomechanical risk andpersonal aswell as chainsawcharacteristics;
and c) identify prevention strategies to reduce the risk of low back injury.

2 Material and Methods

Forty male loggers were selected among the population of forestry workers in the
province of Enna (Sicily), Italy. Participant study selection criteria were least eighteen
years old, but not older than 65 and to have at list three years of working experience in
logging activities. All the workers involved in the study were informed about the aims
of the research and signed informed consent.

Each worker was required to perform the tasks of felling, delimbing and bucking
for a period of 30 min each. All subjects wore a Zephyr Bioharness (Fig. 4) around
their chest to detect and store the following information: sagittal inclination of the trunk,
activity level (static, walking, running), heart rate, breathing rate and estimated body
temperature.

Fig. 4. A worker equipped with Zephyr Bioharness 3

Before the data collection in the field, each worker was asked to stand straight next
to a wall for 30 s in order to normalize the individual’s natural anatomical inclination of
the trunk to their upright posture.

Trunk posture data were processed after the data collection and were classified in
inclination:

– <0°
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– 0°–30°
– 30°–60°
– >60°.

Based on this criterion, the percentage of time spent in the different posture was
calculated.

Personal data (age, working experience, secondary job), anthropometric measure-
ments (height and weight) and the characteristics (model and weight) of the chainsaws
during the task performance were collected.

The average weight of the chainsaw (about 7.39 kg.) was used as cutoff to classify
them as “light” or “heavy”.

2.1 Statistical Analysis

Data processing and statistical analyses were performed using the program SPSS PC
version 23. The differences among the tasks and trunk inclination of the workers were
investigated using a repeated measures ANOVA, with statistical significance set at p
≤ 0.05. We also investigated the role of the personal variables (age, BMI and working
experience) in the performance of the different tasks and trunk inclination using an
ANOVA, with statistical significance set at p ≤ 0.05.

3 Results

3.1 Study Population

The study involved a sample of 40male chainsawoperators recruited from the population
of forestry workers in the province of Enna (Sicily). Anthropometric measurements
(height and weight) and personal data (age, sport, working experience, secondary job)
were collected and are shown in Table 1.

Table 1. Characteristics of the population

Min Max Mean SD

Height (cm) 152 187 172,00 7,582

Weight (kg) 60 110 81,95 13,814

Age (years) 47 63 52,60 4,534

Body mass index 21,2 35,9 27,6 3,7

Working experience (years) 6 41 27 6

The average age of the workers recruited to the study was 53 years, with a minimum
age of 47 and a maximum age of 63 (D.S. 4.53). As shown in Table 1, average height
was 172 cm with a minimum of 152 cm and a maximum high of 187 cm (D.S. 7.852);
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the average weight was about 82 kg with a minimum of 60 kg and a maximum of 110
(D.S. 13.814). From these data we obtained the Body Mass Index (BMI). The average
BMI was 27.61. Fourteen workers were normal weight, 16 overweight, 9 suffer from
mild obesity and 1 of medium obesity. The sample recruited had an average of 27 years
of work experience, with a minimum of 6 years and a maximum of 41. Only three
persons declared to perform sports: football, trekking and volleyball respectively. The
sport variable was therefore not considered in the analyses.

Out of 40 workers, 13 declared they did not perform any secondary job, 15 declared
they were employed in other agriculture activities, 9 in the construction sector and 3 in
food market (2) and transport sectors (1). The minimum weight of the chainsaws used
by the workers was about 3.1 kg, while the maximum was 8.3 kg. Therefore, average
weight of the chainsaws (about 7.39 kg) was used as cut off to define a heavy or light
chainsaw. In particular, most workers (n = 31) used a “heavy” chainsaw, while only 9
workers used “light” chainsaws.

3.2 Trunk Inclination

Our results indicated that the forestry workers spent approximately the same proportion
of time (18%) in sagittal trunk inclination less than0° in the three tasks (Fig. 5).Moreover,
the felling task required loggers to work more time in awkward postures: the sagittal
inclination of the trunk resulted greater than 60° for the 13% of the data collection time,
compared with delimbing (3%), and bucking (11%) (Fig. 6).

Fig. 5. Percentage of time spent with a sagittal inclination of the trunk less than 0° during felling,
bucking and delimbing
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Fig. 6. Percentage of time spent with a sagittal inclination of the trunk greater than 60° during
felling, bucking and delimbing

Fig. 7. Comparison among the percentage of time spent with a sagittal inclination of the trunk
respectively less than 0°, 0°–30°, 30°–60° and greater than 60° and chainsaw’s weight used during
the felling task (P < 0,05).

In the felling (Fig. 7) and in the delimbing tasks (Fig. 8) the percentage of time spent
with a sagittal inclination of the trunk greater than 60° is correlated with the use of heavy
chainsaws (>7,2 kg).

No statistically significant differences were found among the working posture in the
3 tasks in relation to age, BMI and working experience and secondary job.
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Fig. 8. Comparison among the percentage of time spent with a sagittal inclination of the trunk
respectively less than 0°, 0–30°, 30°–60° and greater than 60° and chainsaw’s weight used during
the delimbing task (P < 0,05).

4 Discussion and Conclusions

The Zephyr BioHarness 3 device was used to assess the trunk inclination in a sample of
loggers while performing the tasks of trees felling, delimbing and bucking. The results
of the data analysis assisted in the development of prevention strategies to mitigate the
risk of low back disorders among forestry workers in the region of Sicily. Our results
suggest the felling trees is a high-risk task for low back injuries, which requires workers
to spend a high percentage of time with a trunk inclination greater than 60°.

Thesefindings are consistentwithGrzywinski et al.who analyzed 10 expert chainsaw
operators and noted that using a chainsaw requires a great effort to the musculoskeletal
system especially during the felling phase, where the condition of bent legs and back
are very common [12]. Moreover, Sawastian [13] assessed the awkward postures of two
loggers using different chainsaws with the OWAS (Ovako Working Posture Analysis
System) method. Sawastian [12] reported that the loggers postures were in the high
risk category of the OWAS system. Unfortunately, occupational exposure to such awk-
ward postures and repetitive motions are primarily related to low back pain (LBP) [14],
especially if performed wearing wet clothes in harsh environment [15].

Our study also tried to investigate if personal factors such as age and BMI could
affect awkward postures. Interestingly, no differences were found when comparing the
trunk inclination data of older workers (>55 years) to the youngest. Conversely, we
noted in the present study,that during the felling task, those suffering from mild obesity
spent more time with an inclination of the trunk between 30° and 60° compared to
normal weight workers, which spend most of their time in not awkward trunk postures.
Nevertheless, this difference was not statistically significant.

Miranda (2001) conducted a study of 7000 employees in a large forestry industry
in Finland that completed a questionnaire related to musculoskeletal pain and potential
risk factors, such as age, sex, BMI, sport and mental stress. The study demonstrated
that the risk of shoulder pain increased with both age and body mass index and the
awkward sagittal inclination (>60°) represent an additional risk factor [16]. Interestingly
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Miranda also noted that dancing slightly increases the risk of shoulder pain,while running
decreases the risk [16]. Unfortunately, we couldn’t explore the correlation of our results
to sport, since only few workers declared to play sport.

Lastly the study results indicated that the trunk posture during tree delimbing and
felling tasks contributed significantly to the risk of biomechanical overload among the
loggers in association to heavy chainsaw. A study supporting this finding indicated that
working postures that involve trunk flexion during felling taskwith chainsawmay lead to
increased loading of the lumbar paraspinal muscles, suggesting a relationship between
low back pain and the use of a chainsaw [17].

The Zephyr Bioharness demonstrated to be a useful wearable exposure assessment
tool to characterize the postures associated with biomechanical overload in the low back
among forestry workers. Safety training initiatives have been successful in reducing
injuries and increasing workers’ awareness of health and safety issues among loggers
[18]. Additionally, others have reported that if adequate work training is associated
to a good working environment, which includes safety tools, the physical workload
decreases and productivity improves [19]. Strategies to prevent biomechanical overload
in the trunk of loggers should focus on specific interventions such as worker training
in order to promote the adoption of proper postures and implementation of ergonomic
designed tools.

Acknowledgments. The authors want to thank the forestry department of the province of Enna,
the Health and Safety manager and the Occupational Physician of the company who helped in the
study population selection.
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Abstract. Japan is facing an agingpopulation.A ten-fold increase in the incidence
of fallswas reported in the elderly (over 65years) compared to younger individuals.
Just as the risk for slips and falls increases with age, so too does the severity of
the outcome of these accidents. Falls are often listed among the leading causes of
serious unintentional injuries. Especially risk during stair negotiation. Stair falling
accidents the multiple, interacting environmental and human factors involved.
Among the environmental factors are properties of thewalking-surface and shoe or
foot (e.g. material properties, tread). Human factors include gait, expectation, the
health of the sensory systems and the health of the neuromuscular system. In short
stair design and environmental conditions may play a role in slip accidents. The
objective of the present study the environment of the feet which are easy to operate
andmore secure during stair descent. Sixteen healthy volunteers (age range 20–24;
14 female, 2 male) participated in this study. Each subject performed stair descent
andwalking on a force plate (Kistler, 9286BA) in all 12 conditions.Measured knee
joint angle and ankle angle by reflectivemarkers respectively. Therewere 4 parts of
surface reflective markers below: Greater trochanter (GT) Lateral malleolas (LM)
Distal phalanges (DP).Measurement of trunk accelerometer, parts of surface trunk
accelerometer below third cervical spine. It was that barefoot, two slippers (simple
slippers (SS) or slippers (S)), nurse Shoes × three types of flooring (solid wood
(SW) or carpet (C) or solid wood with non-slip (NS)). The trials were performed
that three steps stair descent or walking was right stance phase. All signals were
collected of 1 kHz sampling. All statistical analyses were performed the SAS
University Edition and significance levels were set at p < 5%. The results of this
study revealed that descending stairs barefoot reduces posture upset and body
burden on the landing area. Collectively. The risk of falling increased because the
use of the elderly experience kit was painful to bend the joint and the sense of
balance decreased. Risking stair descent is related not only to remove slippers.
The results of this study will help you develop appropriate renovations and foot
environments tailored to the living environment.

Keywords: Force plate · Knee joint angle · Ankle angle · Trunk accelerometer ·
Stair descent
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1 Introduction

Balance instability is a common condition in older people. Falls are a major determinant
of poor quality of life, immobilization, and reduced life expectancy in people affected by
older adults more generally [1, 2]. However, vibratory devices are expensive, complex,
and difficult to use an effective intervention in the mass market to reduce postural sway.
The Japanese people have a custom of taking their shoes off before they enter a house.
Japanese houses are built of wood and they catch well-ventilated building. Therefore,
they put on slipper into the front door. Stair falling accidents the multiple, interacting
environmental and human factors involved. Among the environmental factors are prop-
erties of the walking-surface (such as surface roughness, topography) and shoe/slipper
or foot (e.g. material properties, tread down floor). Human factors include gait, expec-
tation, the health of the sensory systems and the health of the neuromuscular system.
In short stair design and environmental conditions may play a role in slip accidents.
The objective of the present study the environment of the feet which are easy to have
combination floor and more safety foot during stair descent.

2 Methods

Sixteenhealthyvolunteers (age range20–24; 14 female, 2male) participated in this study.
Subject performed three stair descent (Fig. 1) and walking on a force plate (Kistler,
9286BA) in all conditions to measure the grand reaction force. It was 20 cm typical
Japanese home stair difference level with solid wood, carpet and solid wood with non-
slip rim. Measured knee joint angle and ankle angle by reflective markers respectively.
There were 4 parts of surface reflective markers below: Greater trochanter (GT) Lat-
eral malleolas (LM) Distal phalanges (DP). It was measured knee joint and ankle joint
from each three points of 2D coordinates. Measurement of trunk accelerometer (Logical

Solid wood Carpet Solid wood with non-slip rim

A B C

Fig. 1. Three experimental stair conditions as typical Japanese residence A: Solid wood, B:
Carpet, and C: Solid wood with resistance rim, each rising steps 20 cm.
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A B C
Flat Slippers Normal Japanese Slippers Nurse Sandle

Fig. 2. Three experimental foot conditions, A: simple, B: typical Japanese residence use, C:Nurse
Sandle

Product, LP-WS1215), parts of surface trunk accelerometer below third cervical spine.
It was that barefoot, two slippers (simple slippers (SS) or slippers (S)), nurse Shoes ×
three types of flooring (solid wood (SW) or carpet (C) or solid wood with non-slip rim
as resistance tape (NS)). The trials were performed that three steps stair descent or walk-
ing was right stance phase (Fig. 1). It was performed randomly for each subjects with
wearing slippers (Fig. 2). It was analyzed the data period from foot contact to toe off on
the force plate. Jissen Women’s University’s Ethics Committee was approved this study
(AC_2019_13). All signals were collected of 1 kHz sampling. All statistical analyses
were performed the SAS University Edition and significance levels were set at p< 5%.

3 Results

The results of this study revealed that descending stairs barefoot reduces posture upset
oscillation andbodymoving loadon the landing area fromground reaction force. Figure 3
was illustrated the landing area from GRF, there was no significant difference in these
experimental trials. It was the lowest average GRF value in nurse shoes with carpet
condition. On the other side, it was the largest average GRF value in simple slipper
with non-slip rim as a resistance tape, because of stance phase longer by using slip-
pers. Moreover, there was no significant difference in knee angle, foot angle and the
acceleration.

In addition, it was revealed that it was not only the foot environment but also the
flooring environment influenced the cause of the thing which increased load at the time
of the stair descenting (Fig. 3).
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Fig. 3. Ground reaction force in each experimental conditions, bf: Bare foot, ss: Simple slipper,
s: normal slipper, and ns: nurse sandle.

4 Discussion

Risking stair descent was related to remove simple slipper. It was appeared to decrease
the value of the acceleration in nurse sandal than slippers. It was contributed stepping
down stability to keep capability of foot angle rather than slippers. However, it was
not appropriately to wear the nurse sandal in Japanese residence. It was considered,
important of home mobility was not only between the foot and the step environment but
also construct renovations highly airtight and highly heat insulating.

References

1. Fasano, A., Canning, C., Hausdorff, J., Lord, S., Rochester, L.: Falls in Parkinson’s disease: a
complex and evolving picture. Mov. Disord. 32(11), 1524–1536 (2017)

2. Nagano, H., Sparrow, W.A., Begg, R.K.: Biomechanical characteristics of slipping during
unconstrained walking, turning, gait initiation and termination. Ergonomics 56(6), 1038–1048
(2013)



PEPPA - Exchange Platform for Measurements
of Occupational Physical Activity and Physical

Workload

Christoph Schiefer1(B), Vera Schellewald1, Stefan Heßling1,
Ingo Hermanns-Truxius1, Kévin Desbrosses2, Marjolein Douwes3,

Francesco Draicchio4, Henrik Enquist5, Mikael Forsman6, Nidhi Gupta7,
Andreas Holtermann7, Reinier Konemann3, Norbert Lechner8, Peter Loewis9,
Satu Mänttäri10, Svend Erik Mathiassen11, Andrew Pinder12, Peter Schams9,
Marianne Schust9, Michaela Strebl8, Kaj Bo Veiersted13, Britta Weber1,

and Rolf Ellegast1

1 Institute for Occupational Safety and Health of the German Social Accident Insurance,
Sankt Augustin, Germany

christoph.schiefer@dguv.de
2 French National Research and Safety Institute for the Prevention of Occupational Accidents

and Diseases, Vandoeuvre, France
3 Netherlands Organisation for Applied Scientific Research (TNO), Leiden, The Netherlands

4 National Institute for Insurance Against Accidents at Work, Rome, Italy
5 Occupational and Environmental Medicine, Lund University, Lund, Sweden

6 Karolinska Institutet and KTH, Stockholm, Sweden
7 National Research Centre for the Working Environment, Copenhagen, Denmark

8 Austrian Workers’ Compensation Board, Vienna, Austria
9 Federal Institute for Occupational Safety and Health, Berlin, Germany

10 Finnish Institute of Occupational Health, Helsinki, Finland
11 University of Gävle, Gävle, Sweden

12 Health & Safety Executive, Glasgow, UK
13 National Institute of Occupational Health, Oslo, Norway

Abstract. Technical measurements allow an objective assessment of MSD risk
factors at work. There is a need for common standards regarding data collection
and processing, as well as an exchange platform storing measurement data of
occupational physical activity and workload for further analysis. Several research
institutes started a feasibility study towork on developing standards for assessment
of risk factors and implement them in an exchange platform prototype.

The first prototype already demonstrates a technical feasibility. Coordination
and structure of the contents, as well as estimates of costs and efforts needed for
further development need more examination in order to arrive at a final platform
with good feasibility.

Keywords: Physical workload · Physical activity ·Measurement-based
assessment · Accelerometer · Inertial measurement unit
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1 Problem Statement

Occupational workloads, including physical activity, can have a two-way effect on the
worker´s health. On one hand, high occupational physical activity and musculoskeletal
workloads are generally acknowledged as important risk factors for the development of
musculoskeletal disorders [1]. On the other hand, physical inactivity at work has been
identified as a main determinant for “lifestyle” diseases such as overweight, diabetes
type II and hypertension [2].

In recent years, wearable systems for assessing physical activity, postures and move-
ments have become more practicable and therefore more accessible to practitioners [3].
Since techniques using wearable sensors allow amore objective assessment ofMSD risk
factors compared tomethods based on observations or self-report [4, 5], epidemiological
studies of load and health could be greatly enhanced by pooling data [6]. Therefore, epi-
demiologic MSD literature reviews increasingly call for more extensive use of directly
measured data to improve the quality of assessment of work-related musculoskeletal
load [7].

Common standards for measurement procedures to guarantee their comparability
would simplify the pooling of measurement data. A common platform on which such
measurements can be stored and exchanged would simplify the collection for larger
datasets. Thus, several research institutes set out in a PEROSH (Partnership for European
Research in Occupational Safety and Health) initiative to define common standards and
implement them in a prototype for an exchange platform.

2 Objective/Question

The PEROSH group has already developed recommendations on how to objectively
assess sedentary behavior and arm elevation at work with wearable technical measure-
ment systems [5, 8]. Based on these recommendations, 13 OSH research institutes from
10 different European countries are working together in a feasibility study to develop
a first prototype of an exchange platform: PEPPA – PEROSH Exchange Platform for
measurements of occupational Physical Activity and physical workload.

The main aim of this feasibility study is to build a prototype of an exchange platform
allowing collection, analysis, and sharing of data on occupational physical activity and
workload by the participating institutes. In this context, one challenge is to construct
harmonized data sets, considering that the different institutes involved apply similar,
yet in detail different, measurement methods and analysis procedures. As a proof of
concept, the results of the feasibility study could validatewhether such a platformappears
technically and organizationally possible.

This requires the development of a standardized data documentation as a prerequisite
for an eventual analysis of merged data sets, and includes the definition of common
criteria for documentation of data and the structure of the sharing platform.

The most important questions within the project are:

• Which measurement scenarios are to be considered and what kind of measurement
technology will be used?
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• What kind of data is to be collected?
• Who are the different user groups and what kind of tasks do they want to perform?
Which functions are the platform required to offer?

• What technical, content-related, organizational, or statutory framework conditions
must be taken into account?

The feasibility of the exchange platform can be examined by addressing these
questions.

3 Methodology

First, the requirements for the exchange platform are collected from the participating
institutes and analysed. The requirements relate to functional, technical and content
aspects, as well as aspects of common terms of use.

In this phase, we aim at finding a consensus of the partners involved about the type
of data collected, how it should be processed and analysed, and what information and
criteria are required to arrive at a standardized data documentation. The development of
the prototype is based on the application scenarios described in the previous PEROSH
recommendations regarding sedentary behavior at work and arm elevation at work.

By collecting user stories and user roles, the necessary functions for the exchange
platformare determined. The requirements are discussedwith the project partners. Poten-
tial problems are to be identified fromprevious comparable database projects and solution
strategies adopted (Nano exposure and contextual information database – NECID [9]).

On this basis, a prototype platform is developed and tested to determine the amount
of data and technical requirements for future use. This allows an estimation of the effort
and costs for the implementation of a full-scale platform in practice.

In a final phase of the project, the participating institutes should be able to enter
example measurement data sets into the platform, according to the defined standards.

4 Results

A first database prototype has been developed, which is now developed further in an
iterative process. A first test data set has been imported and processed. The agreement
between participants on measurement and analysis standards as well as the construction
of interfaces for data import and export are progressing, with thorough documentation.
Initial results of the feasibility study, which is an ongoing project, are reported below.

4.1 Initial Concept of the Exchange Platform

Based on discussions within the project group, a rough idea of the exchange platform
structure was created (Fig. 1).

The initial concept proposes a database separated into three different levels: a project
level, a subject level, and a measurement level. On the project level, the information
describes the subject collective and the objective of a study or measurement project.
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Fig. 1. Initial prototype structure of the exchange platform PEPPA

On the subject level, the characteristics of the participants involved in measurements
are stored, including, e.g. height, weight, health, and other relevant characteristics. On
the measurement level, time courses of measured values, calculated results or labels of
classified data as well as summary statistics on those values are stored. For example, the
time course of arm elevation, the label “supported posture when elevated”, percentiles of
arm elevation, and time proportion of unsupported arm elevation above a certain level.

In addition, three different input paths are available; i.e. to enter data manually into a
web interface, to load data files into the databases, and to automatically aggregate input
data to form certain parameters like number of subjects in a study or percentiles on the
time course of measurements. For joint analysis andmerging of datasets, a data selection
tool allows users to seek relevant datasets based on a fine-tuned filter system, download
them and perform special analysis of the data according to own preferences.

PEPPE

PEPPA – data base

localdata acquisition & 
processing & 
analysis & assessment

Institute A

Webinterface

File Upload

localdata acquisition & 
processing & 
analysis & assessment

Institute B

localdata acquisition & 
processing & 
analysis & assessment

Institute C

Input InterfaceInstitutes Database Output

„Data Xtractor“
Download 

selected files

Defined Statistics

Special Data Analysis

Fig. 2. Interface structure for data input and output

Theparticipating institutes should be able to continue toworkwith theirmeasurement
infrastructure independently of the data requirements of the platform. The interface
concept (Fig. 2) shows how standardized data can be processed. On the one hand, by
entering information on a web interface, on the other hand by specifying a format and a
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structure for upload files. On the output side, universal analyses can be viewed directly
in the web interface, while for special analysis questions the relevant data sets can be
downloaded in the standardized data format.

4.2 User Groups and Functional Requirements

Various user roles are defined with different tasks and authorizations, as follows:
Administrators manage the platform as a whole and its use at the various institutes. They
should be able to create, update or delete users at their home institute.
Project leaders are assigned by each institute and manage their own projects/studies.
They should be able to create and edit new studies and assign staff members to a study.

Staff members manage the study subjects and measurements. They should be able
to create, update or delete data on subjects and measurements.

Members of the participating institutes are only able to view shared project informa-
tion, filter projects according to certain criteria, and download the accessible information.
They are not able to modify shared data from other institutes.

These and other functions were defined in the requirements analysis for user and
rights management and implemented in the prototype.

4.3 Exchange Platform Contents

Occupational physical activity and physical workload can be recorded using many dif-
ferent approaches, in terms of measurement methods and strategies. In the context of
the present project, an approach as simple as possible should be chosen, since the com-
plexity for finding common standards is expected to be high even for simple measure-
ment approaches and the requirements for the platform also increase with increasing
complexity.

Based on the recommendations in the group, the focus was set on rather simple
measurement systems containing just one type of wearable sensor and a single or few
sensors applied at the body (category 1 and 2 [5]); specifically accelerometers and
inertial measurement units. In a later phase, after the present project, the platform could
be extended to other body localizations, sensor technologies, or measurement systems
of higher complexity.

Information and data to be collected at the three data levels were described in detail
for the two measurement scenarios, in the process of specifying the database contents.
Mainly on the level of project and subject descriptions and for single measurement
parameters, the required information can be described as a draft for a common standard
of documentation. On the measurement level, a collection of statistical analysis and their
assessment exists from which the most useful procedures must be selected, depending
on the specific research questions. A generally valid preselection as a standard could
not be made yet, therefore recommendations for one possible way of evaluation and
assessment are given. The participating institutions can do additional analyses or invent
additional variables, depending on their research questions.
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4.4 General Conditions of Use

Various technical and organizational solutions and principles have been developed, such
as arriving at a decision that only finally processed data and results are uploaded. Thus, no
data processing of raw data from the measurement level takes place within the platform.

There is no version control of uploaded data planned. A change notification would
log a change of the data in the database and inform all users who have downloaded that
data. Users can then decide whether they need to update an analysis based on PEPPA
data, for example.Additionally, a disclaimer will be added to the webpage saying that
PEPPA provides only the most up to date version of the uploaded data.

Institutes that upload data have the permission to share those data with all partners.
Every user of the platform must be willing to share their own data and to indicate the
data source when using data from other users. Statutory aspects, such as copyright and
data protection, were taken into account as far as possible and reasonable in the current
study phase. For example, only anonymized data should be uploaded into the database
to avoid issues with processing and storing personal data.

Furthermore, there are is a proposal to implement two types of ownership: The own-
ership of the data itself and the ownership of responsibility of the data. Thefirst ownership
belongs to the uploading institution while the second ownership will be transferred to
whoever is in possession of the data, meaning the ownership of responsibility is first
with the host of the database, and it will be transferred to the downloader of the data.

Finally, cost and effort estimates are to be carried out based on the prototype and the
conditions of use.

5 Discussion

The technical feasibility already appears to be confirmed. Whether the financial and
human resources are available to implement the platform can only be assessed once the
cost and effort estimates have been completed.

There are still questions to be answered regarding the contents of the intended plat-
form. Issues concerning possible evaluation and assessment parameters go beyond the
previous PEROSH recommendations regarding sitting and arm elevation and require
further discussion.

The definition of standard analysis and assessment standards proves to be difficult
since different research questions at the different institutes require different research
approaches. Where possible, a draft of standards has been developed. Where a definition
was not yet possible, recommendations for data collection and analysis are given. These
can be further developed in future work until a standard can be agreed about. To promote
research freedom, the concept of the data selection tool enables answering individual
research questions and increases the flexibility of analysis approaches by providing
relevant data sets for independent evaluation by the researcher.

The current concept and prototype of PEPPA, when put into practice, can be used as
a kind of library that allows users to compare their measurement approaches with those
of the partners in the PEROSH group. In addition, it is possible to provide measurement
data to create larger data sets for analysis. Thus, in the current phase of the project, both
main objectives of PEPPA appear achievable with some limitations.
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If the exchange platform cannot be put into operation for technical, financial, data
protection or other reasons, the present feasibility study has lead to progress anyway
towards the development of common standards, necessary to create uniform data sets
for pooled data analyses.

In case it is feasible to put the intended exchange platform into operation, it will
considerably simplify scientific exchange and collaboration with respect to collection,
analysis, and evaluation of MSD risk factors. If the exchange platform can be launched
successfully, a next step could be to do a similar joint effort on the outcome/health side
to analyse the relation of exposition and health outcome.

6 Conclusions

Wearable sensor technology allows for a more objective assessment of MSD risk factors
than methods based on observation or self-report [4, 5]. There is a need for common
standards for collecting and analysing data, and an exchange platform to collectmeasure-
ment data of occupational physical activity and workload for further analysis. Several
research institutes joined in a feasibility study to try developing common standards and
implement them in a prototype for an exchange platform.

The implementation of the first prototype already shows good technical feasibility.
Coordination and structure of the contents, aswell as estimates of costs and efforts needed
for further development need more examination in order to arrive at a final platformwith
good feasibility. Further examination will indicate whether the platform is a suitable
initiative in collecting, exchanging and jointly analysing data from measurements of
occupational physical activity and physical workload, and whether it shows a potential
to be transferred into practical operation in a follow-up project.
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Abstract. Purpose: The commercial cleaning sector workers are prone to mus-
culoskeletal disorders because of the monotonous burden and overexertion with
awkward posture for an extended period. This study presents a detailed biome-
chanical approach for analyzing the roadside manual cleaning activity, which can
help introduce suitable ergonomic interventions for workers’ comfort.

Method:Anthropometric information of ninety-two cleaning staffwas utilized
to generate the population for the Three-Dimensional Static Strength Prediction
Program (3DSSPP) software. The videography of the roadside cleaning activity
is then analyzed in a frame-by-frame manner and replicated on the humanoid in
software. The workers’ cleaning activities were classified into three categories,
namely a) sweeping activity- collecting waste through the long broomstick; b)
dumping activity- unloading gathered waste through dustpan, and c) scraping
activity- removing mud and grass with a spade.

Results: Analysis of the frames in 3DSSPP software of sweeping activity
revealed that therewere significant variation amongback compression force (BCF)
values but consistent for shear force (SF) values. Erector spinae muscle group,
hand-load, and upper body weight contributed to BCF in the dumping activity. SF
in the frontal plane was found in sweeping activity only and was most noticeable
in the sagittal plane during scraping activity. ‘Strength percent capable’ values
identified knee and hip as the limiting joints for dumping and scraping activity,
respectively.

Conclusion: Software-based analysis helped identify the prominent body parts
under the influence of biomechanical overexertion during cleaning activity. It can
also provide initial guidance for introducing interventions in the workspace.

Keywords: Ergonomics ·Musculoskeletal disorders · Ergonomic assessment ·
Biomechanical modeling ·Waste management

1 Introduction

In a world with a population of approximately 7.7 billion, around 3.46 billion constitutes
the workforce [1]. Routine tasks of material handling, repair, and maintenance are done
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manually in developing and developed countries. There is evidence of workload-based
overexertion among waste collection workers in Brazil [2], Netherlands [3], USA [4],
India [5], Denmark [6], Great Britain [7]. Laborers in this waste management sector
experience the ill effects of respiratory illnesses, dermatological issues with high fre-
quency of musculoskeletal morbidities [8]. Musculoskeletal disorders (MSDs) are the
pain or disturbance in themuscles, joints, ligaments, and nerves and are commonly found
in the lower back, neck, and limbs [9].

A proactive approach is preferred over a reactive approach by inducing the software-
based biomechanical analysis [10]. Several software have been developed for ergonomic
assessment purposes like MINTAC, ErgoSHAPE, HUMAN, RAMSIS, Mannequin,
ANYBODY, and 3DSSPP. The three-Dimensional Static Strength Prediction Program
(3DSSPP) is a software-based assessment tool created to determine spinal compression
forces, joint static strength capabilities and quantify the biomechanical risk [11]. In this
assessment technique, the subject is recorded continuously from different angles while
being occupied with a real working condition. The video is then studied in a frame-by-
frame pattern and imitated in 3DSSPP. At that point, the software helps to recognize
awkward poses by assessing the workforce’s population deemed fit for working in such
an unnatural stance.

The danger of WMSDs even exacerbates for nations with low income because of
work-intensive frameworks, insignificant administrative structure, young specialists,
lacking instruments, andheavier burdens to lift [12].More studies involving suchworkers
are warranted in developing nations, like India, to incorporate customized interventions.
Also, the strategies utilized for the ergonomic assessment often rely on feedback of the
workers, that suffer from response bias [13, 14]. To recognize, assess, and give due
accentuation to the welfare hazards related to the cleaning occupations, this study is
initiated. A biomechanical approach for the manual task simulation is presented in this
study, which will help in the ergonomic assessment of the roadside cleaning activity.
This investigation will help arrange and execute ergonomic mediations that could help
to upgrade working tools and work environments to uplift of the working condition for
the manual laborers.

2 Methodology

A total of ninety-two cleaning workers in the Patna region (Bihar) took an interest in
the investigation. The Indian Council of Medical Research’s Ethical Guidelines were
followed for conducting tests on human subjects [15]. Workers’ weight was estimated
using aweighing scale (HealthSense, India) with ameasuring capability of 180± 0.1 kg.
The height was measured using a stadiometer (PrimeSurgicals, India) with a measuring
capability of 200 ± 0.1 cm.

The workers’ cleaning activities were classified into three categories, namely a)
sweeping activity, b) dumping activity, and c) scraping activity (Fig. 1). The sweeping
activity included clearing the pathways with the long broomstick for the assortment of
waste on the sides of the road and was repeated continually for at least two hours a
day. The dumping activity includes transferring gathered dust and solid waste materials,
through the dustpan, to the dumpsite and necessitates typically bending or squatting
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posture for approximately 20 min a day. The scraping activity includes scratching off
mud, dried bird droppings, and grass from the pathway using a spade, floor scrubber, or
hand scraper.

Fig. 1. Categorization of the cleaning activity

The 3DSSPP softwarewas utilized for generating the humanoid based on the physical
measurements. Seven of the workers engaged in the road cleaning activity were video
recorded (Nikon J7 camera). The video recording was examined frame-by-frame for
repetitive activities (Fig. 2), and the awkward posture was identified by mimicking the
posture on the humanoid in the 3DSSPP software simulation [16].

The software’s 3D human structure can be articulated around eleven significant joints
of the body and comprises sixteen straight, rigid links. The 3DSSPP program utilizes
the measured height and weight to determine the link lengths and loads, while the body
shape used to wrap the stick figure can be altered by selecting the subject’s appropriate
BMI.

Fig. 2. A frame-by-frame distribution of Back Compression Force (BCF) in sweeping activity
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The biomechanical study evaluates the percentage of subjects, with the selected
anthropometry, expected to achieve the task’s strength requirements. 3DSSPP computes
the back-compression force (BCF) and shear forces (SF) at the L5/S1 vertebral disc and
the subject’s balance for the comprehensive analysis of the biomechanical models.

Table 1. Output of the demographic study (n = 92)

Count Age Height Weight

Mean Mean SD Mean SD

Male 57 38.9 161.3 5.3 56.7 7.5

Female 35 41.6 149.2 3.6 54 8.9
*SD = Standard deviation

Table 2. Variation of forces in the spine during the biomechanical analysis

Fr
No.

Sweeping activity Dumping activity Scraping activity

Male Female Male Female Male Female

BCF SF BCF SF BCF SF BCF SF BCF SF BCF SF

1 1068 273 874 202 3228 252 2296 197 2028 329 1402 239

2 1079 273 884 202 3241 252 2308 197 2064 333 1436 242

3 1085 273 889 202 3256 252 2320 197 2098 337 1468 244

4 1084 273 889 202 3273 252 2334 197 2131 341 1498 247

5 1079 273 885 202 3290 252 2349 197 2162 344 1526 250

6 1069 273 876 202 3308 252 2363 197 2191 348 1552 253

7 1055 273 864 202 3325 252 2378 197 2219 352 1576 256

8 1037 273 849 202 3343 252 2393 197 2246 356 1599 258

9 1018 273 833 201 3359 252 2406 197 2271 359 1620 261

10 997 273 815 201 3374 252 2418 197 2295 363 1641 264

11 976 273 797 201 3387 252 2429 197 2319 367 1661 267

12 955 273 780 201 3398 252 2437 197 2341 370 1681 269

13 935 272 763 201 3406 252 2443 197 2363 374 1700 272

14 916 272 748 201 3411 252 2446 197 2385 377 1721 275

15 898 272 733 201 3412 252 2446 197 2405 381 1741 277
* All the back-compression force (BCF) and shear force (SF) are in Newton

The analysis is backed by the experiments and the National Institute for Occu-
pational Safety and Health (NIOSH) guidelines for back compression design lim-
its (BCDL), strength percent capabilities (SPC), and muscles’ maximum voluntary
contraction (MVC) for the joints.
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3 Results

The output of the demographic investigation of ninety-two workers is presented in Table
1. Themean and standard deviations were used in software to perform the biomechanical
study. The frame-by-frame analysis helped identify the critical frame, like frame 3 in
Fig. 2 with BCF as 1085 N.

The data in Table 2 shows the variation in the BCF and SF at the L5/S1 level of
the spine during the three cleaning activities for the 50th percentile male and female
member. The sweeping movement caused a significant variation among BCF values
(range = 187 N for male and 156 N for female) but was consistent for SF values. The
member’s dumping movement analysis revealed that the BCF generated was too close
to the NIOSH BCDL of 3400 N [17] and even crossed it in a few frames. The average
BCF value for the dumping activity was 3334 N for males and 2384 N for females. There
was no variation found in the SF values for dumping activity. The force variations were
highest during the scraping activity, with the range of 377 N and 339 N in BCF, and
52 N and 38 N in SF, for the male and female members, respectively.

Table 3. Components of BCF and SF for the cleaning activities

Sweeping activity Dumping activity Scraping activity

Male Female Male Female Male Female

BCF Erector
spinae

729 612 2960 2446 2311 1741

Rectus
abdominus

0 0 0 0 0 0

Abdominal −20 −12 0 0 −76 −37

Hand loads 31 31 61 61 0 0

Upperbody
weight

344 258 392 294 170 127

SF Sagittal
plane

272 201 252 197 381 277

Frontal plane −21 −21 0 0 0 0
* All the back-compression force (BCF) and shear force (SF) are in Newton

TheBCF’s significant contributorswere; erector spinae and rectus abdominusmuscle
group, abdominal pressure, hand-loads, and upper body weight (Table 3). Scraping
activity had a significant opposing impact of the abdominal pressure on the BCF. Erector
spinae muscle group, hand load, and upper body weight contributed to BCF in the
dumping activity. Components of the SF were recorded in sagittal and frontal planes.
SF in the frontal plane was found in sweeping activity only and was most noticeable in
the sagittal plane during scraping activity.

The SPC andMVC for key joints were listed in Table 4. SPCwas restrictedmainly by
the wrist and hip joints during the sweeping activity. The knee joint appeared to be under
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Table 4. Strength Percent Capable (SPC) and Maximum Voluntary Contraction (MVC) for the
joints

Joint
position

Sweeping activity Dumping activity Scraping activity

Male Female Male Female Male Female

SPC MVC SPC MVC SPC MVC SPC MVC SPC MVC SPC MVC

Wrist 96 55 94 63 94 65 90 74 100 20 99 23

Elbow 100 10 100 13 100 20 100 33 100 17 99 33

Shoulder 100 42 95 70 97 63 73 102 100 7 99 13

Torso 99 24 99 29 98 41 96 49 97 51 96 53

Hip 97 33 95 50 95 48 90 69 93 58 BC* BC

Knee 100 10 100 16 36 147 13 182 99 35 BC BC

Ankle 98 40 98 50 97 47 97 59 100 11 BC BC

* BC- Balance critical; All the SPC and MVC values are in percentage.

the troublesome condition for the dumping activity. Scraping activity was delimited by
hip and torso joints and even resulted in critically balanced circumstances for the female
member.

4 Discussion

The unorganized workers in developing nations get low importance and limited clinical
provision formedical problems [18]. The diversifiedworkplaces andworking techniques
cause hindrance in applying standardized protocols for risk assessments. A detailed
ergonomic consideration while redesigning equipment and customizing the workplace
can improve the physical andmental condition of theworker population [19]. The present
biomechanical study endeavors to highlight the cleaning workers’ unnatural working
conditions that warranted photo and video-based observations only. The analysis helped
to identify alarming postures, like BCF above the NIOSH thresholds and unacceptable
balance, during the cleaning activities.

The force analysis of the sweeping activity presented a substantial variation in the
BCF and steady SF. The variation can be due to the repetitive motion of the upper
extremities (hands, forearm, and upper arm) and the trunk and waist regions’ stationary
posture. Most of the compressive load was the impact of erector spinae muscle groups
and upper body weight. Here, erector spinae muscle groups are utilized for maintaining
the erect posture, which causes the direct stacking of the body weight onto the spine
(L5/S1). Shear forces in the frontal plane indicated a twisting movement of the trunk,
which was absent in other cleaning activities. A slight decrease in SPC in the wrist and
hip joint can be because of the guiding action required for the broomstick sweep and
twisting motion of the trunk, respectively. MVCwas maximum in the wrist and shoulder
joints, as the muscle groups in these areas are comparatively weaker than the hip joint.
So, even though the SPC indicated the hip joint as the restricting joint, MVC was lower
in that area.

The dumping activity’s biomechanical study uncovered the massive spinal BCF
required tomaintain this activity’s squatting posture. SPC andMVC revealed the location
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of the stress concentration in the posture as the knee joint. The posture was suitable for
less than 36% of the population, which could be the reason that the dumping activity
was not performed for more than 20 min in the whole 8 h shift of the day.

Both BCF and SF values fluctuated heavily due to the stooping to bending stance
acquired while performing the scraping activity. The erector spinae muscle group had a
major contribution in BCF in this activity, but the role of upper body weight was greatly
reduced when compared with the dumping activity. The variation could be contemplated
from the forward bent posture that took away the direct compressive burden on the spine
and slightly increased the shear force in the sagittal plane. SPC and MVC indicated
an increase in shear stress in the torso and hip joints, which could be dangerous as the
spine’s SF capacity is lesser than the BCF capacity [20]. Also, the balance changes
from acceptable to critical during scraping activity for the female member, which can
be credited to the female body structure’s unique weight distribution.

The current study highlights the significance and capability of a software-based
study in ergonomically assessing the manual task. Such type of study additionally opens
the scope for detailed analysis of the work and workspace in the developing coun-
tries with low-income category as this approach doesn’t require any costly setups [21].
Observation-based research can also help eradicate interaction-related biases and don’t
hamper the worker’s work cycle or efficiency.

5 Conclusion

Manual labor, in the under-developed and developing countries, work under antagonistic
ergonomic conditions. Analyzing and quantifying this adversity generally require expen-
sive gear and arrangements. Software-based analysis can assist in recognizing prominent
body areas under the influence of biomechanical overloading. It is useful in reducing
overall analysis time by experimenting with humanoids with varying anthropometry or
tool alternatives. It can also provide initial guidance to the designer or administration
for introducing reasonable interventions for the improvement of the working condition
for roadside cleaning workers. So, as the posture prediction and biomechanical models
will improve, the designers and analysts will become successively better equipped to
prevent the risk of MSDs.
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Abstract. The occupational health risks in waste collection workers have been
widely investigated. Many studies show that workers are exposed to several risk
factors.

Aim of the study is biomechanical risk assessment of kerbside waste collec-
tion workers. The paper focused on the task that literature showed as the most
overloading, that is emptying the bin in the lorry. Simulations were made in a rub-
bish dump where upper limbs and trunk muscles activity were recorded through
surface electromyography (sEMG) to verify the biomechanical load for the four
emptying techniques usually adopted. It was also recorded heart rate of workers
during the collection round to determine their Relative Cardiac Cost (RCC).

sEMG results for the task of emptying the bin, showed a significant effort of
the paravertebral muscles for each techniques. About upper limbs, sEMG showed
that emptying the bin directly into the collection lorry from the back was the most
overloading technique. This is due to the workers arms raise well over shoulder
height. The lightest technique was the emptying of the bin inside a certified con-
tainer but, due to its small volume, this led to an increase in collection round time.
RCC results showed moderate activity, according to the Chamoux scale, in three
of the four workers, only one of them showed a quite heavy activity.

A redesign of the collection lorries with certified and larger containers would
reduce the risk. It would be also desirable a turnover of employees to allow them
to work alternatively in areas of high population density, with higher risk, and in
low-density areas with lower risk.

Keywords: Biomechanical overload · MSDs · Fatigue · 3DSSPP · Awkward
posture

1 Introduction

Our way of life causes a growing waste problem. Besides representing an ecological
problem, this leads to increased workloads in waste collection workers.
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Health and safety in this sector have been widely investigated. An early paper from
Cimino [1] highlighted how this activity, in New York City, was one of the most haz-
ardous. Lifting and walking with heavy loads were among the tasks with the highest
injury frequency. Lower back injuries represented about a quarter of all injuries reported
in working hours and more than 50% of injuries occurred during non-working hours.
Cimino highlighted that these latter could be also related to biomechanical overload
during working time.

Similar findings are also in a review fromPereira [2]. He claims that kerbsideworkers
are exposed to several hazards: chemical, physical, biological, psychosocial, injury, and
ergonomic.

In developing countries, due to the lack of hygienic conditions, chemical/biological
risks remain the main ones, whereas in developed countries these are decreasing, being
replaced by biomechanical risk [2–7].

Evidence on musculoskeletal disorders (MSDs) in developing countries is shown in
two other studies from India and Iran [8, 9]. Reddy [8] showed that, in the past 12months,
70% of workers reportedMSDs in one of the 9 joints considered; the percentage reached
91.8% considering the last week. The most affected joints were knees, shoulders, and
lower back. Finally, the research highlighted a strong correlation among MSDs and
gender (women were the more affected), low cultural level, poor economic/social status,
high BodyMass Index and limited body activity. Ziaei [9] observed similar data. Results
showed that MSDs affected 92.5% of the population in the past 12 months. The most
affected joints were knees and trunk. Major risk factors included age, weight, working
time, job type, and low decision-making authority.

University of Florida [10] did a comprehensive biomechanical overload analysis of
kerbside workers. Using several methods are presented in this report: RULA, REBA,
JACK, 3DSSPP, Borg scale, heart rate. Results showed that, as in our earlier research
[11], orthogonal forces at L5/S1 level were close to the NIOSH threshold of 3400 N.
These results were obtained with a heavier load (19 kg Vs 10 kg) and with a bigger bin
compared to our one. The comparison between our results and those of the University
of Florida showed that the handling technique and the lorries used could vary based on
the contexts investigated and significantly impacted on biomechanical load.

Lastly, Botti [12], did an ergonomic risk assessment of the task of emptying the
bins into the lorry through NIOSH Variable Lifting Index (VLI) at the origin and at the
destination. Results showed that VLI at the destination fell within the red zone (64% of
obs) or purple zone (36% of obs) in the summer season. VLI fell in red zone 13% of obs
in autumn/spring seasons and 7% of obs in winter season. VLI at the origin was always
in the green zone in all seasons except for the summer were VLI was in red zone (14% of
obs) or in the yellow zone (21% of obs). Authors highlighted that, according to Cimino,
the wrong design of the pick-up lorry, is one of the main issues. For risk mitigation,
authors suggest organizational action such as increasing the employed workforce. It
would be helpful in particular in summer when more biodegradable waste is generated.

The aim of our study is an ergonomic risk assessment of kerbside waste collection
workers particularly in the task of unloading the bins in the lorry. Surface electromyo-
graphy, that has never been applied in this context, will be used. Recordings of trunk
and shoulders muscles were made during simulations of this task in a rubbish dump.
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Meanwhile, the Relative Cardiac Cost (RCC) of the workers throughout the collection
round will be analyzed by means of heart rate monitors to quantify their activity over
the entire shift. Findings will be useful both for the improvement of vehicle designs and
for the health and safety specialists to reduce biomechanical risk.

2 Material and Methods

Heart rate monitors, to record heart rate (HR), and surface electromyograph (sEMG), to
record electrical muscle activity from trunk and shoulder muscles, were used.

The collection round was assessed by using heart rate monitors (Polar s510) on two
workers in both inspections. From HR recordings RCC was determined for each worker
based on the following Frimat’s formula [13]:

FCmax = 220 − age
RCC = (FCmean − FCrest)/(FCmax − FCrest) ∗ 100%.

Table 1 shows the work activity level based on the RCC values [14].

Table 1. Activity level categorization based on RCC values according to Chamoux

Relative Cardiac Cost %
0-9 very light

10-19 light
20-29 moderate

30-39 quite heavy
40-49 heavy

The task of emptying the bin in the lorry was investigated by sEMG through sim-
ulations in the rubbish dump. Bin weight was 10 kg, it was lower than the 11.38 kg
recommended by Oaxley [15] as the maximum weight limit for eight consecutive work-
ing hours with two lifts per minute. Our load is close to Botti’s [12] mean weight (9.4
kg). The lorry used in the simulation was the standard one (Iveco Daily).

Measurements were taken on a subject with no clinical history of MSDs (height 171
cm, weight 70 kg). They included lifting phase, transport, and the unloading of the bin.
Three acquisitions have been made for each of the four emptying techniques:

1) in the lorry by a side window at 135 cm (WIN);
2) in the lorry from the back at 200 cm (POST);
3) in a certified container to be mechanically unloaded in the lorry at 90 cm (HOM);
4) in a non-certified container to be mechanically unloaded in the lorry at 110 cm

(NHOM).

Images show the four emptying techniques analyzed (Fig. 1, 2, 3 and 4) and the start
of the lifting (Fig. 5) which was the same for each technique.
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Fig. 1. NHOM Fig. 2. HOM Fig. 3. REAR

Fig. 4. WIN Fig. 5. Lifting start

Bilateral meanmuscle activities, as a percentage ofMaximumVoluntary Contraction
(MVC), from Anterior Deltoideus (DAdx, DAsx), Lateral Deltoideus (DLdx, DLsx),
Upper Trapezius (TSdx, TSsx) and Erector Spinae (ESdx, ESsx) muscles have been
calculated. MVC exercises and probes placement were in according to the Atlas of
Muscle Innervation Zones [16].

Muscle activity was recorded by a Wi-Fi surface electromyograph (FreeEMG 300,
BTS SpA) at a sampling rate of 1 kHz. After skin preparation, the electromyographic
signals were acquired by two disposable Ag/AgCl electrodes for each muscle (H124SG,
Kendall ARBO). Electromyographic signals were processed through rectification, inte-
gration with a sliding window of 125 ms, filtered with a low-pass filter at 5 Hz, and then
normalized to the mean peak of two MVC acquisitions peaks for each muscle.

3 Results

Heart Rate
Hereafter are the results of heart rate monitors recordings in wintertime (temperature
around 0 °C) and in late summer (temperature around 25 °C). Topography of the two
places was similar, with an historical center with narrow streets with steep and short
climbs, whereas peripheral wide and with slight slopes.

Figure 6 shows the Poincaré plot of the first worker in winter. Worker aged 64,
average HR was 115 bpm, and rest HR was 85 bpm. The Frimat formula results in a



Kerbside Waste Collection Round Risk Assessment 195

Fig. 6. Poincaré plot of the first worker
acquired in winter.

Fig. 7. Percentage distribution, in 10 bpm bands,
of the HR of the first worker in winter

RCC value of 42%. This corresponds to “heavy” activity on the Chamoux scale. Figure 7
shows the HR percentage distribution. For 71.2% of the working time, the worker had
an HR between 100 and 130 bpm.

Fig. 8. Poincaré plot of the second
worker acquired in winter

Fig. 9. Percentage distribution, in 10 bpm bands, of
the HR of the second worker in winter.

Figure 8 shows the Poincaré plot of the second worker in winter. Worker aged 35,
average HR was 97 bpm, and rest HR was 75 bpm. His activity mainly consisted of
driving, occasionally he got out from the lorry. The Frimat formula results in a RCC
value of 20%. This corresponds to “moderate” activity on the Chamoux scale.

Figure 9 shows the HR percentage distribution. For 76.5% of the working time, the
worker had an HR between 90 and 120 bpm.

Figure 10 shows the Poincaré plot of the first worker in summer. Worker aged 42,
average HR was 109 bpm, and rest HR was 75 bpm. He used to work alone. The Frimat
formula results in a RCC value of 33%. This corresponds to “quite heavy” activity on
the Chamoux scale. Figure 11 shows the HR percentage distribution. For 74.5% of the
working time, the worker had an HR between 100 and 130 bpm.

Figure 12 shows the Poincaré plot of the second worker of summer recordings.
Worker aged 56, average HR was 108 bpm, and rest HR was 90 bpm. He used to work
alone. TheFrimat formula results in aRCCvalue of 25%.This corresponds to “moderate”
activity on the Chamoux scale. Figure 13 shows the HR percentage distribution. For
73.5% of the working time, the worker had an HR between 90 and 120 bpm.
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Fig. 10. Poincaré plot of the first worker
acquired in summer

Fig. 11. Percentage distribution, in 10 bpm
bands, of the HR of the first worker in summer

Fig. 12. Poincaré plot of the second
worker acquired in summer

Fig. 13. Percentage distribution, in 10 bpm
bands, of the HR of the second worker in summer

sEMG
Trunk muscles do not show clear differences among the four techniques. The right side
showed values between 22% of MVC (HOM and NHOM) and 25% of MVC (WIN);
the left side showed values of MVC from a minimum of 19% (REAR) to a maximum
of 26% (HOM).

Shoulders muscles of the left side were generally more involved than right side
ones. The most overloading technique was REAR while the less overloading was HOM
technique.

DAsx showed the highest values in REAR (35% MVC) and WIN (23% MVC)
techniques; DAsx was scarcely used with NHOM (8% MVC) and HOM (4% MVC)
techniques. DAdx was less involved with values from a maximum of 8%MVC (WIN)
to a minimum of 6%MVC in the other techniques.

The highest value of the DLsx was with REAR technique (9% MVC); DLsx was
less engaged in the other techniques: 4%MVC (WIN), 3% MVC (HOM and NHOM).

Muscle DLdx was more activated than the DLsx; the lowest values was found in
HOM technique (8% MVC). All the other techniques showed values above 10% MVC
(11% REAR; 12% NHOM; 14% HOM).

TSsx had the maximum value in the REAR technique (22% MVC), this is followed
by WIN (19% MVC), NHOM (14%MVC) and HOM (11% MVC).
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TSdx showed smaller values of MVC compared to TSsx. In detail, values were: 10%
(HOM), 13% (NHOM), 14% (REAR), and 17% (WIN).

Figure 14 below summarizes the mean values of %MVC for the three acquisitions
made, for each of the eightmuscles recorded, and for each of the four handling techniques
analyzed.

Fig. 14. Image shows mean sEMG values of the three recordinde, for the four techniques
investigated and for the four muscles investigated (ES, TS, DL, DA).

4 Discussion

As Teerioja claimed [17], nowadays kerbside waste collection system is six times more
economic than pneumatic waste collection system.

Kerbside waste collection, however, implies a high biomechanical load for workers.
In our study biomechanical load has been assessed through HRmonitors and sEMG.
Heart rate is a physiological parameter that can significantly change within the work

shift due to several factors. Among those the main ones, in this activity, are: extreme
temperatures, age, anthropometry, health status, distance and slope of the paths, weight
of handled bins, and frequency of getting in and out of the lorry. Results from heart rate
monitor of waste collection rounds, assessed with the RCC, showed moderate levels of
intensity according to Chamoux’s scale. One of the four workers showed an RCC value
of 42% ranking the work as “quite heavy”. Heart rate distributions showed that over
70% of the activity fell within a range of 90 to 130 bpm for all workers. Those values
are reached because of the type of activity in which the workers continuously jump in
and out of the lorry.

Electromyographic data shows that, in our scenario, REAR technique was the most
demanding one, followed by WIN and NHOM; HOM was the less overloading one.

An analysis of the data showed that the only trunk muscles (ESsx and ESdx) where
always over 20%MVC. The highest recorded value (26%MVC) was in the ESsx while
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handling the bin in HOM technique. The trunk sagittal and lateral bending might have
been the cause. Similar results were found for the NHOM technique. Also, the WIN
technique had high levels of %MVC not only due to trunk flexion but also caused to
twisting and lateral bending.REARwas the less overloading technique for trunkmuscles.

DAdx activity was low, between 6 and 8% of MVC, for all techniques. DAsx, by
contrast, showed high levels of activity in REAR (35%MVC) and WIN (23%MVC)
techniques. This may have been caused by the worker placing his left hand under the
bin and moving up his arms beyond his shoulders height. In both HOM and NHOM
techniques, this motion did not occur. Indeed, the worker used his left hand to guide the
bin to the edge of the containers for pivoting. Furthermore, in HOM and NHOM the
worker should not elevate his arms over shoulder height.

Comparable findings to those of DA were found in both TSs. For both TSs, the
handling technique contributed to reach significant percentages of MVC, in particular
for WIN and REAR techniques. WIN technique showed symmetrical values between
the right (17%MVCTSdx) and left (19%MVCTSsx) side. REAR technique was found
to produce asymmetrical values (14%MVC for TSdx; 22%MVC for TSsx). Since arms
did not have to be raised over shoulder height, the lowest values found for both TSs were
found in HOM and NHOM.

DL showed higher mean values on the right side compared to the left side for all four
techniques. This probably was due to the first phase where the worker lifted the bin and
placed it on his right side to allow his left hand to be placed on the bottom of the bin.

Electromyographic results confirm our previous 3DSSPP findings [11]. REAR was
the most overloading technique for the upper limb, whereas HOM was the best one.

HOM technique unloading presents the drawback that, due to the reduced container
size, as previously explained [11], it would delay the collection round to be complete.
This downside was also emphasized by Ziaei [9] and Camada [18].

The collection round, by analyzing RCC levels, showed moderate workloads and
sporadic peaks depending on localmorphology, worker’s health status, and load handled.
Also seasonality is of great importance, not just from the metabolic point of view, but
even in terms of overall weight lifted. As Botti [12] highlighted, organic waste weighs
more than double in summer, in the same collection round, as compared to winter.
Although it was not quantified as in [12], it was confirmed in our workers interviews.

Results may vary considerably depending on workers’ anthropometric, equipment
characteristics (bins and lorry), and morphological characteristics of the area where the
collection is carried out.

As Battini suggested [19] it would be advisable, as well as a re-design of the collector
lorries, to alternate activities in high-density and low-density areas. Because of technical
limitations, it was impossible to evaluate, with sEMG, the throwing of the plastic bags
directly into the lorry.

Finally, it would be desirable to obtain sEMG data on a larger sample of workers.
This was not possible in this study because we investigated small rural towns with few
workers.

Aknowledgements. Wewould like to thank Rubes Triva foundation for promoting this study and
[11].
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Abstract. Most people understand that lifting with the knees bent is better than
lifting from the waist, but they have trouble comprehending how much better it
is, or why. Using biomechanical analysis tools to provide objective proof that
one specific method is better than another can help people understand the how
and why. Unfortunately, biomechanical models output very complex information.
Therefore, a way to succinctly express the difference between the two methods
is needed. This presentation reviews the use of data from biomechanical analy-
ses to help workers to choose biomechanically advantageous work methods, and
suggests how to present these concepts effectively.

Keywords: Ergonomics · Biomechanics · Biomechanical modeling · Best
practices · Ergonomic training

1 Introduction and Problem

Ergonomics training tends to be very generic, and workers have difficulty applying it
in the workplace. We often see posters of “safe lifting techniques” that show a worker
lifting a small box using a perfect squat posture, when in reality, few jobs require workers
to lift compact loads, perfectly positioned between their feet.

Ergonomics training formaterial handling, evenwhendone in person, is often general
in nature, and uses examples that are not relevant in the workplace. Researchers have
often concluded that on-the-job “ergonomics” training is an ineffective control measure,
although recent research suggests that practical, “hands-on” training is more effective
(Beach and Dutta 2020).

As practitioners, we constantly aim to improve training and find new ways to make
ergonomics concepts “stick”.Usingworkplace-specific visuals such as posters, bulletins,
and monitor displays, with photographs and videos of current employees, real worksta-
tions, tools, and materials found in the workplace are ways to help workers see how
ergonomics can be applied to their specific line of work. Relevant visuals may increase
the likelihood of workers trying out a “new” ergonomic technique or method during
their regular duties.
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2 Context

Biomechanical models (for example, University of Michigan’s 3D Static Strength Pre-
diction Program [3DSSPP], 2019) form an important part of an ergonomist’s toolbox.
However, ergonomists often struggle to explain the results to employers and employees
in terms they can understand. We often focus on the numbers and provide wordy reports
to explain the results. These models often include a visual in the form of a mannequin
positioned in the same posture as the worker, which is often the only part that resonates
with the people who review our technical reports as they can see precisely which task
we were assessing and confirm that the model has predicted the posture accurately.

Based on these observations, we expected that workers may also be more easily
persuaded to follow our recommendations for safe lifting techniques if we showed them
this “scientific” visual in the context of their own workplace.

3 Actions

A client asked us to “prove” best practices that employees had discovered through expe-
rience. To start, we worked with small groups of employees, to identify the “best prac-
tices” for each task.We chose to work with small-statured employees, previously injured
employees, and highly experienced employees who often adopted unique, specific work
methods that offered a biomechanical advantage.

We used biomechanical modeling (3DSSPP) to compare the “best practices” identi-
fied by the workers, with the more “common practices” used by their co-workers. Where
an advantage could be shown, we created a report to compare the methods, and to offer
instructions, suggestions, and constraints around the use of the method.

The visuals in the report included photographs of a worker using the “common prac-
tice” and the “best practice” with the 3DSSPPmannequin positioned in the same posture
directly beside each photograph. We also showed the percent maximum voluntary con-
traction (%MVC) for each body part in a table under the photographs (see Fig. 1), with
a description explaining how to interpret the results: “lower numbers mean that the task
is easier for that body part”.

Over time, we discovered that the reports were still too difficult to interpret (in
particular the table of%MVCs), and we developed simpler formats. Currently, the visual
only shows the %MVC for the body parts that the “best practice” is aiming to protect.
An example of this simpler version is shown in Fig. 2, showing that this best practice is
primarily protecting the shoulders.

4 Outcomes

After creating the best practice reports, clients have used the reports for several initiatives
including:

– Worker training. The training typically includes an overviewof the general ergonomics
principles, and then follows-up with workplace-specific examples. This is particularly
effective for workers in jobs where manual handling is the primary way to get things
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Fig. 1. An example of a visual aid showing a “common practice” vs. a “best practice” and the
%MVC for each body part

Fig. 2. An example of a simpler visual aid showing a “common practice” vs. a “best practice”.

done. For example, teaching outdoor workers to “maintain the low back curve” is
more effective when we can show a commonly used tool or piece of equipment in a
workplace setting (e.g. two operators lifting a plate tamper, as shown in Fig. 3), instead
of a chair that might otherwise be used as a “prop” in a training facility (shown Fig. 4).

– Coaching plans for supervisors. Creating a “package” of best practices for supervisors
can allow workplaces to facilitate their own “custom” training without the ergonomist
being present during pre-shift meetings. A supervisor who has experience on the job
before becoming a supervisor can be a more effective trainer, as the workers respect
the supervisor’s work experience. The visual aids with %MVCs can help the workers
and the supervisor “see” the science behind the technique.
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Fig. 3. A photo showing two outdoor workers “maintaining the low back curve” while lifting a
plate tamper

Fig. 4. A photo showing an example of “maintaining the low back curve” in an office or training
setting

– Social media content images. We use these visuals to promote ergonomics awareness
amongst the general public. For example, showing a common practice vs. a best
practice applied in a household setting can get people thinking about ergonomics
all the time, not just at work. If ergonomics is constantly being reinforced, we hope
that people will apply it in all scenarios and reduce their risk of non-work-related
MSDs as well. We also hope that the general public will become more aware of what
ergonomists do, and how they do it.
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5 Discussion

Initially, we were concerned about a “best practice” showing an advantage for one
body part, while adversely affecting other body parts, and this does occur from time to
time. We were concerned that our simplified visuals might obscure these results, and
therefore felt compelled to report on all body parts (as in Fig. 1 above). A newer report
template highlights only the most significant improvements (Fig. 2 above). However, the
ergonomist is still required to review all body parts, to avoid misleading the reader. We
report all body parts on “page 2” of the best practices document, to ensure transparency
to our client.

Initial versions of the best practices report explained how the analysiswas done, using
25th percentile female strength, and 50th percentile height and weight. This, naturally,
created some confusion amongst readers, and eventually, we softened the language and
moved this information to page 2 of the report as well.

We experimented with formats that included only photographs, and only the biome-
chanical mannequins, and decided that both were important. The photograph shows
the “real world” application, but the postures are easier to compare when viewing the
mannequins.

The ergonomist is required to think critically through the entire task, to ensure that
s/he does not promote workmethods that minimize one hazard, at the expense of another.
When viewing the simplified visual aids, workers will pick up on these “compromises”
as they know the job very well, and will be able to identify when the ergonomist has
not done the work necessary to confirm that the best practice is truly “the best”. For
example, sitting on a stool to unload a machine might reduce back flexion demands by
allowing work to be performed with the torso upright. However:

– This “best practice” also requires lifting, carrying, and placing a stool. If a lightweight
stool is not available, or if storage space is not available and the stool needs to be carried
a long distance, overall the use of a stool might not be advantageous. Using a stool in
this case would also be very inefficient.

– The knees may be strained when sitting and arising from a low stool.
– The forward reach into the machine while sitting may place the shoulders at higher
risk than they would be while standing bent.

We also work with the employer safety resources to ensure that the best practice
does not promote a “shortcut” that might expose the worker to another hazard.

Best practice reports have formed the basis for effective employee MSD prevention
training for specific tasks such as shoveling (outdoor workers), wrenching (utility ser-
vice), wiping (custodial work), driving snow plows, and transferring large, awkward,
items (distribution). We have developed coaching plans so that supervisors, safety coor-
dinators, or JHSC representatives can facilitate training. Non-ergonomists tend to feel
more confident delivering training that is based on objective analyses, with very specific
workplace examples, rather than broad “textbook” statements.

We have used the best practices to develop clear visual aids to be posted in the
workplace, or at a specific workstation. These visual aids reinforce hands-on training, or
fill gaps when the employer cannot take all employees offline for training. Posted best
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practices also help to communicate with multiple shifts. Care should be taken to ensure
that workers who are photographed in the “common practice” photographs do not feel
as though they are doing the job wrong, but rather that there may be a better technique
to use in terms of protecting the body, while still achieving the same productivity. Often,
the workers who tell us about the best practice also show us the common practice.

Finally, when creating visual content for social media, we found that the process of
identifying and evaluating best practices in everyday activity formed a useful training
exercise for ergonomics interns who were completing their studies during the pandemic.
Unable to go into workplaces, we challenged them to explore their home environment
to identify best practices, and then use the biomechanics program to compare best and
common practices. The social media campaign aimed to make the technical aspects of
ergonomics interesting, relatable, and practical, just as we try to do in the workplace.

6 Conclusion

Biomechanical tools offer a way for ergonomists to communicate ergonomics principles
more effectively using numbers, photographs and illustrations, instead of long narratives.
Keeping the message as simple as possible appears to be a key to successfully promoting
safer work practices.
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Abstract. Technical systems are being used more and more frequently to ana-
lyze physical workloads. However, suitable approaches to evaluate the measured
exposures with regard to their health hazards are lacking.

New exposure indicators have been developed and evaluated, which allow
a body region-specific risk assessment based on technically measured exposure
parameters. The development and testing of the indicators was part of the MEGA-
PHYS project (multilevel risk assessment of physical exposures). Required expo-
sure parameters were determined by kinematic, electromyography and heart rate
recordings at 186 workplaces. Simultaneously, medical examinations of muscu-
loskeletal complaints and diseases of 808 employees at these workplaces were
conducted. Validity of the exposure indicators was checked by linking them to the
results of the medical examinations.

Numerous plausible associations were identified between the exposure indi-
cators and specific body region-related health outcomes. A comprehensive and
evaluated concept for measurement-based risk assessment is now available. The
exposure indicators are applicable for measuring systems at different levels of
complexity.

Keywords: Risk assessment · Physical workload · Measurement-based
assessment · CUELA system · Exposure indicators · Musculoskeletal complaints
and diseases

1 Introduction

Increasingly, measurement-based methods are being used to quantify physical work-
loads. Compared to observation-based methods, measurement-based methods are char-
acterized by their objectivity and accuracy. Moreover, they allow the analysis of param-
eters that cannot be captured by simple observation, such as time courses of joint angles,
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forces or physiological parameters. Observation-based methods are sufficient for crude
surveys; technical methods are recommended for risk assessments, e.g., before and after
an intervention [1–4]. Advances in technology aremaking ambulatorymeasurement sys-
tems more and more feasible and affordable. This offers good conditions for widespread
application, not only by scientists and measurement experts but also by practitioners.

Of central importance is the assessment of physical workload with regard to pos-
sible health hazards for the musculoskeletal system. Often, guidelines or assessment
procedures originally developed for observational methods are used to assess exposures
quantified by measurement [e. g. 5–9]. However, these do not exploit the full potential
of technically measured exposures because they usually take into account body postures
but rarely, for example, velocities of movements. To date, few assessment approaches
have been published that have been explicitly developed for technically measured data.
Balogh et al. [10], for example, propose limit values for upper arm and wrist movement
velocities based on epidemiological evidence. However, there is still a need for more
suitable approaches assessing technically measured exposures in terms of their health
risks.

The following describes a new approach in which many parameters were measured
simultaneously and assessment procedures were derived for different body regions. This
paper gives an overview of the developed procedures. Methods and main results of the
validation are briefly outlined.

2 Methodology

Within the German joint project MEGAPHYS (multilevel risk assessment of physi-
cal workload), body region-specific assessment procedures for the measurement-based
analysis of musculoskeletal workload were developed and evaluated [11].

2.1 Exposure Measurement

To obtain the required exposure parameters, the CUELA system [12] was used in the
MEGAPHYS field study. In addition to body posture and movement recordings, heart
rate (model M400, Polar Electro, Finland) and forearm muscle activity were determined
using 4-channel surface electromyography (OEMG; BioMed, Germany). Each subject
performed isometric maximal contractions on a power grip (PABLO®, Tyromotion,
Austria), which were used to normalize EMG data [13].

2.2 Exposure Indicators

Basedonoccupational science andmedical findings, exposure indicatorswere defined for
the body regions cervical spine, shoulders, elbows, wrists, lumbar spine, hips, and knees.
In addition, indicatorswere determined to assess the loading of the cardiovascular system
and energy metabolism. Including the differentiation between left and right side of the
body, 28 exposure indicators were applied. The indicators include established methods,
revised procedures as well as newly developed assessment approaches. The workload
assessment is based on biomechanical and physiological measurement parameters.
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The Kinematic Assessment Index (KAIx) provides the time proportion [%] of non-
recommended postures and movements with regard to kinematic aspects such as angular
velocity, joint angle, duration of static postures and support of body parts [11]. The KAIx
records the kinematic load of the body regions cervical spine, shoulders, elbows, wrists
and lumbar spine.

To estimate the compressive force (CF) acting on the lowest lumbar spine disc,
the simulation model The Dortmunder [14] was integrated into the CUELA software.
With the CUELA-Dortmunder continuous CF can be estimated for the intervertebral
disc L5-S1. The dose calculation is based on a quadratic weighting of the CF (doseCF
L5-S1 [kNh]). The CF is included in the dose calculation if it reaches or exceeds the
threshold of 1.8 kN or if the trunk posture is in a non-neutral range (trunk flexion ≥
20° or trunk extension ≥ 5° or trunk lateral flexion (left or right) ≥ 10° or trunk torsion
(left or right) ≥ 10°). Another indicator of biomechanical lumbar load is the number of
operations exceeding recommended values (ExcOp) according to the Revised Dortmund
Recommendations [15].

The Repetition Score (RS) evaluates the repetitive kinematics of wrist and elbow
considering mean angular velocity, mean power frequency of the angular data and kine-
matic micropauses of wrist flexion/extension respectively forearm supination/pronation
[13].

Forearm force exertionwas evaluated based on the percentage ofmaximumvoluntary
contraction (%MVC). The 90th percentile of the %MVC values is considered the peak
load (P90%MVC). Another muscle activity indicator of the distal upper extremities that
was incorporated is the proportion of EMG micropauses (MP [%]) based on [16, 17].

The dose of shoulder moments (ShMom [Nmh]) is used to express the load in the
shoulder joint. The joint moments are determined using an inverse kinematic approach,
taking into account anthropometric characteristics and handled loads.

The hip load is determined via the dose of the CF in the hip joint during activities
in which high pressure values are to be expected (doseCF hip [% body weight]). Lifting
and carrying heavy loads (≥20 kg) and climbing up and down stairs and ladders are
considered as hip-loading activities [18].

The load in the knee joint is indicated by the proportion of knee-loading activities
[%], and the number of postural changes to knee-loading postures.

The strain on the cardiovascular system and the energy metabolism is reflected by
mean working heart rate [bpm], mean heart rate reserve [%], time above steady-state
level (t > SS [%]) and working energy expenditure (EEwork [kJ]).

2.3 Health Risk Assessment

The assessment of risk to musculoskeletal health is based on the MEGAPHYS risk
concept [19]. The concept defines four risk categories (RC) which assign exposure
levels to probabilities of physical overload:

RC 1: low exposure – physical overload is unlikely to occur.
RC2: slightly increased exposure – physical overloadmay occur forworkerswith limited
physical capacity
RC 3: substantially increased exposure – physical overload may occur for all workers
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RC 4: high exposure – physical overload is likely to occur.

The determined exposure was transferred to the risk categories based on established
assessment approaches, frequency distributions or subjectively perceived exposure [11].

2.4 Evaluation

In the MEGAPHYS field study, physical workloads were investigated in 44 companies
from various industries throughout Germany. Exposures were measured by CUELA at
186 workplaces and assessed using the new exposure indicators. In each case, represen-
tative sections of the workload were recorded, which were then extrapolated to a typical
work shift. At the same time, physicians examined a total of 808 employees at these
workplaces with regard to musculoskeletal complaints and diseases [19, 20].

The CUELA indicators were tested for validity by linking them to the results of the
medical complaint survey and diagnostics. For this purpose, association analyses were
performed between the shift-related workload level determined by the CUELA indica-
tors and the prevalence of typical musculoskeletal complaints and diseases. Associa-
tions were analyzed with generalized estimating equations (GEE), adjusting for the con-
founders age, gender, BMI, smoking habits, exercise, job satisfaction, and comorbidity
(number of additional diseases or complaints).

3 Results

The exposure levels determined in the field study using the CUELA indicators show a
mixed picture with regard to the different body regions and target systems. Rather low
proportions (<20%) in RC 3 and 4were found for indicators of the body regions cervical
spine, elbow, wrist (KAIx), lumbar spine (KAIx, ExcOp) hip, knee, and for energy
expenditure. Higher proportions (>30%) in RC 3 and 4 were obtained for indicators of
the body regions shoulder, wrist (RS, %MVC, MP), lumbar spine (doseCF L5-L1) and
for all heart rate indicators.

Numerous and mostly plausible associations were identified between several
CUELA exposure indicators and specific body-region-related health outcomes. For
example, positive associations were found between:

– carpal tunnel syndrome and KAIx wrist,
– osteoarthritis of the distal joints of the upper extremities and RS wrist/elbow, KAIx
elbow, P90%MVC,

– wrist complaints and RS wrist, KAIx wrist, P90%MVC,
– shoulder complaints and ShMom, KAIx elbow, RS elbow,
– lumbar facet syndrome and KAIx lumbar spine, doseCF L5-S1, ExcOp, doseCF hip
– lumbar spine complaints and ExcOp, KAIx lumbar spine, t > SS.

There were also some negative associations, e. g., between lumbago and doseCF L5-
S1 and EEwork. Relatively few associations were found overall for the cervical spine
and lower extremity body regions.
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4 Discussion

A comprehensive concept for objective quantification of physical workload and its
assessment based on technically measured exposure data has been developed. For most
body regions, the exposure indicators correspond to an increasing prevalence of typical
musculoskeletal complaints and diseases. These exposure indicators can be assumed to
be valid with respect to the related health outcomes.

The evaluation was performed on a relatively large sample regarding the effort for
exposure measurement and medical data collection. Both the quality of the exposure
data and the health data are considered to be of high quality.

A limitation is the cross-sectional study design, which does not allow conclusions
on the causality of associations and is often associated with the "healthy worker effect".
It can be assumed that the negative associations between lumbago and some exposure
indicators are due to this effect. Another limitation is a possible selection bias (sampling
bias). The selection of the workplaces and of workers could not be done randomly,
because participation was voluntary. Thus, certain industries as well as occupations that
are typically performed in smaller companies may be underrepresented.

In the past, technical measurements were often considered impractical because they
required a lot of time and expertise and were deemed to be invasive. Thanks to minia-
turization and (partial) automation, today’s recording systems allow increasingly simple
and non-reactive analysis. Thus, the CUELA system has also evolved in the meantime
to minimize all these limitations.

TheCUELArisk assessment concept represents an initial approach that canbe further
examined, adapted and supplemented. There may be a need to revise the indicators for
the cervical spine and lower extremities, for example, as hardly any associations with
the health outcomes could be found here. A useful addition to the presented assessment
concept is, for example, the combined consideration of force expenditure determined
via EMG and kinematic parameters. A combined assessment approach has already been
developed and tested for the body regionswrist and elbow [13].Another valuable addition
to the assessment could be the extension by or combination with external forces.

The work presented focuses on loads that can lead to health impairments due to
physical overload. It must be taken into account that a healthy musculoskeletal system
requires a certain amount of load for optimal performance. Accordingly, a complete
lack of load or too little load (physical underload) can also lead to damage to the mus-
culoskeletal system. In the future, the CUELA assessment concept should therefore be
supplemented by procedures to assess physical underload, e.g. due to prolonged sitting
or standing.

5 Conclusion

The presented exposure indicators are suitable for the objective quantification of body
region-related exposures and for risk assessment with regard tomusculoskeletal diseases
and complaints.

For the first time, such a comprehensive and evaluated concept for risk assessment of
measurement-based exposure data is available. The CUELA assessment concept repre-
sents an initial approach that can and should be expanded and further tested beyond the



Overview of Measurement-Based Assessment Approaches 211

evaluation carried out. The concept constitutes a new step towards a measurement-based
risk assessment of physical workload, which can serve as a valuable basis for deriving
target-specific preventive measures.

Themethods presented are applicable for measurement systems of varying complex-
ity. In addition to comprehensive analyses with expert measurement systems, it is also
possible to analyze individual body regions using simple systems with a few sensors.
This enables a simpler use in operational practice in order to be able to establish a broader
application ofmeasurement-based risk assessment approaches in the occupational safety
and health area in future.
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Abstract. Head-mounted displays (HMDs) are a commonly applied tool to ana-
lyze pedestrian behavior in virtual environments. However, compared to reality,
one’s own body can only be represented in the form of a virtual replica. The present
study examined the effects of displaying different virtual self-representations, or
avatars, in a street crossing task on presence, virtual body ownership, gap accep-
tance and virtual collisions. 29 participants were instructed to cross a one-lane
street with varying gap sizes between vehicles ranging from 1 to 6 s. Two dif-
ferent avatar concepts (with or without hand and finger tracking) were compared
to a baseline without any visual body self-representation. Crossing was repeated
ten times in each avatar condition, resulting in a total of 30 trials per participant.
There was no difference in presence scores between the conditions. The illusion
of virtual body ownership was stronger for an avatar that featured hands and fin-
ger tracking compared to an avatar in which only the position of the hands was
displayed based on two hand-held controllers. In trials in which any avatar was
present, participants accepted significantly smaller gaps to cross the street. An
equal number of virtual collisions was observed for both avatars and the baseline
without an avatar.

Keywords: Virtual reality · Pedestrian simulator · Avatar · Street crossing

1 Introduction

The rapid technological advancements of head-mounted displays (HMDs) led to an
increasing number and variety of pedestrian simulator setups [1]. In contrast to Cave
Automatic Virtual Environments (CAVEs) [2], the own body is usually invisible when
wearing an HMD. Additional tracking of the extremities allows the display of a virtual
self-representation in the form of an avatar [3]. However, this is often associated with
additional technical andmethodological efforts. Thus, HMDbased pedestrian simulators
often lack any form of body representation [1].

2 Avatars in Virtual Environments

Effects of avatars on perception and immersion in virtual environments have been studied
from the beginning of research on the sense of presence [4]. Displaying an avatar is

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
N. L. Black et al. (Eds.): IEA 2021, LNNS 223, pp. 215–223, 2022.
https://doi.org/10.1007/978-3-030-74614-8_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74614-8_26&domain=pdf
http://orcid.org/0000-0003-0525-6665
http://orcid.org/0000-0002-3527-5560
https://doi.org/10.1007/978-3-030-74614-8_26


216 P. Maruhn and S. Hurst

reported to increase spatial presence, affect an individual’s behavior and trigger certain
physiological responses (e.g. heart rate) [5].

Distance compression marks a commonly reported phenomenon related to virtual
environments and HMDs. Especially in experiments related to pedestrian safety, a real-
istic distance perception is crucial. Participants tend to underestimate egocentric dis-
tances in comparison to the real world. In the context of natural walking, the feeling of
not moving far enough in the virtual world relative to real movement is often reported.
The presentation of a dynamic avatar seems to positively influence distance perception.
However, the feeling of embodiment also appears to play a significant role. [6].

This raises the question of how the presence of avatars influences experiments such
as common gap acceptance studies.

3 Methodology

3.1 Virtual Environment and Avatars

The virtual scenario was created with Unity 2018.3, modeled after a typical Munich city
center environment (Fig. 1) and rendered on an HTC Vive Pro. This HMD features a
resolution of 1440 × 1600 pixels per eye with a 110° field of view. The HMD and Leap
Motion sensor (mounted on the HMD) were connected to the PC via a 6-m cable. The
scene featured one way traffic on a 3.5 m wide single lane. Vehicles appeared around the
corner at the end of the street and traveled at a constant speed of 30 km/h. The gap size
between the vehicles increased from 1 to 6 s during the trials. The rate of increase was
predefined for each trial and varied between .25 and 1 s, increasing either with each or
every second car. The available physical space was sufficient to easily cross the street.
Nonetheless, a blue guardian mesh was displayed for safety reasons as soon as subjects
approached the physical boundaries of the room. The participants were instructed to
cross the street as soon as they felt the gap size was sufficient. Once they reached the
other side of the street, they turned around; the gaps of the current trial were filled with
additional cars (making another safe crossing impossible) and the new set of cars for the
next trial was spawned. This resulted in a seamless connection of trials and continuous
traffic. In each experimental condition, participants crossed five times in each direction,
resulting in ten trials per block.

The display of an avatar was varied between experimental blocks. There was either:
(1) no avatar as a baseline, (2) an avatar based on Vive trackers or (3) an avatar with
Vive trackers and Leap Motion tracking for the hands. In all conditions, participants
were equipped with Vive trackers on both feet and the waist. For conditions (1)–(2),
Vive controllers were held in both hands. The Leap Motion sensor was mounted on the
HMD’s front and enabled rendering of the participant’s hand and finger gestures on the
virtual avatar. The avatar’s movements were based on an inverse kinematics model [7]. A
unisex monochrome blue dummy (Fig. 1) was used as the avatar model to avoid possible
mismatches related to gender and ethnicity and the associated uncanny valley effect [8].

3.2 Dependent Measures

The goal of pedestrian simulators is to observe behavior as close to reality as possible,
while making use of the safety and controllability of a simulated environment. In this
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Fig. 1. The virtual environment, featuring a one-way street with one lane. On the left, the avatar
is visible displayed in the two conditions of Vive Controller and Leap Motion.

context, the feeling of immersing oneself in a virtual world, which is also described as
presence [9], is of high interest [10]. In this study, the German version of the Igroup
Presence Questionnaire (IPQ) [11] was used. The IPQ consists of 14 items that are
measured on a seven-point Likert scale and assess presence in the dimensions of general
presence, spatial presence, involvement, and realism.

In addition to presence, the particular focus of this study was on the examination
of the subjective perception of two different avatar concepts. The German version of
the Alpha IVBO [12] was used to measure the Illusion of Virtual Body Ownership
(IVBO). The questionnaire features 13 items on a 7-point Likert scale and measures the
dimensions Acceptance (of the virtual body), Control (feedback of motion), and Change
(in self-perception).

Analyzing the gap size during street crossing tasks is an often used objective metric
in pedestrian simulators [1]. For that, the positional data for cars, HMD, controllers, and
trackers was continuously logged. Additionally, when crossing the middle of the street,
the participant triggered a ray cast function to calculate the gap size, i.e., the difference
in meters from the rear bumper of the gap opening car to the front bumper of the gap
closing car. This distance was then divided by the cars speed (30 km/h) to obtain the gap
size in seconds.

Besides gap sizes, virtual collisions are of core interest in street crossing simulators.
This is especially relevant in this case, where research revolves around the question
of whether the presence of a body representation influences the number of collisions.
Invisible sphere colliders (10 cm diameter) were located on the participants virtual head,
waist, hands, and feet. A collision was logged as soon as one of these triggers entered
the collider encompassing each vehicle. Due to this implementation, it was possible to
get hit multiple times but with different body parts (e.g., with the left foot and the waist)
during the same crossing.
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3.3 Study Protocol

Astandardized greeting and consent formwas followed by a demographics questionnaire
and a measurement of the participants interpupillary distance (IDP). Three Vive trackers
were attached to the feet and waist, the HMDwas put on and adjusted to the individual’s
IDP. This was followed by a familiarization with the virtual environment including four
practice road crossings without traffic and two to four crossings (until participants felt
confident) with traffic featuring 6 s gaps. The participants were asked to explore their
virtual body in experimental blocks in which an avatar was displayed. At the beginning
of the trials, they were instructed to cross the street, after the first car had passed if they
considered the gap to be large enough to do so safely. They were further informed that
vehicles travelled with a constant velocity andwould not brake. Each experimental block
featured 10 crossings. Subsequently, the IVBO (in case an avatar was displayed) and
presence questionnaire were presented in VRwith the HMD on. Participants were asked
to verbalize their answers before continuing with the next block after a short break to
adapt the hardware for the next avatar concept and provide some rest outside the virtual
environment. In total, each participant crossed the street 3 × 10 times, while order of
conditions (No Avatar, Vive Controller and Leap Motion) was randomized. The overall
duration of the experiment was approximately 30 to 40 min. This study design was
approved by the university’s ethics committee.

4 Results

A total ofN = 29 subjects between 18 and 33 years (M = 25.59, SD= 3.05) participated
in the study. The sample was predominantly composed of students (82.76%) with an
overall gender distribution of 13 female and 16 male participants. 13 participants indi-
cated they already had experience in VR due to gaming (N = 5), participation in other
VR studies (N = 4), their own research (N = 2), for work (N = 1), or from exhibits (N
= 1).

4.1 Presence and IVBO

Figure 2 displays the IVBO questionnaire’s results. Shapiro Wilk’s test indicated a
deviation from the normal distribution for the differences between the Leap Motion and
Vive Controller avatars in the IVBO subcategory Control. Subsequently, and to account
for outliers, a Wilcoxon signed rank test was used for pairwise comparisons (Table 1).
The Leap Motion avatar scored higher in all IVBO dimensions, with significant effects
in Acceptance and Control.

Presence scores are summarized in Fig. 3. Shapiro Wilk’s tests indicated multiple
significant deviations from the normal distribution based on a p ≤ .05 level for the
groups No Avatar – General Presence, No Avatar – Spatial Presence, Vive Controller –
General Presence, LeapMotion –General Presence and LeapMotion – Spatial Presence.
Friedman’s tests showed that there were no significant differences between the three
avatar levels (No Avatar, Vive Controller and Leap Motion) for any of the presence
subscales: General Presence (X2

F(2) = .419, p = .811), Spatial Presence (X2
F(2) =

.544, p = .762), Involvement (X2
F(2) = 5.029, p = .081) and Realism (X2

F(2) = 2.490,
p = .288).
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Table 1. Descriptive and statistical results for IVBO. For pairwise comparison, aWilcoxon signed
rank test was calculated.

Leap Motion Vive Controller W p Rank-Biserial Correlation

Acceptance M = 4.54
SD = 1.314

M = 3.871
SD = 1.548

334.0 0.003** 0.645

Control M = 6.052
SD = 0.683

M = 5.638
SD = 1.028

211.0 0.006** 0.668

Change M = 2.344
SD = 1.022

M = 2.190
SD = 0.828

163.0 0.455 0.181

** p ≤ .01

Fig. 2. IVBO scores for the Vive Controller and LeapMotion avatar. Mean values are represented
by white diamonds, caps connected to the means represent the standard error. Boxplot whiskers
extend up to 1.5 of the interquartile range. Notches indicate the 95% confidence interval of the
median. ** p ≤ .01

4.2 Gap Size and Virtual Collisions

Figure 4 renders gap size (in seconds) grouped by avatar. Five values were excluded
since the participants crossed the street after the last experimental gap (which resulted
in gap sizes > 6 s) in the respective trials. A linear mixed effects model was created in
R [13] with lme4 [14]. Avatar served as fixed effect (with No Avatar as baseline) and
participant as random effect (Eq.Gap Size ~ Avatar + (1|Participant) (1). An ANOVA
with Satterthwaite’s method was used to analyze the model. It revealed a significant
effect of the displayed avatar on gap size when crossing the street F(2,834) = 22.454,
p < .001 ηp

2 = .05. Visual inspection of QQ-plots indicated a normal distribution of
residuals. Bonferroni corrected post hoc pairwise comparisons (least-squares means)
revealed that smaller gaps were taken when displaying either the Vive Controller avatar
(p < .001) or Leap Motion avatar (p < .001) compared to No Avatar. There was no
significant difference regarding gap sizes between the two avatars (p = .239).

Gap Size ∼ Avatar + (1|Participant) (1)
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Fig. 3. IPQ Presence Scores for the three conditions NoAvatar, Vive Controller and LeapMotion.
The same boxplot aesthetic rules apply as in Fig. 2.

Gap Size ∼ Avatar ∗ ConditionOrder + (1|Participant) (2)

A second model (Eq. Gap Size ~ Avatar * Condition Order + (1|Participant) (2)
was created to account for possible learning effects. The order in which the different
avatars were displayed and the interaction between order and avatar type were added as
fixed effects, with the first condition as a baseline. Comparing the two models revealed
that order significantly affected the gap size (X2(6) = 67.727, p < .001), reducing the
gap size by −0.53 s (SD = 0.12 s) for the second presented condition and by −0.29 s
(SD = 0.12 s) for the last block. The effect size of order was ηp

2 = .07. Again, an
ANOVA with Satterthwaite’s method was used to analyze the model. There was no
significant interaction (F(4,847)= 1.031, p= .390) between avatar and condition order.
Bonferroni corrected post hoc pairwise comparisons showed a significant reduction of
gap size between the first and the second trial block (p< .001), and the first and the third
blocks (p < .001), but no difference between the latter two (p = 1.0).

Collisions were detected when any of the tracked body parts collided with a vehicle.
Since the head was located too high to collide with the cars and collisions with the Leap
Motion avatar’s hands were not tracked, further analysis is based on the two foot and
waist trackers. Overall, 245 collisions of these three trackers were recorded. 53.5% of
these collisions were created by only three individuals. Lowest number of collisions per
condition was recorded with the Leap Motion avatar (M = 2.034, SD = 4.204) followed
by No Avatar (M = 2.931, SD = 4.729) and the Vive Controller avatar (M = 3.483, SD
= 6.133) as depicted in Fig. 5. Similar distributions were observed when only the waist
tracker was considered: Leap Motion avatar (M = 1.000, SD = 1.871), No Avatar (M
= 1.379, SD = 2.351) and the Vive Controller avatar (M = 1.724, SD = 2.776).

Due to the deviation from normal distribution for all three levels of Avatar (based on a
Shapiro Wilk test, p< .001), differences were analyzed with Friedman’s test. There was
no significant effect of the different avatar displays on the number of recorded collisions
(X2

F(2) = 1.680, p = .432). Excluding the three individuals with the most collisions
showed similar results (X2

F(2) = 1.365, p = .505).
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Fig. 4. Left: Overall gap acceptance values for the three conditions No Avatar, Vive Controller
and Leap Motion. The same boxplot aesthetic rules apply as in Fig. 2. Right: Mean values with
standard error as whiskers. For better comparability, the Y axis is limited to the relevant section.
*** p ≤ .001

Fig. 5. Left: Number of overall collisions (sum of feet and waist tracker) in each of the three
conditions No Avatar, Vive Controller and Leap Motion. The same boxplot aesthetic rules apply
as in Fig. 2. Right: Mean values with standard error as whiskers. For better comparability, the Y
axis is limited to the relevant section.

5 Discussion

Smaller gaps were accepted by the participants in VRwhen displaying avatars. Although
the virtual bodymight increase spatial awareness and facilitate crossing decisions, spatial
presence scores remained equally high for all conditions. Particularly noteworthy is
the high number of collisions, which also go hand in hand with the high acceptance
rates of small gaps. This also calls into question the transferability of this and other
simulator studies into reality. One possible reason could be the relatively young sample
of participants, that perceives VR as a game and who are therefore more likely to display
risky behavior. However, it should be noted that this demographic composition is not
uncommon forVR studies [1].Onemight further argue that the avatar’s resemblancewith
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a crash test dummy enforced risky behavior, especially in relation to the Proteus effect
[15]. This effect describes that the appearance of the avatar, for example the avatar’s
age or size, can influence the behavior of the user. However, due to the first-person
perspective, the participants mainly experienced the avatar’s hands and feet and not its
overall appearance.

There are onlyminor differences between the two avatar conditions. The participants
were encouraged to test hand gestures in the “Leap Avatar condition during familiar-
ization, but this did not significantly affect presence scores, gap decisions or collisions
during the actual experiments. Only differences in IVBO ratings compared to the avatar
without hand tracking could be found. One reason might be that the hands were rarely
visible when walking due to the Vive Pro’s restricted field of view (110°). In other appli-
cations, where more hand interaction is required, larger differences could possibly be
found.

There are also technical limitations to bementioned: due to the leapmotion controller,
a wired connection to the HMD was necessary. Especially during the practice trials,
participants struggled with the handling of the cable when turning around after each
crossing. Whenever possible, a wireless connection should be preferred.

6 Conclusion

It could be shown that displaying an avatar impacts quantitative metrics describing
street crossing behavior in terms of gap acceptance as well as subjective measures such
as IVBO. However, an avatar without hand tracking seems to be sufficient for common
gap acceptance tasks. Future studies should evaluate the use of additional trackers to
represent an avatar.
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Abstract. Virtual reality (VR) is increasingly used in the research of pedestrian
behavior. At the same time, empirical evidence suggests that perceptual processes
in VR may deviate from real world. Such perceptual biases may affect the estima-
tion of the time until a moving object reaches an observer (time to contact, TTC)
- a parameter which is crucial to collision avoidance in the frequent use case of
pedestrian street crossing.

While several factors appear to influence TTC estimates, the present study
focused on the effects of reduced visual contrast and a potential interaction with
speed effects. In a virtual street environment, participants indicated the moment
at which they expected an approaching vehicle to pass them. In line with earlier
findings, TTC estimates tended to increase at higher speed, whereas effects of
contrastwere insignificant.While also the interaction term turned out insignificant,
the descriptive data suggest that limited visibility at large distances should be
considered in the context of speed effects. Questionnaires revealed that estimation
accuracy was related neither to the feeling of presence, nor to the participants’
assessment of their own performance.

Keywords: Virtual reality · Visual perception · Time to contact · Road traffic

1 Background

In urban traffic, collisions with motorized vehicles usually occur when pedestrians
attempt to cross a street [1]. In this context, the risk of an accident is likely to increase if
individuals fail to correctly anticipate the time that remains until an approaching vehicle
reaches their crossing line. Such estimates, however, are often inaccurate: During the
past decades, participants in both virtual and non-virtual environments were reported
to underestimate the temporal gap to an approaching object by approximately 25% [2].
This finding may be explained by a “tendency to err in the direction of safety”, at least in
environments that encompass detailed contextual stimuli [2]. In comparison to physical
environments, however, the use of virtual reality (VR) may induce additional biases.
Since this methodology is increasingly used to investigate pedestrian behavior [3], more
information is needed about the perceptual biases that arise in simulated traffic in general
and during street crossing in particular.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
N. L. Black et al. (Eds.): IEA 2021, LNNS 223, pp. 224–231, 2022.
https://doi.org/10.1007/978-3-030-74614-8_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74614-8_27&domain=pdf
http://orcid.org/0000-0003-0567-8200
http://orcid.org/0000-0001-9696-9251
http://orcid.org/0000-0001-7401-4067
https://doi.org/10.1007/978-3-030-74614-8_27


Estimating Time to Contact in Virtual Reality 225

Their relevance for traffic safety has stimulated research on TTC estimates, produc-
ing a list of factors that presumably influence their accuracy. At high vehicle speeds,
for instance, pedestrians tend to overestimate the remaining time, resulting in the accep-
tance of smaller and thus riskier time gaps [4]. Since speed effects appear largest for
impoverished visual conditions [2, 5], they are likely more pronounced in virtual envi-
ronments, in which properties such as the visual resolution and the field of view (FOV)
are usually restricted [6]. As VR is used not only to predict real-world actions, but also
to illuminate perceptual processes [7], it is important to know how the quality of the
visual representation may influence the experimental findings.

A number of technological parameters have been reported to influence human per-
ception in virtual environments. In addition to stereoscopy and the size of the FOV, the
evaluation of an object’s approach may be affected by the visual contrast [2]. Low con-
trast may alter the perceived distance by reducing or distorting the available depth cues
[8]. In the domain of traffic simulation, changes in contrast are mostly discussed as a
result of foggy weather [9, 10]. When visibility was reduced in a fog chamber, Cavallo
[8] found participants to rate egocentric distances as larger under both nighttime and
daytime conditions. These findings, however, seemed to depend on whether or not the
outline of a vehicle was visible, and were not replicated for moderate fog levels in a
driving simulator.

While the impression of larger distances may lead participants to overestimate TTC,
the estimates can be expected to additionally depend on the perceived velocity. In an early
experiment, Stone and Thompson [11] observed that higher contrast led participants
to perceive the upward movement of horizontal gratings as faster. In both simulated
and recorded traffic scenes, reduced contrast not only caused participants to perceive
approaching vehicles as slower, but also impaired their ability to differentiate between
speed levels [9]. The underestimation of velocities was more pronounced for a reference
speed of 40 km/h than for a higher speed of 60 km/h. The range of displayed speeds,
however, was related to distinct mechanisms for generating the visual stimuli in this case
[9].

Snowden et al. [10] demonstrated that biases in speed perception were not limited to
the movement of external objects. Instead, they found participants in a driving simula-
tor to underestimate also their own speed as contrast declined. Their findings, however,
partially conflict with later research by Owens et al. [12] as well as by Cavallo [8], who
found speed perception to be similarly reliable for different contrast levels.While Owens
et al. [12] attached plastic filters to the car windows, Cavallo [8] explains differences
in comparison to Snowden et al. [10] by the mechanism employed to represent fog.
She thereby suggests that speed perception may be more biased by uniform changes
in contrast than by actual fog, which causes an exponential attenuation as a function
of distance. This assumption is supported by Pretto et al. [13], who reported speed to
be underestimated when contrast was reduced regardless of distance, but overestimated
when the decline in visibility was consistent with actual fog. Hence, when relating pre-
vious findings to the quality of visual displays, attention must be paid to the mechanism
that was used for generating different contrast levels.

It is yet unclear whether the impact of speed effects translates to TTC estimates. If
low contrast indeed causes humans to perceivemovements as slower, thismay result in an
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overestimation of TTC. Such a conclusion, however, relies on two assumptions. First, it
requires TTC estimates to arise from a combination of speed and distance information,
whereas previous research indicates that humans more commonly rely on changes in
angular size [2]. Second, although unlikely according to the findings of Cavallo [8],
contrast-induced changes in perceived physical distance may counteract the effects of
speed on TTC estimates: If estimates of both distance and velocity declined at a similar
rate, this would result in a constant TTC across contrast levels.

Currently, empirical evidence regarding the relationship between contrast and TTC
estimates is scarce. For simplistic laboratory stimuli, Landwehr et al. [14] observed
TTC estimates to be unaffected by changes in contrast and luminance. The lack of three-
dimensional information and contextual stimuli, however, renders the transferability to
VR pedestrian simulation questionable [2]. In the present study, we therefore evaluated
if contrast-induced changes in perceived velocity propagate to TTC estimates in virtual
traffic scenarios displayed via an HMD. To account for possible interactions [9], we
manipulated the vehicle speed in addition to image contrast.

2 Methodology

In a within-subject experiment, 27 participants (12 females, 24.3 ± 2.49 years) esti-
mated the TTC of vehicles, which approached sequentially from the left and at a constant
speed of either 30, 40, or 50 km/h. The virtual scene represented an urban street envi-
ronment modelled in Unity3D, which was displayed via an Oculus Rift DK2 HMD. The
OLED display provided stereoscopic vision at 1920 × 1080 pixels and a 100° nominal
FOV. Contrast was adjusted by a white overlay of 100%, 87.5%, or 75% transparency,
which uniformly affected all surroundings (Fig. 1). Our approach to manipulate contrast
was thus similar to Horswill and Plooy [9] and Snowden et al. [10]. Acoustic stimuli
mimicking the engine sounds were present while vehicles were visible.

Fig. 1. Sample scene of the virtual environment with a white overlay of 100% (left), 87.5%
(center), or 75% (right) transparency.

Depending on their speed, vehicles started from a distance between 55 and 76 m.
The screen turned black after 3 to 3.2 s, when the vehicle had reached a location between
30 and 32 m from the observer (Fig. 2). Slight variations in the duration of the simula-
tion and the point of disappearance were intended to prevent participants from basing
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their estimates primarily on the position of the vehicle. The car model, in contrast, was
identical for all trials to avoid any confounding effects due to its size and appearance
[7]. A white horizontal line marked the hypothetical crossing trajectory perpendicular
to the vehicle’s direction of approach.

TTC to be estimated

Vehicle appears Vehicle disappears Participant

Vehicle visible

Fig. 2. Depiction of an experimental trial. The approach of each vehicle was visible for 3 to 3.2 s,
before the scene turned black. Participants were instructed to indicate the moment when they
expected the vehicle to reach their crossing line under the assumption that it maintained a constant
speed.

Participants indicated the moment in which they expected the vehicle to pass them
by pushing a button. Since the distance at which the virtual scene disappeared was rel-
atively constant, the actual TTC at this point primarily depended on the vehicle speed,
resulting in values between 2.16 and 3.84 s. Estimation error was calculated by dividing
the difference between estimated and actual TTC by the actual TTC. Hence, overesti-
mations resulted in positive, underestimations in negative values. Estimation error was
predicted by a mixed linear regression including vehicle speed, contrast, and their inter-
action as fixed effects and random intercepts to model interpersonal differences between
participants. One observation was removed from the analysis because of a particularly
large Cook’s distance. In this case, the observed estimation error corresponded to 361%
of the actual TTC and was more than twice as large as the second highest error for the
respective individual. Speed and contrast levels were considered categorical and ordered.

After providing informed consent, participants completed a total of twelve practice
trials. In the first six of them, the scene remained visible to ensure that the instructions
had been understood. Apart from that, participants did not receive any feedback about
the accuracy of their judgements. Repeating each speed/contrast combination six times,
they completed a total of 54 experimental trials. Speed and contrast levels were permuted
according to a Latin Square. After the first 27 trials, a short break was allowed, in
which participants provided information on demographic properties. Additionally, they
answered questions on their feeling of presence [15] and the perceived effort associated
with the estimation task after the secondblockof experimental trials.Overall, participants
needed approximately half an hour to complete the experiment, of which they spent a
maximum of 20 min in VR. To incentivize accurate estimates, they were informed that
the best performance would be rewarded by a voucher.
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3 Results

Contrary to previous findings [2], TTC generally tended to be over- rather than under-
estimated, resulting in an overall mean error of 6.1%. At the same time, variance was
high, as indicated by a standard deviation of 45.8%. The descriptive distribution of
errors appeared relatively similar across speed and contrast levels (Fig. 3). Accounting
for interpersonal variation by means of random intercepts, a mixed linear regression
revealed a significant effect of vehicle speed (b= 0.035, t(1422)= 2.95, p= .003). The
coefficients for both contrast (b = -0.019, t(1422)= 1.57, p= .117) and the interaction
term (b = 0.012, t(1422) = 0.60, p = .549) were insignificant.
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Fig. 3. Estimation error as a function of vehicle speed and contrast. Notches represent the 95%
confidence interval of the median.

While higher TTCestimates at increasing speed are consistentwith previous research
[2], the mean values in the present study suggest a potential quadratic relationship: For
all contrast levels, estimates increased with speed from 30 to 40 km/h, but declined again
from40 to 50 km/h, albeit to a lesser extent. Although this observationmay be a statistical
artefact, it may also indicate the existence of further perceptual biases, such as difficulties
with judging the speed at large distances, which reduce the de facto observation time.
In line with the lack of statistical significance, no clear pattern emerged with respect to
changes in contrast.

Averaged presence scores had a median of 4.91 on a 7-point Likert scale, with 95.7%
ranging above themid value of 3.5. The extent of subjective presencewas unrelated to the
accuracy of TTC estimates (Spearman’s rho=−.155, t(25)= 0.78, p= .440). Further-
more, participants tended to think they had underestimated the actual TTC (median= 3
on a 7-point Likert scale ranging from “too short” to “too long”). The average estimation
error, in contrast, was small but positive and did not correlate significantly with the extent
of perceived underestimation (Spearman’s rho= .263, t(25)= 1.36, p= .185). The latter
finding indicates a limited ability to judge one’s own performance.
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4 Discussion

To our knowledge, the present work represents the first experiment to systematically
evaluate effects of image contrast on TTC estimates in a high-fidelity pedestrian simu-
lator. In line with a more simplistic laboratory task [14], TTC perception in a detailed
traffic environment did not seem to be distorted by a decline in contrast of up to 25%. This
finding conflicts with previous studies that demonstrated speed to be underestimated at
low contrast [2], which should, all other things being equal, result in an overestimation
of TTC.

Differences to previous research may be explained by a number of methodological
factors. First, we investigated a relatively narrow range of contrast levels and effects
may be more pronounced if visibility was further reduced [8]. Although we cannot rule
out that TTC estimates will be biased below some threshold, however, the relevance of
extensive changes in contrast seems questionable for recent HMD applications. Second,
a number of participants complained about the difficulty of the task, and 17 out of 27
individuals expected that they had clearly underestimated the actual TTC. Five of them
stated that they thought changes in contrast to impair their performance, highlighting
that the differences between the experimental conditions were noticeable. In this context,
the relatively large standard deviation of the error term reflects interpersonal variation,
but also implies some uncertainty associated with the estimation task. Although the time
during which vehicles were presented was similar to other studies [4, 9], difficulty may
be reduced by extending observation times, as some researchers suggest that accuracy
increases with them [2]. The insignificant effect of contrast is nonetheless unlikely to
result from guessing at chance, since estimates averaged close to the actual TTC and
common effects of speed variations were replicated. Finally, although there is some
agreement that low contrast results in an underestimation of speed [2], this finding
appears to be mediated by further variables [12], such as the mechanism that is used to
manipulate visibility [8, 13].

Earlier research mostly focused on the processing of speed rather than TTC. Conse-
quently, the absence of a more pronounced effect may also indicate that different per-
ceptual processes apply to the two parameters. If distances, for instance, would shorten
rather than expand at low contrast, this might compensate for an underestimation of
speed. Even if the two mechanisms do not completely balance each other, net effects
may be too small to become evident in the current experiment. Although previous find-
ings suggest opposite effects with regard to distance perception [8], it is unclear to which
extent they apply to the present use case. Alternatively, if TTC estimates are primarily
based on changes in angular size [2], neither speed nor distance perception may impact
them directly. Instead, visual resolution may be crucial in this case, in particular at larger
distances.

While the increase in TTC estimates between 30 and 40 km/h is consistent with
previous research, it did not seem to generalize to higher speed in the present study.
Since vehicle speed was related to the actual TTC, either of the two parameters may be
responsible for the observed pattern. Apart from the possibility of a statistical artefact,
our observations may indicate that virtual environments put further restrictions on per-
ceptual processes. For instance, vehicles driving at a higher speed cover a wider spatial
range during a given amount of time, which may facilitate estimates. If, however, motion
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becomes hard to distinguish at large distances due to limited resolution, any such advan-
tage may disappear. Future research should clarify related differences between virtual
and physical environments.

Generally, TTC in the present study tended to be over- rather than underestimated.
This result is particularly noteworthy, because an overestimation of TTC is likely to
compromise traffic safety: It may cause pedestrians to cross in front of a vehicle [4],
although the available time gap is objectively insufficient. In the present experiment, the
magnitude of overestimations exceeded 0.8 s in 29.2% of the trials, and 1.2 s in 20.7%
of them. The latter two values represent average safety margins observed on a busy
intersection in Shanghai, China [16]. If pedestrians deem such relatively short time gaps
as sufficient, the observed misjudgment would result in a higher number of collisions.
If any feature of the simulation triggered this kind of bias, it may thus cause researchers
to observe riskier behavior in simulators due to a perceptual distortion. Considering the
relevance of TTC estimation for common crossing scenarios [4], future research should
therefore clarify the influence of alternative technological parameters.

5 Conclusion

In summary, we did not find evidence that moderate changes in contrast influence TTC
estimates in VR pedestrian simulators. This suggests that either technological advance-
ments mitigate biases which were previously reported for speed perception, that unequal
mechanisms apply to the two parameters, or that multiple, contrasting effects compen-
sate each other. Considering the disagreement with previous findings [9], our results
imply that changes in contrast may be more relevant for speed perception than for TTC
estimates. Hence, related measures must be accounted for individually when discussing
the limitations of virtual environments. Since the expected TTC is critical to common
street crossing tasks [3], it remains furthermore questionable if previous results bear the
same relevance to pedestrian research as they do for driving scenarios, in which partici-
pants are supposed tomaintain an appropriate speed. To clarify this issue, future research
may extend the present results by exploring the role of diverse experimental tasks, dif-
ferences between external and ego-motion, and interactions with further technological
parameters such as the visual resolution.
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Abstract. Determination of the effectivity, usability and acceptance of an
exoskeleton for a specific job requires a three-stage approach in which we get
a first impression of its usefulness and potential fit (field observation), in which
we measure the work load reducing effect (controlled experiment), and in which
we measure use and acceptance, performance, work load and fatigue during the
working day in practice (field study). This approach is described and illustrated
for the case of an arm-support exoskeleton in plastering. The field observation of
plasterers and the subsequent controlled experiment showed promising results in
terms of shoulder load reduction and reductions of perceived exertion. The out-
line of the study design for the (currently just started) field study on plasterers is
presented.

Keywords: Heavy work · Exoskeletons ·Work Load · Acceptance ·
Construction

1 Introduction

Many workers are still exposed to heavy work. Percentages of EU workers exposed to
tiring or painful positions, handling heavy loads, and repetitivemovements, formore than
a quarter of their working time, are 43%, 32%, and 61% (Eurofound 2017). Heavy work
may lead to discomfort and fatigue, which may limit productivity and job attractiveness.
Heavy work is also associated with musculoskeletal injury, particularly in the low back
and shoulders (Da Costa and Viera 2010, Van Rijn et al. 2010).

Industrial exoskeletons may form a new strategy to reduce the load in heavy work,
particularly if other strategies like workstation configuration, re-organization of tasks,
and robotization, are not feasible. Several passive (spring-based) exoskeletons, both
back and arm-support devices, are currently finding their way into practice. It has been
shown that these exoskeletons are effective in reducing the load on the low back and
shoulders, butmost evidence for this has been obtained from isolated near-static activities
performed mainly in the lab (Vries and Looze 2019, Kermavnar et al. 2021, Theurel and
Desbrosses 2019; McFarland and Fischer 2019). A real job however, involves multiple
tasks while each task consists of multiple postures and movements. This may drastically
lower the overall effectivity in load reduction.
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Moreover, for being usable and accepted in real work, an exoskeleton should not
only reduce the workload significantly, but should also minimize negative side effects
like movement limitation, hindrance, load shifts, heat stress, discomfort and pressure.
These effects will depend on specific job and work context characteristics.

In fact, it holds for the effectivity, the usability as well as the acceptance of an
exoskeleton, that these are all highly use-case specific. It also holds that the assessment
of the load reducing effect in the low back and shoulder region for specific occupational
tasks requires detailed measurements in a controlled environment. For these reasons we
propose a three-stage approach for evaluating the effectivity, usability and acceptance of
an exoskeleton for a specific job. By this approach we aim: (1) to estimate the potential
fit of an exoskeleton in a specific context by observing the work and working context
before implementing an exoskeleton (field observation), (2) to quantify the workload-
reducing effects of the exoskeleton in simulated tasks (controlled experiment), and (3) to
determine the effects on behaviour, usability, performance, work load and fatigue in the
real work setting (field study). In this paper we describe the approach and its application
on the job of plasterers.

2 Stage 1: Field Observation

The first step aims to define the usefulness and the potential fit of the exoskeleton for
the job under consideration.

Hereto, the job content need to be analysed. Questions to be answered are: which
tasks make part of the job, which body postures, movements and external forces are
involved in each task, and how are these tasks organized over time (task durations, task
frequency, task variation)? These questions could be answered by visual observation,
through interviews or questionnaires, and can potentially be substantiated with motion
recording. The outcome of this job analysis gives insight in the risks for developing
low back and shoulder injury during the working day. Furthermore, the outcome should
give an indication to what extent or to what proportion of time the exoskeleton could
provide support or cause hindrance for the back and shoulder region. Also part of the
first observation is the assessment of specific work context factors that may limit the
usability or acceptance of an exoskeleton.

In case the results of the observations are promising regarding the usefulness and fit
of a back or arm-support exoskeleton, it is meaningful to have the exoskeleton tested
by a few workers (N = 3–5) in practice for about 30–120 min depending on the task
variability within the job. Expert observation and interviews with the workers afterwards
may bring forward (additional) benefits or drawbacks of exoskeleton use in the specific
context.

The first step provides insight in the usefulness and fit of a specific exoskeleton in a
specific work context. It does not provide evidence about the load and risk reduction that
could be achieved by exoskeleton adoption. Particularly, where tasks consist of multiple
movements and postures, the load reducing effect is not clear without further research.

We have evaluated the job of plasterers and the usefulness and potential fit of an
exoskeleton in that population.Ondifferent locations thework of plastererswas observed
and the tasks within the job were analysed by an expert in ergonomics.
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Beside various secondary tasks, the primary tasks of the plasterers are the following:
The first is applying the gypsum to the wall, by an upward movement, or ceiling, by a
backwards backhandmovement: for bothwall and ceiling, this is donewith the dominant
arm, in the direction of the hand back, by external rotation and flexion of the shoulder
while holding a trowel with a pronated wrist. The second task is screeding: the gypsum
is spread and evened out over the surface. This task is mainly performed in an upward
direction (wall), or backward direction (ceiling), with supinated wrists. The third task
is finishing the wall or ceiling with a squeegee knife to create a smooth final surface.
Movements in this task are highly variable. Generally, the tasks (both ceiling and wall)
involve significant arm elevation, both in terms of degree and duration. According to
IS011228–3, the arm elevation levels observed can be associated with increased risks for
developing shoulder injury. We decided that the testing of an arm-support exoskeleton
could be valuable.

Therefore we asked four professional plasterers to test an arm-support exoskeleton
(Skelex 360) in real-life. After instructions, they used the exoskeleton for 45–120 min.
After testing, all plasterers indicated that they felt to be supported by the exoskeleton
and that they would use this exoskeleton during certain activities (not the entire day). An
ergonomist, after observing and interviewing the plasterers, concluded that the exoskele-
ton (in its current form without modification) could provide support for substantial time
periods, mainly when plastering the ceiling, and that the chance for acceptance seems
good despite some concerns (e.g. movement limitation in restricted areas, hindrance to
carry loads on shoulder).

3 Stage 2: Controlled Experiment

The determination of the load-reducing effect that an exoskeleton may have in specific
occupational tasks requires a controlled experiment inwhich tasks are performedwithout
and with an exoskeleton by professional workers. Variables associated with the load
on the back or shoulders should be obtained in both conditions and compared. These
parameters may concern the required joint torques (to be generated by the worker),
biomechanical estimates of internal compression or shear forces, subjective ratings of
perceived load or exertion and the activation of muscles in the low back or shoulder
region. When obtaining muscle activity, it is important to consider agonist muscles,
which share the function of the exoskeleton (for arm support exoskeletons: lifting the
arms), as well as antagonists, which oppose the function of the exoskeleton (for arm
support exoskeletons: lowering the arm).

With regard to the job of plastering, we have performed a controlled experiment
which has been described in detail by Vries et al. (2021). In short: Eleven plasterers
performed their primary tasks of applying gypsum, smoothing and finishing, both on
the ceiling and wall, with and without the exoskeleton (Skelex 360) in the national
training center for plasterers in the Netherlands. The activity of four agonist muscles
for arm elevation and two antagonists were recorded by EMG and plasterers rated their
perceived exertion (RPE). RPE’s were obtained after each task, EMG was obtained
during the total duration of each task (which lasted about 2–6 min).

Figure 1 shows the muscle activity in both conditions for one of the tasks: finishing
the ceiling. It shows that the EMG amplitudes of three agonist muscles, Trapezius and
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Medial Deltoid, and Biceps Brachii, were lower when using the exoskeleton, while
the activity of the antagonists (Triceps Brachii, Pectoralis Major) were not increased.
The same statistically significant result was also obtained for the other tasks, while
generally the positive effects were larger when working at the ceiling when compared to
working on the wall. Additionally, the obtained subjective ratings of perceived exertion
were lower when using the exoskeleton in all tasks, except for ‘applying gypsum to
the wall’. When asked whether they would wear the exoskeleton, during their work,
all participants responded positively towards using it for particular tasks, but a high
percentage responded negatively towards using the device for (almost) a whole work
day. It was shown that especially work on the ceiling, with arms raised above the head,
yielded positive results. For more detailed results we refer to the aforementioned paper
(Vries et al. 2020 and 2021).

Fig. 1. Muscle activation levels (P50 and P90) expressed as percentageMVC and obtained during
the task of finishing of the ceiling in the conditions without (noExo) and with the exoskeleton
(Exo).

4 Stage 3: Field-Test

Will the exoskeleton be used in practice? Inwhich tasks? For how long?Will exoskeleton
use sustain over a longer period of time?Howwould the exoskeleton affect productivity?
Does it lead to less discomfort and slower fatigue development over the working day?
What is the experience of hindrance in real work, in which tasks? These questions can
only be determined by doing a study in the practical field. The actual study design largely
depends on the research questions to be answered.
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For the plasterers we have set-up a field study with 45 participants. We formulated
a set of eighteen questions addressing five themes, namely (1) usage, (2) behavior, (3)
performance, (4) acceptance, and (5) work load an fatigue.

The design of the study is presented in Fig. 2. In a first meeting we will inform the
participants about the study and they will be asked to fill in a questionnaire (Q1) on
personal characteristics and their experience with exoskeletons. Participants will then
work for a period of 1 week and will fill in a daily questionnaire (Q2) on the tasks
they performed, task duration and the perceived exertion during these tasks. After this
week they will be asked to fill in Q3, a questionnaire on their expectations regarding
the exoskeleton and perceived local discomfort in different body areas during their
work. Next, we organize a meeting with all participants where each participant gets
his own exoskeleton, the exoskeleton will be introduced and properly adjusted to the
participant’s anthropometry. Subsequently, participants will use the exoskeleton at their
work location for a period of 6 weeks. They can decide themselves for which tasks
they use the exoskeleton. During these 6 weeks they will receive a daily questionnaire
(Q4) and a weekly questionnaire (Q5). The daily questionnaire consists of questions
regarding tasks they performedwith the exoskeletons, how long they have been using the
exoskeleton, their perceivedworking behavior due to the exoskeleton and their perceived
effort. The weekly questionnaire will address reasons to use/not use the exoskeleton
and perceived local discomfort. All questionnaires take about 1–2 min to complete.
Participants who do not fill in the questionnaire will be reminded automatically. After
the 6 weeks of monitoring we will visit the work location and participants will be asked
for their perceptions during these 6 weeks. Any additional thoughts and opinions can be
shared. In order to monitor the participation and to clarify any questions, we will also
call each of the participants after week 1 and after week 3. At the time of writing this
chapter results are not available yet.

Fig. 2. Field study design

5 Discussion

Determining the effect of an exoskeleton on the back or shoulders in occupational tasks
is a multifaceted challenge. It requires precise measurements under controlled condi-
tions, which often cannot be realized in real working environments. Hereto we need to
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isolate, imitate, and study the tasks in a controlled (laboratory) environment. A preced-
ing field observation to make a job and task analysis, is necessary: it provides us with
an indication of usefulness and potential fit (which is useful to have before setting-up
a larger experiment). It also enables us to properly imitate the tasks in the laboratory.
Whether the effects which will be obtained in the laboratory will sustain in real work
needs to be validated in practice. In practice, tasks and activities are not really isolated
but make part of a set of primary, secondary, and sometime unexpected, tasks, which
might affect the outcome in terms of work load and fatigue reduction. Moreover, other
aspects, equally important for exoskeleton adoption, like usability and acceptance can
only be measured in real day to day work. These are the main reasons behind the three-
stage approach as proposed in this paper.

Our use case of plastering shows promising results obtained in the first two stages.
In the first stage we found that an arm support exoskeleton had good potential based on
the task and activity profiles, and that all participants (after short testing) would want
to use the exoskeleton for certain, but not all of their plastering tasks. Results from the
second stage show that activity levels of the main muscle groups involved in plastering
are significantly reduced when the exo-skeleton is used, while the activity of antagonist
muscles, potentially counteracted by the exoskeleton, was not increased. Ratings of
perceived exertion were also significantly decreased. Most plasterers involved in the
second stage were also quite convinced that they would use the exoskeletons in practice
in certain activities. However, questions in terms of behaviour, use and usability, and
productivity remains to be answered in the field study, to conclude on the acceptance of
this exo-skeleton in the practice of the plasterer.

After finishing the third stage (field study), one will have a solid ground comprising
effectivity, use and usability and acceptance data, on which one can decide to promote,
implement and use exoskeletons.

Regarding effectivity, the three-stage evaluation provide evidence on the effects of
exoskeleton on work load, local discomfort and fatigue reduction in a specific job. The
approach will not provide scientific evidence that low back and shoulder injuries would
really drop due to exoskeleton use. This would actually require a large long-term study
including hundreds of people distributed across an experimental and control group. Such
a study has not been performed yet.

To perform such a large, costly and time-consuming study, it might be wise to go
through the proposed three-stage approach first, to get the right idea about such a large
study.
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Abstract. This experimental study is set out to explore the effects of collabora-
tive robotic system features on Workers’ perceived cognitive workload, usability
and visual attention. This work’s primary objective is to identify strategies for
lowering workers’ cognitive workload and increase usability when collaborating
with robots in assembly tasks, ultimately fostering safety and performance. Per-
ceived cognitive workload significantly decreased, and usability increased with
the manipulation of workstation elements as well as the conditions of human
interaction. Individual differences across participants suggest that robots should
be capable of adjusting their behaviour according to the specific user.

Keyword: Collaborative robotics. Human-Factors and Ergonomics. Visual
Attention. Cognitive workload

1 Introduction

Present-day industrial robotics is revolutionising many workplaces worldwide, and
humans are increasingly finding themselves working in close relationship with robotic
agents in so-called collaborative systems. It has been observed that collaborative robots,
also called cobots, could help reduce negative work attributes and enhance positive ones,
for instance, improving work conditions and easing work tasks (Welfare et al. 2019;
Gualtieri et al. 2020). With modern advancements in human-machine systems, which
becamemore complex and automated, the need to assess the operators’ subjectivemental
workload and attention has become critical (Yagoda 2010).

2 Literature Review

Human-Robot Interaction (HRI) must be adequately designed to reduce risks for the
human agent. Safety is a central issue in industrial robotic environments and is deeply
influenced by psychological variables such as cognitive workload (Romero et al. 2018).
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Visual attention can be considered an indicator of cognitive workload, and the two con-
structs have been considered by some authors as intertwined and ultimately connected
to safety outcomes (Bhavsar et al. 2016; Evans and Fendley 2017). Authors showed
that human-robot collaboration could increase productivity and make companies more
flexible (Tsarouchi et al. 2016). Robots could help reduce negative work attributes and
enhance positive ones, for instance, improving work conditions and easing work tasks
(Welfare et al. 2019). With modern advancements in human-machine systems, which
becamemore complex and automated, the need to assess the operators’ subjectivemental
workload and attention has become critical (Yagoda 2010). Previous research has pin-
pointed the importance of addressing human operators’ needs. Operators should be able
to control andmanage the robot according to their preferences to maximise effectiveness
(Prewett et al. 2010).

Cognitive workload has been shown to have a significant relationship with safety
and performance in human-robot collaboration (Villani et al. 2018). Previous research
highlighted that various factors such as robot’s low speed could reduce cognitive work-
load in human-robot interaction (Abd et al. 2017; Fujita et al. 2010). The effects of
robots autonomy on human-machine collaboration have been studied extensively, and it
has been concluded that it can reduce cognitive workload (Chen et al. 2014; Cummings
et al. 2007). Authors found variable time delays in human teleoperation of a robot to
increase cognitive workload (Yang and Dorneich 2019). Lohse et al. (2014) found that
robot gestures increased user performance and decreased perceived workload in recall
tasks.

Previous research has shown that visual attention strongly influences performance
and safety in the interaction with automation technology (Kim et al. 2019). Authors
investigated the connection between human-robot collaboration and visual-attention.
They assessed the analysis of eye gaze patterns as recorded by a head-mounted eye-
tracking system, showed that saccadic activation patterns increase and become more
chaotic under the robot-assisted mode (Carlson and Demiris 2009). Camilli et al. (2008)
showed that distributions of eye fixations are related to different levels of mental work-
load. Authors showed that the distribution of eye fixations appeared to be sensitive to
variations in mental workload, being more dispersed when the workload is high, and
more clustered when the workload is low (Camilli et al. 2008).

The present contribution aims at understanding how design features can increase
safety and improve operators’ experience, specifically examining the effect of differ-
ent collaborative system features on operators’ cognitive workload, visual attention, and
perceived usability. Results could contribute to improving the design of human-robot col-
laborative systems in manufacturing environments. We hypothesised that manipulating
system features and the conditions of HRI could affect cognitive workload, participants’
visual attention and the workstation’s perceived usability. Specifically, we tested the
effect of autonomy and speed on users’ perceived usability toward the system.
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3 Methods

3.1 Procedure

The experiment took place at the Smart Mini Factory - Laboratory for Industry 4.0 of
the Free University of Bozen-Bolzano. We adopted an experimental design in which
participants were asked to work with a collaborative robot, model Universal Robot
UR3, equipped with a Robotiq collaborative gripper. Participants had to sit in front
of a workstation and complete a simplified manual task (i.e., a simplified assembly of
an industrial pneumatic cylinder from Kuhnke). The workstation was equipped with
multiple features: (a) boxes for storing and picking components; (b) assembly jigs to
highlight relevant areas and components holders; (c) button array with an emergency
button and three buttons for adjusting robot speed; (d) a virtual button for interacting
with the robot; (e) an LCD screen for displaying instructions and information about the
status of the robot system (i.e., mode and speed). Figure 1 shows a participant sitting at
the workstation with the complete set-up. The workstation was also equipped with an
AI-based 3D perception device (i.e. Smart Robots) for enabling gesture commands and
collision avoidance capabilities.

Fig. 1. The experimental setting. Note: letters indicate the workstation features.

3.2 Experimental Protocol

We enrolled 14 participants with no previous experience in collaborative robotics and
minimal experience in performing manufacturing tasks. Upon arrival, participants were
greeted and briefed by an experimenter which administered the informed consent and
privacy form. Next, participants were introduced and trained to the assembly task in a
replica of the workstation, where an experimenter was handing-over and holding com-
ponents instead of the collaborative robot. Participants had the opportunity to try the
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assembly task until they felt confident in completing it without the assistance of the
experimenter. After completing the training session, participants were guided in a dif-
ferent room, where the experimental workstation was set up. Participants were then
asked to wear eye-tracker glasses and perform the same task in collaboration with the
collaborative robot. The cobot mainly handed over and held components for partici-
pants. Participants were asked to perform the task sequence in three different Trials.
After completing each Trial, participants were guided to the previous room and admin-
istered a survey. The time between each Trial was used by experimenters to re-arrange
the features of the workstation.

In each Trial, we manipulated certain features of the robot (i.e., speed, acceleration
and trajectories), features of the workstation (i.e., assembly gigs), conditions of human
interaction with the robot (i.e., type of command and behaviour of the robot) and, infor-
mation content (i.e., robot status and related speed). Next, the three Trials and related
features will be described. We supposed that the results in terms of perceived cognitive
workload, visual attention and usability should be better shifting from the first to the last
Trial.

Trial 1 provides the lowest degree of interaction between the operator and the robot.
Robot autonomy was very low, as the participant had to authorise almost every robot’s
movement by applying pressure on the gripper. Physical interactionwith themanipulator
was necessary. The collision-avoidance system was disabled, and the operator was not
aware of the possibility of pausing the robot’s motion thanks to the gesture control
system. The LCD screen was not displaying information about robot status and speed.
The robot speed was set to be slightly lower than the nominal value. Only necessary
safety measures (i.e., arrest button and force feedback) were illustrated to participants.

In Trial 2, robot autonomy was slightly increased as the robot was allowed to switch
between some tasks without needing input from participants. The LCD screen displayed
information about the robot’s status. The operator was informed about the possibility to
stop the robot using gesture controls and was showed the functioning of the collision
avoidance system. A different way of interacting with the robot was established through
the activation of a virtual button. In this Trial, the participant does not physically and
directly interact with the robot. Instead, she/he must use the virtual button in order to
confirm the completion of a sub-task. Workstation layout was modified for increased
clarity and safety (foam-protectors and highlighting rings/covers were added). The robot
speed was set to be slightly higher than the nominal value.

In Trial 3, in addition to features in the previous Trial, the participant was allowed to
set the robot’s speed (i.e., nominal, slower, faster) by using the button array and choosing
how to interact with the robot (physical pressure or virtual button). The robot speed was
signalled on the LCD screen. The robot’s movement patterns were reprogrammed to be
more human-like usingMinimumJerkTrajectories (MJTs).Authors argued that this kind
of motion patterns are more predictable and familiar compared to traditional trajectories
(Rojas et al. 2019).

3.3 Measures

Visual Attention. Participants were asked to wear the Pupil Core eye-tracker glasses
from Pupil Labs during each Trial. Recordings allowed to measure visual attention and
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gather an objective measure of cognitive workload by assessing the number, location
and duration of fixations. Eye-tracker video recordings were also particularly useful
to assess modifications in participants behaviour according to changes in interaction
patterns and workstation features. Figure 2 shows a screenshot from the recordings. The
yellow-circled green dot represents the gaze of the participant. The numbers next to it
represent the observed fixation number.

Fig. 2. Point of view of a participant retrieving a component from the robot.

Cognitive Workload. Participants were asked to rate on a 5-point Likert-type scale (1=
very low to 5= very high) a single item (i.e. “How mentally demanding was the task?”)
taken from the NASA-Task Load Index (NASA-TLX; Hart 2006).

Usability. Perceived usability has beenmeasured using five items taken from the System
Usability Scale (Lewis andSauro 2017). Itemswere slightly re-adapted to address robotic
systems. All items were rated on a 5-point Likert scale (1 = strongly disagree to 5 =
strongly agree). Participants were asked to express their level of agreement with the
following statements: (1) “I think I would like to use the robot frequently”; (2) “I found
the robot’s behaviour to be mostly predictable”; (3) “I found the various functions in the
robot were well-integrated”; (4) “I found the robot to work appropriately.”; (5) “I found
that the robot could be operated and managed intuitively”.

4 Results

To assess differences in participants’ perceived cognitive workload and usability scores
in each Trial, we carried out a repeated measure ANOVA using SPSS v23. The perceived
cognitiveworkloadwas significantly affected by eachTrial’s different features, F(2,26)=
5.02, p= .01. Bonferroni post-hoc tests indicated that the mean score on perceived cog-
nitive workload in Trial 3 was significantly lower than in Trial 2 (p= .01). Fig. 3 displays
the estimated marginal means of perceived cognitive workload in the three Trials.
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Fig. 3. Cognitive workload estimated marginal means in each Trial.

The perceived usability was also significantly affected by each Trial’s different fea-
tures, F(2,26)= 4.24, p= .03. Bonferroni post-hoc tests indicated that themean usability
score in Trial 3 was significantly higher than in Trial 1 (p < .05). Fig. 4 displays the
estimated marginal means of perceived usability of the system in the three Trials.

Fig. 4. Usability estimated marginal means in each Trial.

Preliminary analysis of eye-tracker video data highlighted visual attention patterns
and scanning behaviour. Specifically, participants gazed significantly less to robot joints
and gripper in the third Trial. In this case, participants also gazed more frequently to
the components they needed to assemble to accomplish the sub-task. The number of
fixations and fixations’ duration was significantly higher when using physical pressure
to command the robot instead of using the gesture-controlled virtual button.

When assessing eye-tracker video data, it was possible to note that, in Trial 2, partici-
pants often tried to reach out for the component before the robot completed its movement
(only when the robot was programmed to lay the components directly on the workstation
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vs handling them to the participant). This behaviour activated the collision avoidance
safety system resulting in delays in task completion.

5 Discussion and Conclusion

The present contribution illustrates an experimental study aiming to assess perceived
workload, usability and visual attention by manipulating the workstation features and
interaction patterns throughout three different Trials. In particular, results confirmed
that introducing MJTs and allowing the human operator to set the pace of the robot as
well choosing the preferred mode of interaction with the robot(i.e. physical pressure
vs a virtual button) contributed to significantly lower levels of perceived workload and
higher usability. Rojas et al. (2019) argued that the introduction of human-like MJTs
in the robot movement patterns contributes to an increased sense of predictability and
familiarity in participants. Higher predictability in Trial 3 is also reflected by results on
perceived usability. This could imply that the human would use less cognitive resources
to interact with the robot, thus lowering cognitive workload levels. Our results support
this argument. Furthermore, the freedom of choosing the speed of the robot and the inter-
action channel were relevant features to achieve lower cognitive workload and higher
perceive usability. This could find a possible explanation in the self-determination the-
ory (Deci and Ryan 2000) which states that intrinsic motivation thrives mainly o three
intertwined psychological needs. Among the three needs, there is autonomy, which com-
prises performing a task based on one’s own volition. Our results suggest that allowing
the operator to adjust the system’s features (e.g. robot speed) and choosing interaction
channels (e.g. type of command) could lead to increased perceived usability through
increased motivation. The self-determination theory in HRIhas been recently used in the
educational context (van Minkelen et al. 2020), and our study suggests that it could have
favourable implication in the industrial context as well.

Qualitative analysis of eye-tracker video highlighted large individual differences
across participants interaction patterns. This suggests that robots should be capable of
adjusting their behaviour according to specific users.
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Abstract. In spite of Industry 4.0 and the resulting increased automation of work
processes, assembly activities in constrained postures, e.g. overhead work that
cannot be performed by robots are still necessary. Here, the passive upper body
exoskeleton Airframe® made by Levitate is intended to provide support for over-
head work. Thus, it reduces the risk of musculoskeletal disorders of the shoulders,
neck and upper back. The aim of this paper is to evaluate the physiological advan-
tages and disadvantages of an exoskeleton during simulated overhead work under
laboratory conditions. Twenty subjects, aged between 18 and 64 years, partici-
pated in the laboratory study. To determine the physiological costs under variable
test conditions, the muscular activity of the muscles trapezius pars descendens,
deltoideus pars clavicularis, deltoideus pars acromialis and latissimus dorsi (bilat-
eral in each case) were continuously recorded by surface electromyography. In
standardized test sequences, the test persons were asked to perform three partial
tests with and without the exoskeleton. This procedure included plugging and
screwing activities (by hand and using an electric screwdriver). After each run-
through, the current physical condition was assessed using a simple body chart.
In addition, a short survey on subjective perception was conducted after each par-
tial test. The results show that the use of the exoskeleton Airframe® particularly
favors a reduced muscular activity of the shoulder and neck muscles. The test
person’s subjective stress sensation also showed that the use of the exoskeleton
had a positive effect on most activities, especially in the shoulder and neck area.

Keywords: Overhead-work · Exoskeleton · Electromyography ·Muscular
strain · Subjective perception

1 Introduction

In industrialmanufacturing processes, robots can take on tasks that require great strength.
However, the use of robots quickly reaches its limits in activities that require human
skills, such as sensory perception, cognition, flexibility and learning ability. Unsuitable
working environments, for example due to constructional conditions, can also complicate
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or even prevent their use. People still have to carry out activities that may involve forced
postures and then have to be performed in physiologically unfavorable postures. This
also includes overhead work, which often causes musculoskeletal disorders, especially
in the shoulder and neck area [1]. Ergonomic workplace design is therefore imperative
in order to preserve the employee’s health and thus also their ability to work in the long
term.

One support option for work-related overhead activities is the use of exoskeletons
[2]. For overhead activities, upper torso exoskeletons are particularly suitable, which are
intended to support the upper extremities and the back in favor of a load reduction of
the shoulders and the back muscles in unfavorable postures. Due to the relatively young
technology, there is still no experience in the long-term use of exoskeletons. Only short-
term scientific studies can provide initial indications of both the benefits and the possible
risks. Also because of the high product variance within the exoskeletons, only very few
studies are available for selected models. The upper torso exoskeleton Airframe® from
the manufacturer Levitate has been considered in a few studies so far [3–8]. Despite the
paucity of scientifically based knowledge about the effects of exoskeletons in daily use,
they are already frequently used in industry - especially in the automotive industry. For
example, the Airframe® is already part of the mandatory safety equipment at Toyota’s
Woodstock plant (Canada), among others [9]. In order to further expand basic knowledge
about the benefits and risks of industrial exoskeletons, the upper torso exoskeleton should
be evaluated through a standardized laboratory study.

2 Methodology

2.1 Test Subjects

For a basic population of industrial workers, the subject collective should be selected as
heterogeneously as possible. The height of the test subjects had to be between 160 cm and
190 cm, since the adjustment range of the exoskeleton is limited to these heights. Further-
more, the test subjects were not allowed to have any limitations or previous illnesses in
the neck and shoulder area. The laboratory study was conducted with a subject collective
of 20 adult volunteers in good health (Ø 3.3± 2.3 h sports per week) who had no experi-
ence using Levitate’s Airframe®upper torso exoskeleton. The 9men and 11womenwho
participated in the study were on average 31.9± 13.4 years old, 178± 7 cm tall and had
a body mass of 79.6± 16.6 kg.

2.2 Test Performance

In the course of the experiment, the subjects completed simulated assembly tasks accord-
ing to the test sequence shown in Fig. 1, which included a screwing activity by hand and
with a cordless screwdriver as well as a plugging activity with Lego® building blocks,
both with and without the exoskeleton. The experiments were supplemented by a draw-
ing exercise in order to gain knowledge about the precision of the activity execution.
However, this partial test is not considered further in the results section.

In order to prevent habit effects, the sub-tests were randomized among each other as
well as the activities within the tests. Furthermore, the subjects were instructed to place
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the screws and Lego® bricks in a predefined time window according to an acoustically
generated clock pulse. After each run, the current physical condition and the subjective
perception, as described in 2.4, were queried during a recovery break.

A detailed description of the test procedure can be found in [10].

Fig. 1. Presentation of the three sub-tests (screwing by hand andwith cordless screwdriver as well
as plugging of Lego® bricks) with detailed description of the time allocation within a sub-test.

2.3 Electromyographic Measurements

The electromyographic activity (EA) of the trapezius muscle in the neck (m. trapezius
p. descendens), the deltoid muscle in the shoulder (m. deltoideus p. clavicularis and m.
deltoideus p. acromialis) and the large muscle of the back (m. latissimus dorsi) (both
sides) was continuously recorded via bipolar electrodes on both halves of the body. The
selection of the muscles to be recorded was made in the course of extensive pretesting,
which is described in detail under [10]. Amplitude values of the myoelectric activity
cannot be directly interpreted as strain data [11–13]. Therefore, reference values of the
maximum exertions deliverable by a muscle were obtained by recording the EA during
maximum voluntary contractions (MVCs). The MVCs in connection with the resting
activity EA0 allowed calculating standardized (normalized) electromyographic activities
(sEA= [(EA−EA0)/(EAmax−EA0)] * 100%) representing muscle strain in all working
phases.

2.4 Subjective Methods

Before the start of the tests, the questionnaires and special aspects of the test’s perfor-
mance were explained first. This guaranteed a rapid answering of all questions during
the individual test.
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Subjective data collection consisted of standardized interviewing and observation.
Observations of abnormalities during the trials were recorded directly. The standardized
interview consisted of three parts, which is described in detail in [10]. This includes the
assessment of the physical condition in individual body areas at different time points,
the assessment of specific aspects of the individual sub-tests, and the assessment of the
exoskeleton.

A simple body diagram, which divided the body into different areas, was used in
combination with a rating scale to record the physical condition in individual body
areas at different time points. The combination of two ordinal scales made it possible
to distinguish level of impairment (0 ‘none’ to 4 ‘very strong’) and form of impairment
(tension, numbness, pressure point). The assessment of individual sub-tests’ specific
aspects was mainly carried out by means of closed questions using an ordinal scale
from −4 to + 4 (for example ‘very difficult’ to ‘very easy’). At the end of the tests, the
test subjects were asked, among other things, about their assessment of the exoskeleton
and how they used it. The questions were a mixture of open and closed questions. The
familiar response scheme remained in place.

3 Results

3.1 Standardized Electromyographic Activity

The recorded muscular activity of the m. trapezius p. descendens, m. deltoideus p. clav-
icularis, m. deltoideus p. acromialis and m. latissimus dorsi muscles showed comparable
values on both halves of the body. With the exception of the m. latissimus dorsi, a sig-
nificant difference at a 0.1% error probability between the performance of the activity
with and without the exoskeleton can be seen for the other muscle sites during the par-
tial tests (cf. Tables 1 and 2). Overall, sEA was reduced by approximately four to six
percent by the exoskeleton. The right-sided m. latissimus dorsi, on the other hand, as an
antagonist of the three aforementioned muscles, showed no significant changes when
working with and without the exoskeleton. For the left-sided m. latissimus dorsi, the
differences were significant when screwing by hand (right and left hand), screwing with
cordless screwdriver and plugging activity with the left hand. However, this muscle site
had slightly lower values of one to two percent when working with the exoskeleton.



254 S. Groos et al.

Table 1. Means (M), standard deviations (SD) and significances (α = 0.01) of the standardized
electromyography activity (sEA) in percent of the muscles recorded on the right side of the body
and across all Ss (n= 20) for the sub tests screwing by hand and screwingwith cordless screwdriver
(working hand only) with the test variables with (A) and without (B) exoskeleton.

Screwing by hand
(right hand)

Screwing by hand
(left hand)

Screwing with 
cordless screwdriver

A B A B A B

m.
trapezius

M 17.7 12.4 16.3 10.7 19.7 15.3
SD ± 1.5 ± 0.6 ± 1.3 ± 0.6 ± 1.6 ± 1.0
α (0.01) significant (*) significant (*) significant (*)

m. delt. 
p. clav.

M 23.2 18.3 16.4 12.3 23.1 17.4
SD ± 1.8 ± 1.3 ± 0.9 ± 0.8 ± 2.8 ± 2.5
α (0.01) significant (*) significant (*) significant (*)

m. delt. 
p. acro.

M 14.6 9.9 10.2 6.3 12.4 7.5
SD ± 1.5 ± 0.8 ± 1.0 ± 0.5 ± 1.4 ± 0.9
α (0.01) significant (*) significant (*) significant (*)

m. latis-
simus 
dorsi

M 7.1 6.8 4.6 4.9 6.6 6.4
SD ± 1.2 ± 1.3 ± 0.7 ± 0.6 ± 2.1 ± 1.4
α (0.01) not significant (-) not significant (-) not significant (-)

Table 2. Means (M), standard deviations (SD) and significances (α = 0.01) of the standardized
electromyography activity (sEA) in percent of the muscles recorded on the right side of the body
and across all Ss (n = 20) for the subtest plugging activity with the test variables with (A) and
without (B) exoskeleton.

Plugging activity
(right hand)

Plugging activity
(left hand)

A B A B

m. 
trapezius 

M 16.6 11.4 12.9 8.5
SD ± 4.0 ± 2.1 ± 2.9 ± 1.9
α (0.01) significant (*) significant (*)

m. delt. 
p. clav.

M 17.3 11.3 10.6 6.7
SD ± 4.5 ± 2.4 ± 3.5 ± 2.2
α (0.01) significant (*) significant (*)

m. delt. 
p. acro.

M 10.1 6.5 6.1 3.8
SD ± 3.2 ± 1.5 ± 1.9 ± 1.0
α (0.01) significant (*) significant (*)

m. latis-
simus 
dorsi

M 4.9 5.2 5.1 5.2
SD ± 1.4 ± 1.1 ± 0.9 ± 0.9
α (0.01) not significant (-) not significant (-)
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3.2 Subjective Assessments

The evaluation of the subjective data on the physiological condition shows that the
test subjects experienced increased stress during the tests. The use of the exoskeleton
had generally a stress-reducing effect on the shoulders, upper arms and lower back,
with the exception of the sub-test ‘plugging activity’ with the right hand. For the upper
back, tension was reported before the start of the test, but no longer afterwards. For the
forearms, the test subjects in the sub-test ‘screwing by hand’ with exoskeleton indicated
higher tensions in each case for the dynamically loaded half of the body. In the other
sub-tests, the strains in the forearms and in the hands and fingers were reduced. The
results for the complaints in the neck show in the data for the sub-tests’screwing with
cordless screwdriver’ and ‘plugging activity’ a higher strain when using the exoskeleton,
whereas in the sub-test ‘screwing by hand’ no complaints are indicated when using the
exoskeleton.

The assessment of working posture and muscular strain was consistently more pos-
itive after the subjects had performed the tests with the exoskeleton. The use of the
exoskeleton had an effect in the working speed in that, for example, in the sub-test
‘plugging activity’, the speed without the exoskeleton was assessed by more subjects as
‘too slow’ compared to the performance with the exoskeleton. The situation was similar
in the other tests. Overall, freedom of movement was rated neutrally. At the end of the
tests, the exoskeleton was described as comfortable to wear, lightweight and good for
working posture, and the possibilities for use in industry were rated highly. The confir-
mation of a majority of the test subjects to use the exoskeleton also in eight-hour shifts,
depending on the task, confirmed the positive evaluation.

4 Discussion

The percentage relief of the shoulder-neck musculature examined varied depending on
the activity to be performed. The trapezius muscle experienced the highest measured
relief during the manual screwing activities. The questionnaires on the physical condi-
tion also showed an improvement in the complaints in the shoulder-neck area. In the
comparison of the sEA for the left trapezius, the strain was highest during the screwing
by left hand followed by the plugging by left hand. The evaluation of the sEA for the
trapezius on the right shows the same tendencies. However, here the strain is highest
during the screwing activity with the cordless screwdriver. During the plugging activ-
ities, the anterior deltoid muscles were unloaded the most in percentage terms. In this
task, the clavicular part of the deltoid muscle was additionally challenged by press-
ing on the Lego® bricks. On the other hand, the evaluation of the sEA shows that the
muscular strain during the screwing activities, both with and without exoskeleton, was
significantly higher for the half of the body mainly performing the activity. The high-
est percentage reduction in the strain on the middle deltoid muscle occurred during the
screwing activity with the cordless screwdriver. In comparison of the sEA, the results
are very close to each other. The strain reduction during the screwing activity by hand is
greatest for the m. deltoideus p. acromialis of the working side. The physical condition
survey’s results show that the subjects perceived a reduction in strain on the upper arms
during the plugging tests. The perceived tension in the non-performing upper arm during
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the activities increased with the use of the exoskeleton. From the observations, it can be
concluded that, on the one hand, the individual muscles are relieved to different degrees
depending on their involvement in a task and, on the other hand, that the perceived strain
does not converge with the measured strain.

In conclusion, the use of the exoskeleton during overhead work causes a significant
reduction in muscular activity of the relevant shoulder and neck muscles. As shown by
the investigations of [14], static forces in the range of more than 15% of the maximum
force can already lead to local muscle fatigue and thus to a limitation of the possible
exercise duration. By using the exoskeleton, values that were significantly above 15%
could be reduced to values at or below 15%.

The originally suspected greater strain on the latissimus dorsi muscle when using
the exoskeleton, especially when lowering the arms caudally against the support force
of the exoskeleton, could not be proven. Thus, the use of the exoskeleton has no negative
effects, at least with regard to the aforementioned muscle.

5 Limitations of the Study

On the basis of the present results, the exoskeleton examined can certainly be said to
have a supportive and thus relieving effect, even though this was an initial investigation
that also revealed some weak points.

The greatest challenge was the correct application of the OEMG electrodes, espe-
cially with regard to the m. trapezius p. descendens due to the position of the shoulder
straps of the exoskeletonover themuscle.However, unfavorable physiological conditions
of the test subjects, for example small and particularly slender persons, also made elec-
tromyographic measurements difficult when using the exoskeleton. Despite all efforts
to standardize the tests with regard to body and hand posture as well as working speed,
deviations were found between the test subjects but also during the measurements with
one test subject for different test variables. Nevertheless, the present study is an initial
guide to evaluate the benefits and possible limitations of industrial exoskeletons or upper
torso exoskeletons, which are intended to relieve the strain on working people during
overhead work.

Since the tests were conducted with a now technically outdated version of Levitate’s
Airframe®, it makes sense to repeat the tests with the most current model and a larger
subject population. Likewise, a working length’s variation and the use of other models
of industrial upper torso exoskeletons to support the shoulder and neck muscles during
overhead work would appear to be suitable for strengthening the validity of the findings
obtained.
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Abstract. There is a variety of upper body exoskeletons, which are featured by
different characteristics. Their benefits, but also their limitations and possible dan-
gers should be fundamentally scientifically investigated. For this, test conditions
that are as close to reality as possible, but also reproducible and standardized are
essential. A test station for objectification of stress and strain during overheadwork
was designed and built. The requirement was that the test station could be variably
adapted to the height of the human body. Moreover, it allows the simulation of
different activity scenarios. In addition to the test station, an experimental design
was also developed consisting of two screwing tasks and one plugging task. Each
partial test had a total duration of 5 to 10 min, whereby the working speed was
partly determined by a certain beat. The developed test design was subsequently
validated with an exoskeleton (Airframe® by Levitate) and some test persons.
For this purpose, the necessary measurement technology for recording heart rate,
muscular strain and energy expenditure was applied and tested. Furthermore, a
standardized questionnaire was developed and tested.

Keywords: Overhead-work · Test station · Exoskeleton · Electromyography ·
Muscular strain · Hand-arm-shoulder system · Subjective assessment

1 Introduction

In industrial manufacturing processes, robots can take on tasks that require great forces.
In addition to working environments that are unsuitable for robots – for example, due
to constructional conditions – according to [1], the work task may also require human
abilities that cannot yet be reproduced by robots. This situation means that humans
still have to perform activities that may be carried out in forced postures and then in
physiological unfavorable postures. Depending on the frequency, duration and intensity
of the forced posture, such as overheadwork, health consequences are foreseeable, which
are often expressed by work-related musculoskeletal disorders (WMSD) [2]. Therefore,
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ergonomicworkplace design is imperative in order tomaintain the health of the employee
and thus also their ability to work in the long term.

One support option is the use of industrial exoskeletons. Upper torso exoskeletons
are particularly suitable for overhead activities. They are designed to support the upper
extremities and the back in order to reduce the load on the shoulders, neck and back
muscles in awkward postures.

2 Problem Statement and Research Question

There are already some commercially marketed exoskeletons designed to provide sup-
port – particularly to the shoulders, neck and back. However, this relatively new technol-
ogy also means that the products are still changing very rapidly in technical terms. There
is so far little scientific knowledge about the benefits, but also the possible dangers, of
short- or long-term use.

In recent years, there has been increasing research in the field of industrial exoskele-
tons and, in particular, upper-body exoskeletons [cf. 1, 3–9]. However, the different
experimental designs do not allow a comparison of the exoskeletons with each other.
Furthermore, technical innovations of the exoskeletons, which may completely change
the physiological and subjective experienced effects, are not explicitly considered in
follow-up studies. This can lead to different scientific findings about an exoskeleton,
which, however, can be justified in the product version.

The objectivewas to develop, build and validate a test station that allows reproducible
results to be obtained for overheadworkwith andwithout an exoskeleton. The test station
should be adapted to the anthropometric conditions of the test subjects (Ss). Furthermore,
interchangeable work surfaces should allow different test designs and ensure continuous
work without interruptions. Although the test station to be developed should be multi-
functional, i.e. it should be usable for different tests to record physical stress and strain
when working in variable postures and positions. A reproducible methodology for the
simulation of realistic overhead work should be developed as well.

3 Multifunctional Test Station

For the development and construction of a multifunctional test station a list of require-
ments was first drawn up, which was continuously updated in the further course. On this
basis, solution concepts were developed in an iterative process, which resulted in the
final test station (see Fig. 1, left). Using aluminum profiles and some self-manufactured
components, the test station was constructed as shown in Fig. 1 (right). Details on the
construction of the test station can be found in [10].

Another key requirement of the test station was that it should be able to simulate
typical industrial assembly activities. Screwing and clamping represents one of the main
activities of overhead work. The screwing should be simulated by hand, but also with
a cordless screwdriver, which represents an additional load due to its own weight. A
total of 49 nuts with an M8 internal thread were hammered into a work plate in a 7 × 7
pattern, into which ling nuts M8 × 24 should be screwed in. The clips, clamps, plugs,
etc., which are frequently used in the industrial sector, cannot usually be dismantled
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easily and, above all, without causing damage. Therefore, Lego® bricks were used to
simulate such activities. For this purpose, a Lego® base plate was glued to another plate,
onto which square and rectangular building blocks as well as cones and half-cones were
to be mounted according to a specified pattern.

Fig. 1. 3D-CAD drawing of the designed test station (left) and completed test station (right) with
enlarged threaded plate, base plate for plug-in test, angle adjustment and tray.

4 Development Reproducible Test Design

4.1 Test Performance

Figure 2 shows the typical test sequence. In the preparation phase, the body dimensions
of the hand-arm system of the subjects as well as their gripping heights must be recorded.
Based on these measurements, the test stand is set up and the working position is marked
on the floor. This is followed by the application of the electrodes and measuring equip-
ment (here: TELEmyo 2500T G2 from Noraxon) for the surface electromyographic
(EMG) measurement and a causality test of the incoming signals. A mobile heart rate
monitor (here: Polar V 800 with chest grill and transmitter unit H7) and/or an energy
expenditure measurement system (here: MetaMax 3B from Cortex) can also be applied
to record further stress and strain parameters.

It is essential to ensure that the large number of technical measurement applications
on the body in conjunctionwith the geometry of the exoskeletondonot interferewith each
other or even influence the measured values. In the present case, a reliable measurement
of the muscular stress in the shoulder/neck area could not be guaranteed for all test
subjects when the energy expenditure measurement system was used at the same time.
TheMetaMax 3B worn on the shoulder caused data artifacts during EMGmeasurement,
especially while wearing the exoskeleton. For this reason, only muscular activity and
heart rate were initially recorded in the subsequent follow-up study [11]. After the
preparatory phase, a resting measurement was performed before the start of the actual
tests. The individual sub-tests which are described in detail below, were followed by
the maximum force measurement of the recorded muscles. In the follow-up phase, the
subjects were finally asked about their subjective perceptions.
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Preparation
Rest 

measurement Partial tests
Maximum force
measurement Follow-up

Fig. 2. Sequence of a complete test run with one subject.

In order to prevent certain habituation effects but also an impairment of results
due to possible muscular fatigue, the partial tests described below were performed in
randomized order. Overhead work can only be tolerated for a few minutes, even with a
low level of force. In a large number of preliminary tests, different time periods were
tested and the final test duration was determined based on the findings obtained.

Screwing by Hand
The task is to screw in six screws one after the other by hand until they touch the threaded
plate. The movement should be made from the wrist, as rotation from the fingers appears
to be non-standardizable due to different finger dexterity. During the test, the test person
stands at a marker one forearm’s length away from the test stand. The free hand should
remain at the same level as the working hand and therefore holds a small flashlight with
which the screw is to be illuminated.

In the starting position, the subject stands facing the wall, arms hanging down beside
the body, holding the flashlight in the free left hand. Screwing should be started on the
left side of the given row so that the working hand is not restricted by screws that have
already been screwed in. The individual work steps are shown and described in Fig. 3.
After that, the work steps start again from the beginning. The ‘screw in’ process is guided
by a metronome with a beat of 100 bpm. After the sixth screw the recording is stopped.
Subsequently, the subject was asked about his physical condition before the test was
performed again, but this time with the left hand as the working hand and working from
right to left.

Bend arms
about 90° at 

hip level

Grasp screw
with right

hand

Bring both
hands

upwards

Apply screw
with right

hand

Screw in 
screw with
right hand

Lower arms

Fig. 3. Individual work steps during the screwing activity with the right hand.

Screwing with Cordless Screwdriver
In this part of the test, the subject is to screw in the screws that have already been applied
with the aid of a cordless screwdriver.Afixed standing position is not prescribed. The free
hand should be used at the subject’s own discretion to stabilize the cordless screwdriver
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and must not hang down. Due to the different skill levels in handling the tool, a cycle
time is not specified.

In the starting position, the test person stands facing the test station, arms hanging
down beside the body, while holding the cordless screwdriver in the working hand. The
subdivision of the work steps after the start of the measurement is shown and described
in Fig. 4. After completing a row, a 5-s pause is taken before starting another row. Seven
rows with seven screws each are processed in this way. After the test person has returned
to the starting position, the measurement is stopped.

Raise arms
and apply
cordless

screwdriver

Screw in 
screws one

after the
other

Lower arms
at the end of

the row

Return to
starting
position

Pause for
five seconds

Fig. 4. Individual work steps during the screwing activity with the cordless screwdriver.

Plugging of Lego® Bricks
The plugging task is performed with the help of Lego® bricks. For this purpose, differ-
ently shaped Lego® bricks have to be plugged onto a base plate according to a given
pattern. The work was done from a marked center line outwards, i.e. with the left hand
from the center to the left andwith the right hand from the center to the right. If necessary,
the test person is told which Lego® bricks follow. The specified steps are accompanied
by a metronome at 30 bpm. In the starting position, the test person stands facing the
test station with his arms hanging down next to his body. The task is subdivided into
the steps shown in Fig. 5. The subjects then starts again from the beginning and picks
up the next four Lego® bricks. This sequence of operations is repeated until all of the
specified 32 Lego® bricks have been inserted. After completing the measurement, the
subject is briefly asked about his or her physical condition before performing the partial
test again laterally reversed.

4.2 Electromyographic Measurements

The preliminary tests showed the activation of the trapezius muscle in the neck (m.
trapezius p. descendens), the deltoidmuscle in the shoulder (m. deltoideus p. clavicularis
and m. deltoideus p. acromialis) and the large muscle of the back (m. latissimus dorsi)
when performing the intended activities. Together with the findings from [1, 3, 4, 12–14]
these facts confirmed the muscle selection as shown in Fig. 6. As previously described,
the subjects’ resting activity EA0 and the maximum voluntary contractions (MVCs)
were also recorded,which allowed calculating (normalized) electromyographic activities
(sEA= [(EA−EA0)/(EAmax−EA0)] * 100%) representingmuscle strain in all working
phases.
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Fig. 5. Individual work steps during the plugging activity with Lego® bricks.

m. trapezius
pars descendens

m. deltoideus
pars clavicularis

m. deltoideus
pars acromialis

m. latissimus dorsi

Fig. 6. Selection of the muscles and muscle parts for the electromyographic measurements.

4.3 Subjective Methods

The subjects current physical condition was queried by means of a body diagram, which
divides the body into different segments (see Fig. 7). The combination of two ordinal
scales made it possible to distinguish between form and intensity of impairment. Before
the start of the test and after each measurement, the subjects indicated the area of their
body in which they felt ‘tension’, ‘pressure point’ or ‘numbness’ and then assigned
the impairment the level ‘slight’, ‘moderate’, ‘strong’ or ‘very strong’. Otherwise, ‘no
impairment’ was noted.

For each subtest, a question section was developed based on a standardized and well-
proven questionnaire concept. The evaluation of the predominantly closed questions
was to be answered using an ordinal scale with optical amplification. This means, the
evaluation was done with a scale from−4 to+ 4 and the maximum ranges were adapted
with a property to the question, i.e. for example ‘very difficult’ and ‘very easy’. The
questions focused, among other things, on the perceived muscular strain or the perceived
working posture. Furthermore, there were questions that could only be answered at a
certain point in time. For example, one question always referred to the choice between
wearing or not wearing the exoskeleton during a similar task. This question could only
be answered after performing the partial test with and without the exoskeleton. At the
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Fig. 7. Simple body diagram with rating scale to query the current physical condition.

end of the tests, the subjects were asked about their assessment of the exoskeleton and
how they used it.

5 Discussion

The developed test station offers a high flexibility for further laboratory studies, espe-
cially due to the choice of aluminum profiles and the attachments and possible modifi-
cations. It is particularly suitable for the simulation of overhead work. By adjusting the
height and swiveling of the worktops, various other hand, arm and body positions are
also possible. Furthermore, the station theoretically allows interrupted work due to the
4 worktops.

The chosen experimental design is suitable for the evaluation of a passive exoskeleton
and allows the reproducibility with products of other manufacturers. The developed sub-
tests, their length and the developed questionnaire for recording subjective sensation also
proved to be practicable, as shown by initial study results in [11].

6 Limitations of the Study

Due to the large number of different assembly activities in industry and the very individ-
ual body dimensions of humans, many variables had to be considered when developing
the test station. Despite the developed standardized test procedure for the evaluation of
upper body passive exoskeletons, the conditions must always be adjusted to the new test
objects. This applies in particular to the type of activities, the working speed and the
duration of the tests. Overhead work in particular causes high stress and strain, so the
maximum possible test duration must be determined precisely. However, it must also be
long enough to be able to obtain reliable results. The selection of muscles for recording
muscular activity must also always be checked and, if necessary, adjusted due to the
changed geometries of the individual exoskeletons. Because in this study, the main chal-
lenge was to apply the surface electromyography electrodes in a prescribed and correct
manner, especially with regard to the m. trapezius p. descendens due to the position of
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the shoulder straps of the exoskeleton over the muscle. However, unfavorable physio-
logical conditions of the subjects, for example small and particularly narrow persons,
also complicate electromyographic measurements using the exoskeleton.
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Abstract. In the context of Industry 4.0, a human-robot collaborative assembly
system is an example of a cyber-physical production system, where operators and
robots interact during assembly. Considering the growing market and the increas-
ing use of industrial collaborative robotics, companies need support in the proper
and profitable introduction of this technology in their production environment.
From a design standpoint, it is necessary to develop safe and ergonomic inter-
actions between the operator and the system, primarily focusing on operators’
needs and characteristics of the robot. When designing collaborative systems and
workstations, human-factors and cognitive requirements are often underestimated
or ignored, even if they are crucial for the operator’s wellbeing and production
performances. Considering this gap, the present work aims to evaluate cognitive
ergonomics variables in human-robot collaborative assembly systems. Three dif-
ferent scenarios of human-robot collaboration have been developed based on the
analysis of the scientific literature. The effectiveness of the scenarios has been
validated through multiple experiments based on a laboratory case-study where
operators physically interacted with a low-payload collaborative robot for the joint
assembly of a workpiece. Multiple cognitive variables have been identified and
evaluated by gradually changing the workstation elements as well as the condi-
tions of human interaction with the robot. Preliminary results showed the impact
of each scenario in reducing the operator’s stress and cognitive workload while
improving the operator’s trust, acceptance, and situation awareness.

Keywords: Human-robot interaction · Collaborative robotics · Human-factors
and ergonomics · Collaborative assembly · Cognitive workload · Industry 4.0

1 Problem Statement

Human-robot collaboration is one of the key enabling technologies of Industry 4.0.
Considering the continuous growth of the collaborative robotics market, one of the most
interesting applications in the near future will be collaborative assembly. In this con-
text, since prevention from mechanical hazards is justifiably perceived as the primary
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requirement [1], cognitive ergonomics and human factors are often overlooked [2], espe-
cially from an overall production system perspective. Cognitive ergonomics should be
taken into account mainly in the design of automated, high-tech, or complex systems
[3]. These aspects are strictly related to operators’ safety, wellbeing and therefore, to
the work-related performance [4]. Consequently, to develop efficient and effective Col-
laborative Assembly Systems (CASs), roboticists and companies have to take cognitive
ergonomics aspects into account, and interdisciplinary research and approaches in the
field are needed.

The work here presented has been conducted in the Smart Mini Factory (SMF) [5]
lab in collaboration with experts in occupational human-factors and human-technology
interaction from the “HumanFactors,Risk andSafetyResearchUnit” of theUniversity of
Bologna [6]. This work aims to fill the identified research gaps in the context of cognitive
ergonomics in industrial human-robot collaboration. Specifically, the study refers to the
validation of variables for cognitive ergonomics in CASs. These are related to main
cognitive risk factors: low levels of trust, low perceived usability, high frustration, low
perceived enjoyment, low satisfaction, low acceptance high levels of stress, excessive
cognitive/physical workload. Three experimental scenarios consider the implementation
of different CAS features (i.e. workstation layout and elements, robot system features,
robot system performance and organizational measures).

2 Methods

2.1 Variables of Cognitive Ergonomics

The main cognitive variables are here described according to the scientific literature:

• Trust: can be defined as the willingness to take the risk of being vulnerable to the
actions of others regardless of the ability to control those actions [7]. Trust develops
dynamically with knowledge and experience and is often addressed as a calibration
process between the actual reliability of the system and the level of trust posed by the
person interacting with it. Risk arises following a dysfunctional calibration, which
can lead to over-trust or distrusts [8].

• Usability: refers to the extent to which a system, product or service can be used by
specified users to achieve specified goalswith effectiveness, efficiency and satisfaction
in a specified context of use [9]. A lack of usability may represent a worker’s risk
factor.

• Frustration: is a psychological state derived from an unsatisfied need or unresolved
problems. It can lead to an increased speed of performance and to increased errors,
particularly in complex tasks and to a lesser extent in simple ones [11];

• Perceived Enjoyment: It is a feeling of joy or pleasure associated by the user with the
use of the system. It has been studied in relation to robots acceptance and intention
to use. Lack of perceived enjoyment can lead to lower levels of acceptance of the
system.

• Satisfaction: refers to good feelings and self-motivation for workers in a job envi-
ronment. Risks, such as occupational-stress, lower performances and higher turnover
rates can arise in a condition of lack of worker’s satisfaction [10];
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• Acceptance: technology acceptance is the favorable reception of technology as a
useful and practical tool [12]. Low level of technology acceptance may introduce a
risk for workers;

• Stress: in general, it is defined as the human body’s response to pressures from a
situation or life event [13]. When this pressure exceeds certain limits, stress becomes
a risk factor;

• Cognitive workload: refers to the cognitive effort that an individual shows during
a task or to achieve a particular level of performance [14]. Assuming that cognitive
resources of an individual are limited, the more effort is requested by a task the higher
is the cognitive workload. It affects both safety and performances;

• Physical workload: refers to the physical effort that an individual requires during
the completion of a task. Older studies showed its effects on risk perception and risk
behaviour among the workers in different fields. Physical workload may impair the
personnel’s ability to avoid dangers [15].

2.2 Experimental Set-Up

The evaluation of variables for cognitive ergonomics is based on an experiment with
three scenarios in a laboratory case-study. The main assumption to be tested is that it
is possible to improve workers’ experience by manipulating the system features and
interaction patterns simulated in the three scenarios. In total, 14 participants with no
previous experience with collaborative robotics and minimal experience in performing
assembly activities interacted with a collaborative robot for the collaborative assembly
of a workpiece. According to three different scenarios, features of the workstation and
interaction modalities have been changed.

The main hardware components of the experimental set-up were the following:

• a collaborative robot model Universal Robot UR3 [17],
• a Robotiq collaborative gripper [18],
• an AI-based 3D perception device (Smart Robots [19]) for human-robot interaction
(gesture recognition) and safety purposes (collision avoidance),

• an industrial electric screwdriver from Weber [20],
• a working table with assembly jigs, commands (button array and virtual button) for
human-robot interaction, an emergency stop, some boxes for the storing and pick-
ing of assembly components, an LCD screen for displaying instructions and other
information about the status of the robot systems (graphic user interface).

The product to be assembled was a simplified version of a common industrial pneu-
matic cylinder from Kuhnke (diameter of 32 mm and 50 mm stroke) with roughly 20
different components.

Figure 1 illustrates themain features related to the experimental set-up characterizing
the scenarios to be tested.

In the following section, the three scenarios are briefly described.

Scenario 1: the first scenario provides the lowest degree of interaction between the
operator and the robotic system. The operator has to authorize a large part of the robot’s
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Fig. 1. Main features related to the experimental set-up that characterize the three scenarios.

task by applying pressure on the gripper, imposing therefore a physical interaction with
the manipulator. The collision-avoidance system is disabled, and the operator is not
aware of the possibility of pausing the robot’s motion thanks to the gesture recognition
system. The operator is not informed about the state of the workstation nor of the robotic
arm. The robot speed is set to be slightly lower than the nominal value. Only the basic
safety measures are introduced to the participants.

Scenario 2: the second scenario represents a compromise in terms of human-robot
collaboration. The robot is allowed to performmore taskswithout the confirmation of the
operator. Even though this may be understood as a gain in robot’s autonomy, it enhances
the parallelization of operator’s andmanipulator’s tasks, as well as improving the overall
workflow with a consequent cycle-time reduction. The operator is now informed about
workstation’s and robot’s state through on-screen popup notifications. Furthermore, the
operator is aware of the possibility of pausing the motion of the robot thanks to the
gesture recognition system provided by the AI-based 3D perception device, which also
governs the collision avoidance feature, active in this case. A new human-to-system
communication channel is established by implementing a virtual button (managed by
the AI-based 3D perception device). In this scenario, the operator does not physically
interact with the robotic arm. Instead, she/he has to use the virtual button in order to
confirm the completion of a task. Finally, this scenario also foresees the introduction of
features which aim at increasing the overall safety of the workstation (foam-protectors
are applied around jigs and highlighting rings/covers are mounted on the robotic arm and
around the main workstation elements). The robot speed is set to be slightly higher than
the nominal value. The safety measures are explained in detail, and their effectiveness
is demonstrated.
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Scenario 3: the third scenario encompasses all the features of scenario number two. In
addition, the operator is able to actively modify the speed of the manipulator through a
set of three buttons and to freely chose the preferred communication channel (physical
pressure on robot’s end effector of a virtual button). The operator is now informed also
about the robot’s speed throughon-screenpopupnotificationsThe robot is reprogrammed
for the implementation ofMinimum Jerk Trajectories (MJTs) since it is assumed that this
kind of motion is more predictable and familiar with respect to traditional trajectories
[21].

2.3 Procedure for Conducting the Experiments

Firstly, a training session (without the presence of the robot) was provided in a dedi-
cated training workstation to prevent and reduce possible errors related to limited and
heterogeneous knowledge of the product and the process. Later, participants were asked
to collaborate with the low-payload collaborative robot to complete the assembly of the
pneumatic cylinder. The task was repeated three times, one for each scenario. The three
scenarios have been designed to include an increasing number of features for human-
robot interaction. The assignment of the scenarios was non-randomized, this means that
each participant started with scenario 1 and finished with scenario 3.

We hypothesized that the first scenario would be the worst one in terms of cognitive
response, while scenario 2 and 3 were supposed to be gradually better. Three parallel
approaches, based on qualitative and quantitative data, were used to measure partici-
pants’ responses: questionnaires, video recordings, and semi-structured interviews. The
questionnaire was composed of multiple scales aimed at assessing participants trust, per-
ceived usability, acceptance, stress and cognitive workload. The same set of questions
were repeated after the completion of each scenario. This allowed assessing cognitive
risk factors. We further integrated data obtained from the survey with:

(a) Direct observations during the execution of the experiment: the testers observed the
behaviours of participants during the experiments. The aim was to collect as much
information as possible by noting particular events or situations;

(b) Video recording: all the experiments were recorded by using a camera system. The
recordings were used to assess the number of errors, near miss and requests of
clarification;

(c) Semi-structured interview: the testers asked open questions to participants at the
end of the experiment. The aim was to collect further feedback on participants’
feelings and preferences (e.g. particular comments that participants felt to share).

3 Results

In general, results confirmed our hypothesis and are in accordance with previous
literature. Questionnaires, interviews and observations showed that:

(1) Trust increased, and frustration decreased with the enhancement of workstation
features and interaction conditions by shifting from the various scenarios;
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(2) Usability, perceived enjoyment, satisfaction and physical workload improved by
shifting from scenario 1 to scenario 2 while they remained essentially unchanged
changing from scenario 2 to scenario 3;

(3) Acceptance increased, and stress decreased considerably by shifting from scenario
2 to scenario 3 while they remained unchanged from scenario 1 to scenario 2;

(4) Cognitive Workload increased slightly in scenario 2 compared to scenario 1, while
decreased considerably in scenario 3 compared to scenario 2. The increase of
cognitive workload in the first transition is the only unexpected result of this
analysis.

Figure 2 summarizes main results obtained from the experiments and especially
from the survey (quantitative results).�1 and�2 represent the (percentual mean values)
difference for each cognitive variable between Scenario 1 and Scenario 2 and between
Scenario 2 and Scenario 3, respectively. The duration of each scenario mainly depended
on the ability of the participants to deal with the specific assembly situation (i.e. ability to
use the available tools, number of assembly errors, reasoning time according to various
events etc.). On average, scenario 1 lasted 228.3 s for each participant (with a standard
deviation of 17.5 s), scenario 2 lasted 221.2 s (with a standard deviation of 15.7 s),
while scenario 3 lasted 213.0 s (with a standard deviation of 18.6 s). In addition, results
showed that the number of critical assembly conditions (errors, near miss and requests of
clarification related to the task) decreased mostly by shifting from scenario 1 to scenario
2 and even further in scenario 3.

Fig. 2. Evaluation of cognitive variables according to different scenarios
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4 Discussions and Conclusions

Thiswork studied the role of cognitive ergonomics in industrial human-robot interaction.
The aim of this study was to experimentally validate a set of variables of cognitive
ergonomics in the design of human-robot CASs in industrial settings. These have been
identified according to the analysis of the scientific literature. A laboratory case-study
has been used for the validation of such variables. The final goal is to support designers
in improving the wellbeing of workers in CASs also considering company’s production
performances.

Results confirmed that participants improved their cognitive experience of the collab-
orative assemblywhen applying the three scenarioswith the enhancement ofworkstation
features and interaction conditions. As expected, better results are related to scenario 3,
which is the scenario with the highest number of features for human-robot interaction.
Nevertheless, according to the quantitative and qualitative data, the most considerable
improvement comes from the changes between scenario 1 and scenario 2. In particular,
a higher robot autonomy, a better synchronization with the robot tasks, the possibility to
have more control on the system and better awareness about workstation’s and robot’s
state probably are the main contributions to this improvement.

Future studies should deeply explore the issue of cognitive ergonomics in industrial
collaborative robotics from a system perspective. This will require a deeper analysis
of different features for improving human-robot collaboration by summarizing them
in a set of design guidelines for human-robot CASs. Furthermore, the implementation
and validation of multiple case studies related to various conditions of human-robot
interaction (i.e. by using different sizes of robots as well as testing different tasks) are
needed. This will be crucial in increasing knowledge on the topic in order to limit as
much as possible risks related to the collaboration between humans and robots.
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Abstract. A newly developed prototype of a soft cable-driven elbow exoskele-
ton for lifting and lowering of loads was developed. To identify potential harmful
forceswithin the elbow joint, an analysis was conductedwith biomechanical simu-
lation. To analyze the effect of the exoskeleton on the human body, biomechanical
simulations were conducted on the prototype to assess the joint reaction forces
during a lifting task with and without the soft elbow exoskeleton. To reduce these
forces, the optimal way to attach the cables for generating the moment around the
elbow needs to be identified using biomechanical simulation. First results show
that in average the load on the elbow joint is reduced while wearing the exoskele-
ton compared to lifting 5 kg without any assistance. A large distance between the
lower arm and the attachment point in ventral direction is very beneficial, due
to the introduction of another lever arm into the system. Especially if the elbow
is fully stretched, whereas the pulling force vector would go parallel to the arm.
With the implementation of the lever arm, the load on the elbow is lower for any
position of the arm.

Keywords: Exoskeleton · Biomechanical simulation · Force optimization ·
Force analysis

1 Biomechanical Simulation in the Design of Exoskeletons

1.1 Motivation

The primary goal of exoskeletons for industrial applications is to reduce the load on
the person using the system during physical straining tasks. Especially with active
exoskeletons it is a concern that misalignments between the human biomechanics and
the exoskeleton kinematic cause shearing forces and high loads in the human joints. This
remarkably reduces their benefit and justification [1]. So in the design of exoskeletons
those forces need to be considered and avoided in very early stages of the development
[2]. These considerations are especially important for soft exoskeletons, since they do
not contain rigid structures that can divert forces away from the human body.

Commonly used tools in literature for these early stage analyses are biomechanical
simulations. They are used to investigate the muscular or joint load during specified
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movements to detect the intended reductions as well as unintended increase of strain
on the human body. Similar to these approaches a new design for a soft cable-driven
exoskeleton will be analyzed for efficiency and freedom from damaging forces.

Furthermore, a design optimization is performed to improve the force flow though
the human body and identify the configuration with the minimal amount of strain on the
joints.

1.2 Design of the Soft Exoskeleton

The design of the soft cable-driven exosuit is described in detail in [3]. Its intended use
is the support of the flexion of the human elbow during lifting tasks. To do so, a cable
is led through a tubing system along the lateral as well as the medial side of the upper
and lower arm with a loop at the wrist [3]. The torque is induced around the elbow by
the cable detaching shortly in front of and behind the elbow at the upper and lower arm.
The motor for pulling the cable is located at the back of the exoskeleton. The course of
the cable on the medial side is sketched in Fig. 1, the lateral side where the cable loops
back is identical and therefore obscured in the figure.

A preliminary kinematic analysis shows a force vector pointing into the elbow and
therefore potentially increasing the joint interaction forces which could lead to a damage
in the joint with long term usage. The biomechanical simulation is needed to show, if
these considerations are true or if a reduction of strain on the elbow joint can be achieved
by the soft exoskeleton.

Fig. 1. Representation of the cable path running though the sleeve of the exoskeleton on the
medial side. A represents the wrist cuff where the cable is looping though to the lateral side, B
shows where the cable is lead through the tube; C are the two points where the cable leaves the
tube on both sides of the arm.
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2 Methodology

For this biomechanical optimization and analysis, the simulation software “OpenSim
4.0” made by SimTK was chosen.

Based on the method for simulating and modeling exoskeletons that are presented in
[4] for the software “OpenSim” and the general approach for amodel based optimization
loop as described in [5], the simulation and optimization method is conducted in this
project. In a similar way a similar exoskeleton but with rigid shells and spring-loaded
actuation was optimized in [6].

The biomechanical model is based on the “Arm26” [7] model which was adapted
to only include the muscles relevant to the elbow flexion and extension. It consists of
triceps brachii modelled as three separate muscles, the biceps brachii, the brachialis
anticus, anconeus muscle and the biceps brachioradialis.

The flexion movement was implemented in a way that only the elbow is flexed and
extended from a fully stretched position at 0° to 145° and back. This represents the full
range of movement in average for a person working in logistics [8]. The full movement
takes 7.4 s with an average velocity of 39.14 °/s. The data was originally taken from
a preliminary study published in [9] where loads were lifted in a similar setting as it
is intended for the soft exoskeleton. It was adjusted to fit the whole movement of the
arm with realistic accelerations, which results in an artificial dataset based on real life
observations. The resulting curve for the degree of flexion over the time of movement
is illustrated in Fig. 2.

Fig. 2. Flexion angle of the elbow from 0° to 145° and back over movement duration of 7.4 s
(artificial dataset based on real life observations from [9]).

For the first kinematic analysis in [3] two cable strands pulling lateral and medial at
the lower arm were consolidated into one strand that it is applying the full force in the
middle of the ventral side of the limb. So not the entire course of the cable is represented,
only the part that is exposed between the two attachment points C as shown in Fig. 1.
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The same approach is used in the biomechanical simulation to reduce the complexity
of the optimization process. The target of the optimization is the minimization of the
joint reaction forces by varying the attachment point on the forearm. The position of this
attachment point is variated in two directions, along the arm and perpendicular to the
surface. All iterations of these variables are tested for a lifting load of 5 kg with one arm
and the optimal configurations are determined.

The tendon of the exoskeleton is simulated by a path actuator originating at the top
of the humerus, is guided parallel to the bone of the humerus by a path point and in the
end is connected to the forearm in a straight line.

The weight of the load is implemented with a simple ball geometry that is connected
to the hand of the model and given the weight of 5 kg. Figure 3 is the final model for the
biomechanical simulation.

Fig. 3. Green: tendon-driven exoskeleton represented as a path actuator, red: triceps brachii,
biceps brachii, brachialis anticus, anconeus, biceps brachioradialis muscles, black: lifting load.

After the model is completed, the simulation is executed using static optimization
(SO) tool by OpenSim which is based on inverse dynamics to generate movement. It
calculates the muscle forces by minimizing the sum of squared muscle activations.

To calculate the joint reaction forces (JRF)OpenSimprovides a joint reaction analysis
(JRA) tool [10]. With the JRA the joint forces are calculated based on all loads acting
on the model, which includes contributions by joint structures like cartilage contact and
omitted ligaments.

For the optimization the attachment point was changed in discrete values of 2 mm
along the y axis and 1 mm along the x axis resulting in 144 positions that run though
the simulation and the JRF is calculated for. Of those 144 positions 45 are excluded,
since they are not viable for designing the exoskeleton, since the attachment point would
collide with the upper arm during the elbow flexion. The remaining attachment points
are presented in Fig. 4.

For the analysis of the resulting datasets, first a baseline simulation without the
exoskeleton was conducted.
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Fig. 4. Representation of the discrete attachment points used for the design optimization. The
grey area marks the points that were removed from the dataset since they are not viable in a real
exoskeleton.

3 Results

For the analysis of the exoskeleton the relevant output parameters of the JRA are the force
x-, y-, and z- components of the JRF and their root-sum-of-squares (RSS), indicating
the resulting force on the elbow. The co-moving coordinate system for the lower arm is
shown in Fig. 5.

Fig. 5. The co-moving coordinate system for the lower arm.

In the case of the presented exoskeleton Fy is the potentially damaging force com-
ponent, that may increase the compression of the joint tissue. Therefore, the RSS and
the Fy are the two variables, that are compared for each variation of the attachment point
and with the baseline.

The results for the baselinewithout the exoskeleton are for the largest peak in absolute
values 419 N for Fy and 499 N for the RSS.

The results for the simulations with the different attachment points are clustered into
two groups, one where the JRF are higher than the baseline and one group where the JRF
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are lower than the baseline. Those attachment points with lower forces than the baseline
are clustered further, since they fulfill the minimum safety requirement that the forces
are not increased by the exoskeleton usage. They are clustered into four areas of equal
force ranges that are indicated in different shades in Fig. 6 and with ranges of 87 N for
Fy and 106 N for the RSS. The absolute values for the thresholds between those areas
are described in Table 1.

Table 1. Threshold forces for each cluster.

C1 [N] C2 [N] C3 [N] C4 [N]

Peak Fy 71–158 −245 −332 −419

Peak RSS 77–182 −288 −394 −499

Fig. 6. Isometric force ranges for the Fy and the RSS peak forces. Black: higher than baseline,
gray: C4; red: C3; yellow: C2; green: C1.
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4 Discussion

The exoskeleton as described can decrease the joint load dramatically depending on the
attachment point on the lower arm. There is a conflict between the optimal load and
a feasible attachment point. To achieve the lowest joint reaction forces the attachment
point needs to be as distal and ventral as possible. This results in a bulky construction
that will find low acceptance with the users. To be convenient the attachment needs to be
as proximal and as close to the arm as possible. Future studies need to evaluate where an
optimum is, that satisfies both aspects sufficiently. However, there are only a few cases
in Fig. 6, where the exoskeleton does not lower the joint load compared to lifting without
exoskeleton.

While the reduction of joint reaction forces is a positive aspect, a second phenomenon
manifests in the simulation. The direction of theRSSduring themovement changeswhen
wearing an exoskeleton compared to lifting without exoskeleton. This might damage the
joint and it is to be evaluated in future studies if the reduction of the forces outweighs the
change in directions. In Fig. 7 this phenomenon is demonstrated for the baseline without
the exoskeleton and the attachment point 12K.

Fig. 7. Changing directions of the RSS vectors between the baseline without the exoskeleton and
the attachment point 12K.

Limitation of the used model is the simplification of the bone structures in the
forearm, which were consolidated into one rigid element, instead of ulna, radius and
the hand separately. Also the gripping of the hand was not simulated and therefore a
potential effect on the JRF due to the resulting muscle contraction in the forearm is not
included.

In future work, similar to the presented method, a simulation and optimization of
the attachment point of the upper arm needs to be done to achieve an optimization of
the complete system.

Since simulation models are only an abstraction of the real word, the simulation
results need to be validated. For that purpose, a test bench resembling the simulation
setup will be constructed to validate the presented data.
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Abstract. For domestic service robots (DSRs) to be successful, their design must
accommodate user needs and preferences when working from home. This study
explores whether DSR usage patterns change when people spend more time at
home and whether active observation of robotic behaviors (which is more likely
to occur when working from home) impacts the perception of robotic charac-
teristics. Thirty-one owners of robotic vacuum cleaners were provided with an
interactive online questionnaire which guided them through a remote unmoder-
ated experiment in their own home. Participants were asked to report their cleaning
routines, before and during lockdown, and their perceptions of their robot, before
and after they actively observed it clean and handle different obstacles. Advan-
tages and disadvantages of this approach are discussed. Our results, while still
preliminary, shed light on people’s robot operation routines as they work from
home. Even though most of our participants owned their robot for over a year, we
found that active observation of the robot’s work may impact the way in which
robots are perceived. Our findings may have general implications to the design
of controlled human-robot interaction experiments, which typically require active
observation, unlike most interactions in naturalistic settings.

Keywords: Remote user studies · Human-robot interaction · User presence ·
Enhanced online questionnaires

1 Introduction

Affordable, commercially available robots for domestic use are becoming increasingly
common. According to the International Federation of Robotics (2019), approximately
22.1 million domestic service robots (e.g. vacuum cleaners, lawn mowers and pool
cleaners) were sold in 2019, 35%more than in 2018. As domestic service robots (DSRs)
become more capable and affordable, and as the need for remote services increases due
to COVID-19, the desire to own robots for different household tasks is likely to grow.

For DSRs to be successful, their design must accommodate user needs and prefer-
ences when working from home. Current estimates indicate that many people will con-
tinue to work from home long after COVID-19 is behind us [1, 2], suggesting a growing
and continuous need to address this use case. Yet, little is known about how being at
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home impacts the way people use or perceive their DSRs. Such information matters for
the design of future robots and raises concerns: assuming people have more opportuni-
ties to observe their DSRs in action, will this observation impact their perceptions of the
robot’s characteristics and abilities?

The influence of user presence on how robots are perceived and understood has
been previously investigated [3, 4]. Most works compared among conditions in which
participants actively observed and/or collaborated with the robot. However, in domestic
settings, users decide for themselves when, how, and if to use or attend to their robots.
This may lead to unique differences in the way people perceive robots in naturalistic
settings as opposed to controlled experimental environments.

Few works studied patterns of use of DMRs in naturalistic settings. One exception is
an ethnographic study which deployed nine iRobot Roombas for six months to different
households [5, 6]. The researchers found that members of all nine households carefully
observed how the Roomba moved around their homes when operating it for the first
few times and most attempted to understand the logic behind the robot’s path. Gaps in
expectations led most households to be hesitant to let the robot clean when they were
not at home. However, since the robot’s vacuuming noise was disruptive to most people
in the study, households that decided to continue to use the robot tended to activate it
when leaving the home. These findings suggest that usage habits may change as people
work more from home; however, conclusions cannot be drawn since user presence was
not manipulated within the study.

We aim to explore two Research Questions (RQs): RQ1) Do DSRs usage patterns
change when people spend more time at home? and RQ2) Does active observation of
robotic behaviors impact the perception of robotic characteristics? As a first step towards
these goals, an interactive online questionnaire was developed, which guides owners
of domestic robots through a remote unmoderated experiment in their own home. We
termed this methodology BYOB (Bring Your Own Bot). A pilot study was deployed to
gain initial insights regarding the RQs and the BYOB methodology.

2 The BYOB (Bring Your Own Bot) Methodology

2.1 Overview

Thirty-one owners of robotic vacuum cleaners were provided with an interactive online
questionnaire. Following consent, participants were asked for demographic information
about themselves, their robot, and their household. Second, they were asked about their
robot operational routines, before and after COVID-19 restrictions took place. They
were then asked about their perceptions of their robot, how satisfied they are with it, and
how they think it behaves in four situations: general cleaning, cleaning under a chair,
cleaning around an obstacle (shoe), and carpet vacuuming. Following, they were asked
to actively observe their robot while it cleaned and handled the four aforementioned
situations, to record their experiences out loud on video and to upload the videos to
the questionnaire. After they completed the activity, they were again asked about their
perceptions of the robot, how satisfied they were, and how the robot behaved in each
situation. Robotic vacuum cleaners were selected as the focus of the study because they
are the most widely owned domestic service robot.
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2.2 Participants

A convenience sample of participants were recruited via social media and word-of-
mouth. All reside in Israel and own a robotic vacuum cleaner. The interactive question-
naire was distributed in April 2020, during the first COVID-19 lockdown. It was “mar-
keted” as an activity for the entire family, to help pass time. No monetary compensation
was offered for participation.

2.3 Interactive BYOB Online Questionnaire

The interactive questionnaire was implemented using Google Forms. It was divided into
6 sections.

Description and Consent Form. Participants were told the purpose of the study was
to understand how they use and perceive their vacuum robot. All parts of the interactive
questionnaire were described. Completion time was estimated at 30 min. Participants
were encouraged to fill the survey on their mobile phones so that it would be easier to
complete the activity and upload their videos.

Demographic Information. Questions about age, gender, profession, number of
household members, how much time they have been under stay-at-home orders, their
robot’s brand and model, and how much time they have owned it.

Presence at Home and Robot Operational Routines. Participants were asked about
their presence at home and robot operational routines, before and after the lockdown
restrictions took place (see Appendix 4.1). This was done using a multiple-choice grid,
where one row represented routines before restrictions and a second row represented
routines after. Columns corresponded to possible responses.

Pre-observation Questions. Here we assessed how participants perceived their robot
and the way it operates (see Appendix 4.2). Perceived competence and discomfort were
measured using subscales from RoSAS [7], adjusted to a 5-point Likert Scale. Percep-
tions of the robot’s safety were measured using the relevant subscale from the Godspeed
Questionnaire [8]. Participants were also asked to rate how satisfied they are with their
robot on a 5-point Likert Scale.

Active Observation of the Robot. At this point, participants were provided with writ-
ten instructions for the activity portion of the questionnaire. They were asked to bring a
rug, a shoe, and a chair to their surroundings, and state the number and age of those that
will take part in the activity. Then, they were asked to turn their robotic vacuum cleaner
on and actively watch it clean and respond to obstacles, while videorecording the robot
and verbally describing their thoughts and experiences (think-aloud protocol [9]). They
verbally described, as the robot operated, what strategy the robot used to clean, how
many times it cleaned the same place, unexpected and/or incoherent behaviors, things
that impressed them about the robot, and how the robot handled the obstacles that were
placed for it. Participants were encouraged to invite other members of the household to
participate in this activity, e.g., by helping to film, set up, reiterate questions, etc. Once
the robot faced all obstacles, they were instructed to end the recording and return to the
questionnaire.



How User Presence Impacts Perceptions and Operation Routines 285

Post-observation Questions. The concluding questionnaire included the same ques-
tions as in the pre-observation section. In addition, participants were asked to enter
unexpected and unclear behaviors they had noticed, things that impressed them about
the robot, and what they would have liked the robot to do differently. At the end, they
were asked to upload their videorecording directly into the survey or by email.

2.4 Data Analysis

McNemar-Bowker tests were used to determine whether there is a significant change
in usage habits after presence at home had changed. Paired t-tests were used to eval-
uate changes in usage frequency, and whether there was a difference in the robot’s
perceived safety, competence, and discomfort, before and after active observation of the
robot. Spearmen’s rank correlation coefficient test and a Wilcoxon Signed-Rank Test
were performed to evaluate whether satisfaction with the robot changed after the active
observation, and whether the perceived importance of the robot changed.

All videos were analyzed by two independent coders. Discrepancies in the analy-
sis of the two coders were discussed and resolved between them. Objective measures
regarding the robot’s behavior were extracted, including how the robot handled each
obstacle (chair, carpet, shoe), its cleaning path and how many times it cleaned the same
area. Unexpected events and failures were recorded. Qualitative information regarding
participants interactions with the robot and perceptions of it were extracted from their
statements. A word-cloud was then generated based on the statements.

3 Results

3.1 Participants

Thirty-one participants (15 male, 16 female) completed the study. The pool was diverse,
age ranged from 15 to 66 years old, from a wide variety of professions (8 students, 5
engineers, 3 soldiers, 3 lawyers, 2 project managers, 3 unemployed and 7 unspecified).
Twenty-two (71%) of participants had two people living in their households, the remain-
ing 9 participants had three or more household members. Most participants (24, 77%)
completed the activity portion of the questionnaire on their own, 5 (16%) completed it
together with another household member, and 2 (6%) completed it with two or more
other household members. Twenty-three (74%) participants owned their robot for over
one year. The most common robots were by iRobot (16, 52%) and Xiaomi (11, 35%),
followed by ECOVACS (2), LG (1) and iLife (1).

3.2 Changes in Presence at Home

Before the lockdown, 23 (74%) participants spent most of their day outside their home,
5 (16%) stated the time they spent at home varied, and 3 (1%) spent most of their time
at home. Twenty-five (81%) participants reported their presence at home increased due
to the lockdown. Of these, 24 stated that at the time of the survey, they have been under
restrictions for over amonth. One participantwas under restrictions for one to twoweeks.
The remaining 6 (19%) who had no increase in their time spent at home (i.e., essential
workers), were removed from analyses of RQ1.
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3.3 Impact of Increased Time at Home on Robot Usage Habits

No statistically significant differences were found in usage habits or in the robot’s impor-
tance before and after the change in presence.Descriptive results are summarized inTable
1. Of the 25 participants that spent more time at home, most operated their robot at least
once a week (20 before, 23 after), in the mornings or at no fixed hours (20 before, 19
after), andwithoutdirect supervision (20before, 16after).Whenoperating the robotwhen
no one is home (remote operation), more participants send the robot to clean the entire
house (17) than specific regions (5). Regional cleaning is more common when people
are home. Sixteen participants mentioned that the robot’s sounds affected their activi-
ties and/or impacted where household members were located in the house. Most partici-
pants (29, 93%) reported performing preparations before operating their robot, primarily
rearranging objects in the space (24/29, 83%).

Table 1. Change in robot usage habits for participants who had changed their presence at home

Aspect Participants that changed habits Greatest shift in usage

Supervision 17 (68%) Remote operation → no direct
supervision

Usage frequency 11 (44%) At least 2–4 times a week → once
a week

Timing 9 (36%) Mornings → no fixed hours

Cleaning regions 6 (24%) Varies → regional cleaning

Preparations 4 (16%) No common shift

3.4 Impact of Active Observation on Robot Perception

The robots’ perceived safety was significantly lower (p = 0.02) after active observation
(x = 3.62, σ = 0.91) than before (x = 3.42, σ = 0.91). No significant change was found
in the robot’s competence (x before: 3.72, x after: 3.70, p = 0.59), discomfort (x before:
1.63, x after: 1.60, p = 0.34), and satisfaction (x before: 4.0, x after: 4.0, p = 0.96).

Twenty-six participants (84%) had at least one inaccurate perception regarding how
their robot behaves. Most participants correctly predicted how it would handle cleaning
around a chair (30/31), vacuuming a carpet (24/31) and its cleaning path (23/31). Less
people correctly predicted how many times their robot cleans the same place (18/31).
Most (18/31) participants incorrectly estimated how the robot will handle cleaning
around a shoe.

Whereas all 31participants reported completing the activeobservation, only23 (74%)
uploaded their video recording. The average recording time was 3 min, 55 s (SD =
3:02 min). Although participants were asked to observe the robot during the activity, 9
participants were seen helping their robot complete its tasks by either guiding it in the
right direction or by moving obstacles from its way. Eight participants experienced tech-
nical robot failures during the activity (e.g. robot running into items, getting tangled, or
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getting stuck). Two participants named their robot and two spoke to it as it worked. The
word-cloud indicated that the most common words retrieved from the videos were: loud,
cleaned around the obstacle, learned the house, cleans randomly, pushed, stuck, handled
it well.

Nineteen participants described, in writing or verbally in the video, things that the
robot did that surprised themorwere unclear. These statementswere divided into positive
surprises, where the robot exceeded expectations; neutral surprises, where the response
was ambiguous; and negative surprises, where the robot failed to meet expectations.
Negative surprises included: leaving a room too early, cleaning the same place too many
times, moving items in the environment (e.g., folding a carpet, pushing a space heater),
getting stuck, not cleaning where expected, going to areas where it shouldn’t or where
it is likely to get stuck (e.g. climbing the cat’s litter box), moving in unexpected or
inefficient ways, incorrect prioritization between regions, lack of learning abilities, and
taking too much time to overcome obstacles. Positive surprises included: vacuuming
better than expected, navigating better than expected, cleaning in areas participants
thought it couldn’t clean, picking up more dirt than expected, handling or recognizing
obstacles better than expected, getting out of tight spaces, learning the environment,
asking for human assistance with obstacles, not traversing the space randomly. Neutral
surprises included traversing the space in unexpected ways, e.g., being able to move
diagonally, or in a star-pattern.

Only three participants stated that there was nothing they wished their robot would
do better. Others stated they wished their robots would be able to be better at: prioritizing
areas that need cleaning, handling and avoiding obstacles, handling different types of
flooring (e.g. carpets), learning the environment, cleaning the corners of the room. Par-
ticipants also stated they wished the robot would work more quietly, traverse the space
in a more predictable and/or intelligent way, have better suction, clean more efficiently
or take less time to cover the space.

4 Discussion

This study acts as a preliminary investigation of how being at home impacts the way
people use and perceive their DSRs, and how active observation impacts people’s per-
ceptions of its characteristics and abilities.With a convenience sample of 31 households,
we cannot make definitive statements, however trends were found and insights regarding
the BYOB methodology can be made.

From our results, it appears that the change to working-from-home may have had a
limited impact on users’ operation routines and the perceived importance of the robot.
Possibly, this reflects our sample group, which consisted mainly of young couples with-
out children (71%). It also may be a result of recollection biases [10], which likely
influenced reported results relating to habits and perceptions before restrictions had
taken place. In contrast to findings in [5, 6], which indicate hesitation to use robots
when people are not home, many of our participants preferred to operate the robot in an
empty house or without direct supervision. This may be a result of cultural differences
between people in Israel and Switzerland, or a result of technological advances that have
increased user trust over the past 7 years.
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Most participants had at least one misperception regarding the way in which their
robot handles various cleaning situations. This is consistent with the findings in [5, 6].
These misperceptions, however, did not impact the way they perceived the robot’s com-
petence, discomfort and satisfaction. Perhaps the end-result (cleanliness of the floors) is
more impactful than theway inwhich the robot cleaned. In contrast, the robot’s perceived
safety was negatively impacted by the active observation. With growing opportunities
to observe the robot in action when working from home, this is an issue of concern. Our
analysis indicated thatmanyparticipantswere disappointed by how their robot responded
to obstacles and traversed the space. They were also often uncomfortable with the noise
their robots made. These unmet expectations could have negatively impacted the per-
ceived safety of the robot [11]. To promote more positive perceptions, designers can try
and isolate what aspects of the robots’ behavior are perceived as unsafe during active
observation and change them accordingly. Alternatively, they can encourage users to
operate their DSRs remotely or while in another room.

Even though most of our participants owned their robot for over a year, we found
that their perceptions of their robot and its abilities can change after active observation.
Only four (13%) of our participants said there was nothing that surprised them about
their robot’s behavior during the activity. In naturalistic settings, people often multitask
and operate their robots remotely, proximally but without direct supervision or with
partial attention. This likely impacts the way they perceive their robot and its abilities.
In contrast, in controlled experimental environments, active observation is frequently
required. Researchers and designers should take this into consideration in the design of
future studies; aiming to simulate more realistic settings, where participants split their
attention between multiple goals and activities.

The BYOB idea to guide owners of DSRs through a remote unmoderated exper-
iment in their own home has several strengths and limitations. On one hand, many
insights relating to human-robot interaction can be extracted from this methodology,
including information regarding people’s perceptions and understanding of their robots,
the types of failures their robots experience and how the robot objectively behaves in nat-
uralistic environments. Having the experiment be self-guided from participants’ homes
provided naturalistic experimental settings, eliminated travel time, provided access to
participants that cannot be in close proximity to the experimenters, and provided par-
ticipants with complete flexibility regarding when to participate. The experiment being
unmoderated reduced the amount of resources and time it took to complete, and elim-
inated operator-related biases (e.g. confirmation bias [12], the Hawthorne Effect [13]).
The greatest limitation is that this method can only be applied to robots already in the
market. In addition, participant experiences varied more than in controlled experiments,
as we did not have complete control over the specific make of the robot, the time of
day the activity was completed, the precise way participants executed the required tasks
or the experimental environment. Our ability to obtain video-recordings of participant
experiences was only partially successful, likely due to a lack of monetary incentives.
The recordings we received varied more widely than in controlled experiments and were
harder to analyze. Many alterations could be made to improve the BYOB methodology.
For example, an instructional video can be added to detail how and in what conditions
we would like participants to complete the interactive questionnaire. We hope that this
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preliminary investigation will open discussions on the extent to which remote, unmoder-
ated experiments from participant homes should be used for evaluations of human-robot
interactions.

Our results, while still preliminary, shed light on people’s robot operation routines
as they work from home and suggest that active observation of the robot’s work may
impact the way in which DSRs are perceived. Understanding how user presence impacts
robot perceptions and how these perceptions could be evaluated remotely is important
to being able to accommodate the changes brought upon us by COVID-19.

Appendix

4.1 Questions to Assess Presence at Home and Robot Operational Routines

1. How much time do you spend at home?
(Mostly at home/not at home most of the day/variable presence)

2. How important is the robot to you?
(Likert Scale; 1- not important at all, 5- very important)

3. How often do you operate your robot?
(At least once a day, 2–4 times a week, once a week, once every two weeks, once a
month or less)

4. What days do you operate your robot?
(Multiple Choice (MC); No fixed days, fixed days during the work week, fixed days
during weekends)

5. What times do you operate your robot?
(MC; No fixed hours, mornings, afternoons, evenings, overnight)

6. What preparations do you make before operating your robot? (open question)
7. Under what conditions do you typically operate your robot?
8. What areas of the house do you ask the robot to clean,

a) when people are at home, b) when no one is home?
(only when someone can supervise, when people are home but without direct
supervision, when no one is home, varies)

9. Does the robot’s cleaning influence the types of activities members of the household
engage in? (open question).

4.2 Questions to Assess Understanding of Robot Operation

10. How many times does the robot clean the same place?
(I don’t know, Once, Twice, More)

11. What strategy does the robot use to clean the floor?
(I don’t know, random path, back and forth, Warp and weft, outside in, inside out,
other)

12. How does the robot handle a rug in its cleaning path?
(MC; I don’t know, goes on it and cleans to my satisfaction, goes on it but doesn’t
clean it well, goes around it, gets stuck, other)
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13. How does the robot handle a shoe in its cleaning path?
(MC; I don’t know, pushes it, cleans around it, gets stuck on it, other)

14. How does the robot handle a chair in its cleaning path?
(MC; I don’t know, pushes it, cleans around it, cleans under it, gets stuck on it,
other).
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Abstract. This paper presents the results of an evaluation of two workflows
for a human-robot collaboration at an assembly workstation at the Institute of
Ergonomics and Human Factors. Using a skill-based task allocation, the first sce-
nario (V1) is designed to achieve a time-efficient process design, while the other
scenario (V2) emphasises more interaction between the collaborative robot and
human as well as aiming to reduce the physical workload of the subject.

Two repetitions of each scenario are evaluated in a laboratory experiment with
11 participants. The total process assembly time, the active time portions of human
and robot in the process, the physiological muscles strain of back, shoulders and
upper extremities, and a subjective assessment of team fluency were measured.

The mean total cycle time was increased from 412.5 s (s = 95.3 s) for V1 to
455.1 s (s = 77.1 s) for V2, and the participants had more short breaks during
the working process. While there were no significant differences between the two
scenarios in terms of local physiological strain in the selected muscles and the
subjective assessment, the concept of including physiological strain in the task
allocation in a human robot dyad was overall successful for both scenarios. All
in all, low local physiological strain was measured and the robot was assessed
positively regarding teamwork, trust, robot attributes and team-success.

Keywords: Human robot cooperation · Small objects assembly · EMG · Team
fluency · Task allocation

1 Introduction

Especially in flexible assembly lines, cooperative robots are used tomaintain the versatil-
ity of humans while using the accurateness of robots. The goal to improve the ergonomic
work situation of theworkerswhilemaintaining the process efficiency in production lines
is among the most quoted reasons to introduce human robot cooperation [1]. This may
well lead to conflicting goals, as a lower physiological strain does not necessarily lead
to increased efficiency. Hence, these goals need to be incorporated early in the design
processes of human-robot cooperation. In the early planning phase it is central to plan the
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task allocation between human and robot. The planning procedures that include human
characteristics in the planning are mostly skill-based. However, by accessing the process
in subtasks, these skill-based approach often does not take into account the ergonomics
of the overall process for the human [2]. Also, in cooperation, the robot interacts with the
worker and has therefore an impact on the workers and their work process [2]. Hence, the
fluent transitions between the robot and human work process are often not considered
in the allocation processes. Although many studies present the reduction of strain as a
design goal, so far, there are only few examples of the evaluation of collaborative work
stations with regard to the physiological strain of the participants [3].

This paper compares two scenarios based on a skill-based task allocation. According
to the research gaps indicated above, the two scenarios are evaluated with regard to the
time-efficiency of the process and the physiological strain of the participants. In addition,
a subjective evaluation of the stress perception and an evaluation of the cooperation with
regard to human-robot-team fluency is collected.

2 Task Allocation

The context of this study is the development of a workstation with a collaborative saywer
robot for a small gearbox assembly (Fig. 1), which consists of eight components that
are screwed together with 25 screws. Up to 16 variants of the gearbox can be built at the
workstation with a total weight of 4.44 kg.

Fig. 1. Workstation for gear assembly.

The design of the station followed mainly the procedure of Schröter [4]. The criteria
of the task allocation were extracted from literature, i.e. Malik and Bilberg [2, 5, 6].
The allocation criteria covered the properties of the used parts, the material supply, the
attributes of the assembly process as well as a rating for the safety and the physical stress
of the workers. With the help of these criteria, the automation potential of each subtask
was calculated.
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Based on the analysis of the automation potential the subtaskswere allocated between
the human and the robot. Due to technical limitations of the gripper, screwing processes
was assigned to the human. The analysis showed high automation potentials to the tasks
that included picking, transporting and placing of the parts.

Twodifferent scenarioswere derived from the task allocation.They includeddifferent
levels of assistance and interaction. An extract of both work-processes can be seen in
Fig. 2. V1 tested a low involvement of the robot by only picking and presenting large
parts. This led to an efficient work design that included no planed idle time on the human
side. In order to increase the robot involvement, V2 differed from V1 in two steps. Both
steps included the handling and placing of assembly group 1 with a load about 2200 g,
thus reducing the physical workload of the human.

Fig. 2. Process flows for scenario V1 (top) and scenario V2 (bottom).

3 Methods and Study Design

3.1 Measurement Methods

The efficiency of the work process was evaluated using to the total process time (derived
from the robot cycle time). In addition, the robot’s control unitmeasured the time for each
work step, which was used as an objective measurement for the team fluency according
to the framework of Hoffmann [7]. Hence, the percentage of the total time of concurrent
activity (C-ACT), the human’s idle time (H-IDLE) and the robot’s idle time (R-IDLE)
were gathered.

The physiological strain - electrical activity (EA) - was measured with electromyo-
graphy (EMG) following the AWMF guidelines. Since the task included mainly the
handling of small weights and assembling tasks at the level of the upper body, the
local physiological strain in the back and upper extremities, including shoulders, was
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assessed. The three muscles, m. deltoideus pars acromialis, m. bizeps brachii and m.
extensor carpi ulnaris cover the upper extremities; m. erector spinae (trunci) covers the
lower back. The electrical activity of each task was normalised with the maximum vol-
untary contraction and the mean static and dynamic EA throughout the two assembly
processes was evaluated in each scenario. A 5 min long rest measurement was used as
baseline.

The subjective perception of the workers was evaluated using the scales on team
fluency [7]. It includes scales for the Human-Robot-team-fluency (TF), trust in the robot
(TR), positive teammate traits (PT) and success of the team (EZ). All items were mea-
sured with a 7-point Likert scale. Furthermore, the subjective physiological exertion was
evaluated also on a 7-point Likert scale.

3.2 Experiment Design

The study was carried out as a laboratory experiment at the Institute of Ergonomics and
Human Factors of TU Darmstadt on the workstation for human robot collaboration (see
Fig. 1). The study used a within-subject design, leading to all participants building the
gearbox in both scenarios. The sequence of the scenarios was randomized in order to
reduce learning and habituation effects.

First, the participants received safety instructions and a demonstration of the inter-
action possibilities with the robot. In addition, the EMG-system was installed and the
maximal voluntary contraction of each muscle and rest measurement were gathered.
Afterwards, a single gearbox was assembled as a test run to get to know the gearbox
and the robot. Then, the gearbox was mounted twice in both versions (V1 and V2).
The questionnaire was filled out after finishing each version in order to obtain an initial
assessment of the subjective perception of the different characteristics.

3.3 Test Subjekts

Eleven subjects aged 18–29 (mean = 25.4) took part in the experiment. Four of them
were female and seven male. All participants came from the TU Darmstadt.

The subjects participated voluntarily and were not compensated for their participa-
tion. One subject each stated that they had already assembled the gearbox once or had
previous experiencewith collaborative robots. Furthermore, four subjects had experience
in assembling and mounting.

4 Results

4.1 Process Efficiency

Themean total cycle time is 412.5 s (s= 95.3 s) for V1. For V2 themean total cycle-time
was 455.1 s (s = 77.1 s).
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n=11

Fig. 3. Mean percentage active time portions for the human and robot: R-IDLE, H-IDLE and
C-Act in percentage of the total cycle time in the versions V1 and V2

Regarding the active time portions of robot and human in the work process, the
percentage shares of R-IDLE, C-ACT and H-IDLE in the total cycle time are calculated.
These are plotted in Fig. 3. The mean R-IDLE was 50,6% ± 10,5% for V1 and 36%
± 12% for V2. One can see, that in V1 the percentage of H-IDLE nearly non-existent
0,2% ± 0,6%, while in V2 H-IDLE is taking 7% ± 2% of the total cycle time. C-ACT
increased from 49% ± 9,6% of the total cycle time for V1 to 57% ± 10% for V2.

4.2 Subjective Assessment of Team Fluency

The subjective assessment of the team fluency was rated on a 7-point Likert scale. 1 indi-
cates a negative inclination towards the robot and 7 points indicate a positive inclination
towards the robot. The teamfluency (TF)was ratedwith amean of 5.91± 1,03 forV1 and
5.91± 0,79. Trust (TR) was rated with 6.14± 0.76 for V1 and 6.23± 0.42 for V2. The
robot had positive teammate attributes (PT)with amean of 5.58± 1.35 forV1 and 5.73±
1.31 for V2. The success was rated with 5.41± 0.75 and 5.61.± 0.61. The physiological
exertion was rated low with 1.91± 1.16 for V1 and 2± 1.28 for V2. T-test showed, that
there is no significant difference (p> 0,05) between both scenarios (Fig. 4).
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Fig. 4. Means of the subjective assessment of the team fluency scales rated on a 7-point Likert
scale.

4.3 EMG

Dynamic and static EA-components in % MVC were evaluated and analysed for the
scenario 1 and scenario 2. As can be seen in Table 1, the dynamic EA-component was
similar for V1 and V2 in the muscles: m. biceps brachii, m. extensoe carpi ulnaris and
m. erector spinae. There was a reduction of the dynamic EA in the m. deltoideus pars
acromialis from 11.77% in V1 to 9.93% in V2. In the other muscles no reduction could
be detected. The highest dynamic EA was measured for the m. extensor Carpi ulnaris
with 18.29% MVC ± 16% and 18,79 ± 17%. However, as the high standard deviations
indicate, these measures might result from single individuals.

5 Discussion

In this study, two different scenarios were compared regarding the efficiency of the
process and the physiological strain of the participants. In addition, a subjective eval-
uation of the stress perception and an evaluation of the cooperation with regard to
human-robot-team fluency are analysed.

As expected, the overall cycle time was lower for V1 compared to V2. Also, the
human idle time was increased from V1 to V2. These short breaks could decrease the
physiological, as well as the psychological strain of the worker in a full day’s work. The
physiological measurements are within the bounds of low risks of long-term damage.
However, there only is a small difference in themeandynamicEA-activity of the shoulder
muscle. The forearm had the highest physiological strain. Hence, it could be feasible to
enable the robot to take over some of the screwing activities, also to reduce the repetitivity
for the work person.

The study does not indicate significant differences between the subjective assess-
ment of the team fluency and the subjective assessment of the physiological strain. The
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subjective assessment is overall positive; especially trust in the robot and the human-
robot team were rated highly. In addition, the participants rated the physiological strain
of the work process moderately. These results are coherent with the study of Klaer et al.,
[8], in which the workstation and work process were assessed regarding the technology
acceptance and received positive results.

The results of this study show that both scenarios would be feasible for the usage in
an industrial environment. If the production time is crucial, V1 should be preferred.

The study is limited by the experience of the participants and by their small num-
ber. There are learning effects especially regarding the cycle time during the first three
assembly processes. This should be taken into account by future studies, i.e. by extending
the familiarisation phase. Also, the study was rather short with two repetitions for each
scenario. More repetitions could lead to stronger effects, especially regarding the sub-
jective assessment. Furthermore, the investigation of longterm effects of the imbalance
of R-Idle and H-Idle would be interesting, especially whether the subjective assessment
of the team fluency would align with the results of Hoffman [7].

Since the task is mainly using the upper extremities, further evaluations could focus
on the m. extensor Carpi ulnaris und the m. deltoideus pars acromialis, if an increased
efficiency is needed.

6 Conclusion

While there were no significant differences between the two scenarios in terms of local
physiological strain, the concept of incorporating physiological strain in the analysis for
the task allocation in a human robot dyad was overall successful. Thus low physiological
strain shows both in the dynamic and static EMG as well as in the subjective assessment.
All in all, the team fluency was also rated positively. The small differences between both
scenarios show that both scenarios are feasible for a gear assembly and research on
human robot cooperation, however, V1 should be preferred, if a smaller cycle-time is
necessary. In order to achieve a more balanced workload in the dyad, a gripper enabling
screwing for the robot could increase the overall performance of the work station.
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Abstract. The aim of a field study was to prove whether the expected relief
of the musculoskeletal system occurs when an active exoskeleton is used. For
this purpose, the seasonal changing of car wheels was chosen as a work task.
The active exoskeleton Cray X was used. The physical stress and strain of 10
professional workers during the wheel change was determined by measuring the
heart rate, analyzing the work pulse and the energy expenditure. In addition, a
survey was conducted with 20 employees to determine the physical stress in dif-
ferent body regions. When comparing the work performed with and without the
exoskeleton, no significant difference was measured for the heart rate. The dif-
ference in the work pulses was only 2 beats per minute. The wheel change with
active exoskeleton required an energy expenditure of 1073 kJ/h. When carried
out without exoskeleton, only slightly reduced values for the energy expenditure
(1066 kJ/h) were registered. However, the objectively undetectable relief is sub-
jectively felt. The strongest differences of the different application scenarios are
found for the lower and upper back (25% and 21% respectively) and for the lower
and upper trunk (11% and 7% respectively) in favor of exoskeletal application.
Nevertheless, it must be concluded, active exoskeletons cannot fundamentally
protect the employee from medium and long-term musculoskeletal disorders by
physically supporting the execution of movements.

Keywords: Manual material handling · Active exoskeleton · Ergospirometry ·
Heart rate · Subjective assessment

1 Introduction

In order to be able to make physically strenuous work in particular less stressful for the
employee and thus hopefully also healthier, the use of active or passive exoskeletons
is increasingly being evaluated in laboratory and field studies. Field studies on active
exoskeletons are however still rare. Exoskeletons are supposed to relieve the hand-arm-
shoulder system and the back, especially during handling procedures. Musculoskeletal
complaints and diseases in these body regions represent a significant societal problem
with a high burden for the health care systems, the economy and the affected persons
themselves [1]. A causal relationship is hypothesized between, on the one hand, high and
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frequent force applications, repetitive activities, static muscle strains and, on the other
hand, musculoskeletal complaints and diseases [2]. The passive and active support sys-
tems are now considered as an opportunity for prevention [3, 4]. The key operating prin-
ciple of these assistive systemsworn directly on the body is to transfermechanical energy
to the human body, thereby reducing physical stress on defined parts of the body [5].

Exoskeletons can be differentiated according to the type of energy supply, the body
region supported, and the degree of fit to human anthropometry [6]. Already widely
used are passive exoskeletons. These are usually a support frame that returns the energy
absorbed and stored during amovement to the user for stabilization ormovement support
[6]. At the current state of the art, it is mainly passive exoskeletons that can be used for
an industrial application. Here, there have been a variety of developments worldwide in
recent years that have improved weight, wearing comfort and manageability.

In contrast, an exoskeleton is said to be “active” if it has one or more electrical
and/or mechanical drive elements, pneumatic or hydraulic cylinders that enhance the
performance of a user’s joint system. Active systems are often still much heavier than
passive systems and have yet to go through the development process of passive systems.
However, development progress is readily apparent and the first systems are marketable,
such as the “Cray X” from German Bionics used in the field study.

The current use case assembly or disassembly and storage or supply of car wheels
represents work tasks that expose people to physical stress due to increased physical
forces and unfavorable postures. In order to be able to evaluate such loads and stresses,
a comparative field investigation was carried out during a car wheel change using the
active exoskeleton “CrayX”. The evaluation focused on the question of the physiological
benefits but also the possible risks of the use of an active exoskeleton during car wheel
changes under field conditions.

2 Methodology

As part of the objective and subjective analysis of working conditions with and without
the use of an active “Cray X” exoskeleton, a field study was conducted in an automo-
tive workshop. Only the use of the measurement technology and the simulated test envi-
ronment or test conditions created an adapted laboratory “microcosm”. The experiments
were performedunder a controlled condition, i.e.without exoskeleton, andunder an inter-
vened conditionwith the use of the “CrayX” exoskeleton. The starting test conditionwas
changed in a controlled manner for each individual subject. The allocation of the sub-
jects to the trials and thus to the start condition was randomized to prevent learning and
sequence effects. The average age of the 20 male car mechanics was 24.9 ± 8.21 years
with an average height of 178.4 ± 6.98 cm, a weight of 83.9 ± 16.09 kg and a BMI of
26.29± 4.17.

The mobile ergospirometry system “Cortex MetaMax 3B-R2” was used for the
recording of the relevant physiological parameters. The spirometry device measures
physical respiratory parameters using “Breath-by-Breath” or “Intra-Breath” measure-
ment technique in- and expiratory oxygen uptake as well as respiratory flow delivery.
The aim is to determine the energy expenditure under real working and environmen-
tal conditions. Furthermore, the system was coupled with the Polar® S810i heart rate
measuring system.
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The work task consisted of a typical wheel change on a working platform. The work
phase consisted of the following work acts:

• unscrewing and removing of a total of four passenger car wheels with subsequent
storage on the ground,

• storing or stacking four separate wheels, which were also on the ground, in a loading
area at a height of 110 cm,

• mounting of the four wheels previously placed on the floor,
• tightening the individual wheel nuts,
• depositing the previously stacked wheels.

After the tests were conducted, the strain experience was evaluated using a modified
body map [7] with the aid of the standardized scale from 0 “no stress” to 10 “maximum
stress” and statistically analyzed [8]. The body map was used to evaluate both the front
side of the body with a total of twelve different body parts and the back side of the
body with six different body parts. A high degree of standardization was used to ensure
the comparability of the responses of the different subjects. In addition, the degree of
reliability of the results from standardized questionnaire surveys is always higher than
with less standardized methods of a survey. The ordinal scaled data were analyzed using
the non-parametric Wilcoxon signed rank sum test. Statistical significance was assumed
from a significance value of 5%.

3 Results

In order to objectify the stress and strain of workingwith an exoskeleton, the assembly of
motor vehiclewheelswas analyzed from an occupational science perspective. In addition
to body posture, the work-physiologically relevant parameters “heart rate”, “work pulse”
and “energy expenditure” were recorded. In the context of the objective presentation of
results, an analytical statistical evaluation had to be omitted due to the small sample size
of 10 subjects.

During the assembly tests, a near-optimal posture was ensured for a large proportion
of the test subjects, regardless of whether the support systemwas used or not. In addition
to an upright posture, a vertical downward upper arm position, an angular position
between the upper and lower arm greater than 90°, and a gaze and head tilt of approx.
30–35° were also required. The test subjects also assumed a body position aligned
“frontally” to the work task. The feet were about hip-width apart and turned slightly
outward. This position formed a “relaxed, upright standing position.” The position of
the back and the position of the center of gravity of the load to be carried or lifted also
have a significant influence on human stress and strain. If lifting and carrying is donewith
a straight back and close to the body, the resulting pressure is transmitted evenly to the
intervertebral disc. There was an increased risk of incorrect stress on the intervertebral
discs, particularly when picking up or putting down the wheels. Figure 1 shows by way
of example that the test subjects differed in their posture or behavior during lifting and
carrying. The manual handling of motor vehicle wheels corresponds to the handling
of medium-heavy loads at an increased cycle frequency when the weight of a wheel
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of a BMW Mini is around 22 kg. If back complaints and movement pain occur as a
result, e.g. due to a bent back posture (cf. Fig. 1, left), as is unavoidable when wearing
the active exoskeleton, these lead to incorrect and relieving postures. This inevitably
results in tension and further incorrect strain and damage to the intervertebral discs.
Even with low load handling, it is important to reduce the prevailing compressive forces
to a minimum with the aid of short lever arms, for example by lifting the wheels with
the back or spine in a straight position from the knees, as can be seen in the right-hand
illustration in Fig. 1.

Fig. 1. Body postures while picking up a wheel with (left) and without active exoskeleton “Cray
X” (right).

The average time required to perform the work task is higher with the exoskeleton
(37.85 s/work cycle) than without the support system (34.4 s/work cycle). The work
pulse profiles measured in the tests show that both the storage and retrieval of the light
alloy wheels weighing approx. 22 kg and the actual assembly and disassembly can be
described as a physically demanding activity.

The average increase in heart ratewithout using the exoskeleton is 45 beats perminute
(bpm). Although the heart rate “only” reaches 43 bpm when using the exoskeleton, both
values are above the endurance level of 35 bpm compared to the resting heart rate
measured in a sitting position. The average resting heart rate was 73 bpm (with and
without exoskeleton). It should be kept in mind that the heart rate response to a given
load depends on several influencing variables. In this context, it is important to note
that every person experiences a decrease in maximum heart rate per year of life with
increasing age. However, for the relatively young subject collective with an average age
of 25.4 years, no problem with cardiac workload was yet to be expected. This is also
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shownby the calculations. The average heart ratewas in relation to themaximumpossible
workload 61% when using the exoskeleton and 63% when not using the exoskeleton,
and was therefore in the uncritical range.

After the presentation of the results of the work physiological parameter, which
represents the strain side of the work, the energy expenditure represents the quantity
with which the stress and thus the severity of the physical work can be characterized in
a numerical value. The most important spirometric parameters include oxygen uptake,
which averaged over all work subjects was 1.14 l/min when using the exoskeleton and
1.13 l/min without using the exoskeleton. The respiratory quotient was calculated from
the oxygen uptake and the carbon dioxide output for both test scenarios in order to
determine the energetic equivalent. The product of the energetic equivalent and the
oxygen uptake per hour results in the gross energy expenditure.

In favor of a detailed comparison, gross energy expendituremust be broken down into
basic energy expenditure and work energy expenditure, which depend on age, height and
body mass. The latter represents the load experienced during work. The basal metabolic
rate for an average age of 25.4 years and according to the Mifflin-St. Jeor formula [9]
is 322 kJ/h or 89 W. Taking into account the efficiency of humans, which according to
[10] is 5–10% in industrial activities, with a power input, i.e. work energy expenditure,
of 1073 kJ/h or 298 W during the use of the “Cray X”, at best 30 W were invested in the
actual work task.

When the test was performed without an exoskeleton, only slightly reduced values
were registered for the work energy expenditure (1066 kJ/h, 296W).With just under 270
W, a considerable heat surplus was produced, assuming an average temperature or room
temperature. With the help of respiratory parameters, different degrees of utilization of
the entire cardiopulmonary system as a functional unit consisting of heart and lungs can
be determined – similar to the degree of utilization of the heart for determining age-
dependent strain. For this purpose, the oxygen uptake is set in relation to the maximum
oxygen uptake, which defines the physical performance limit of the cardiopulmonary
system [11]. Themaximal oxygen uptake can then be calculated according to [12]. Thus,
the subject collective can take up a maximum of about 3 l/min of oxygen. The degree
of utilization of the cardiovascular system accordingly amounts to approx. 40% when
using the exoskeleton, while a degree of utilization of 38% is recorded without support.

In order to be able to comparatively analyze the working conditions in the course of
a motor vehicle wheel change when used with and without an exoskeleton, an important
component of the holistic occupational science analysis was not only the objectification
of the entire cardiopulmonary system, but also a personal statement by each individual
test person regarding the subjectively perceived strain.

As the objective results already showed, the wheel change causes an increased phys-
ical strain. The assessment of the test subjects confirms this finding. The respondent
collective now comprised 20 subjects with an average age of 24.9 years, whereby one
subject had to be excluded due tomissing information. In addition, individual subjects did
not provide complete information, which reduced the sample for individual parameters.
While only the neck and the buttocks caused a weak to moderate strain, the remaining
parts of the body experienced a consistently increased strain. Upper and lower back,
upper arms as well as knees and thighs experience a stronger (>6) and overall strongest
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strain on the scale from 0 to 10. The subjectively perceived additional strain is lower for
the entire shoulder area, the trunk, the hips as well as for the back when using the “Cray
X” than without its application. Only the upper extremities (with the exception of the
elbow) as well as the neck and the feet register an additional strain during exoskeleton
use, but these are marginal compared to use without support. The strongest differences
of the different application scenarios are found for the lower and upper back (25% and
21% respectively) and for the lower and upper trunk (11% and 7% respectively) in favor
of exoskeletal application (cp. Figure 2). The differences are significant for the upper (z
= 2.79, p = 0.005, n = 17) and lower back (z = 2.82, p = 0.005, n = 18). While the
activity without the use of the support system – especially for the lower back – is evalu-
ated approximately as a very strong strain, the same task with the help of the exoskeleton
is only “strenuous” from the subjects’ point of view. If only the ten subjects from whom
objective data were generated are considered in the context of the subjective feedback,
the results are approximately confirmed in comparison to the entire collective.

Fig. 2. Assessment of perceived strain in the upper and lower trunk as well as upper and lower
back in the course of the work task. Mean values over 20 test subjects.

4 Discussion

The “Cray X” was specially designed to reduce the compression pressure in the lower
back area when lifting heavy loads. If a manual handling with straight back is performed
without exoskeleton and loads are lifted and carried close to the body, the pressure is
evenly transferred to the intervertebral disc. In this case, the weight of the load and one’s
own body has only a relatively short lever arm to the spinal column. However, it has
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been shown that even basic ergonomically correct behavior, such as a straight back or
lifting from the knees, is not fully maintained. When transporting the wheel, it is also
difficult to carry the object, which weighs around 22 kg, close to the body due to its
design, and postural work is therefore required. Overall, the partial processes can lead to
compensatory hyperlordosis, i.e., discomfort in the back region or lumbar spine. Due to
the increased demand for oxygen and the worsened blood circulation, the cardiovascular
strain increases in addition to the muscular strain. All activities, including the assembly
and disassembly of the wheels, are performed in a standing position. The employee is
thus exposed to an increased energy expenditure during the entire work performance.

These findings are largely confirmed by the objective results. The work to be per-
formed is individually connected with considerably less effort when using the “Cray X”.
However, the most expected support during the stacking or removal of the wheels with
the help of the exoskeleton could only be proven to a limited extent. The objectively
obtained data show slightly reduced values for the heart rate when using the exoskele-
ton. The energy expenditure is even marginally higher when using the “Cray X” than
without. The weight of 8 kg of the exoskeleton contributes to this.

If a repetitive or high-frequency execution of the work task is assumed, the exoskele-
ton can thus generate physiological advantages for the user in the form of a reduction of
the compression pressure in the lower back area. This finding is significantly confirmed
by the subjectively perceived strain on the test persons, in particular by the fact that
reduced strain on the back, trunk and hips was noted by using the active exoskeleton. In
total, however, there is only a slight advantage in handling the wheels.

5 Conclusions

To what extent the activity analyzed here represents the fitting application scenario
for an active-assistive exoskeleton is doubtful. After evaluation of the data, an overall
view shows that only marginal differences were recorded. Only the pick-up and the
setting down of the wheels was measurably and noticeably supported by the exoskele-
ton. However, this support is only really effective if the body posture without using an
exoskeleton is not ergonomic, i.e. with legs stretched out and back bent. Irrespective of
the application and implementation of such a support system, it seems sensible to inform
employees about possible risks resulting from unfavorable postures and to provide them
with comprehensive training in the areas of load handling and standing workplaces. A
workplace analysis and an associated assessment of the implementation of exoskele-
tons are indispensable in order to generate efficient workplace conditions that minimize
stress.
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Abstract. The use of robotic surgical systems creates new team dynamics in
operating rooms and constitutes a major challenge for the development of crucial
non-technical skills such as situation awareness (SA). Techniques for assessing SA
mostly rely on subjective assessments, observation or interviews; few utilize mul-
timodal measures that combine physiological, behavioural, and subjective indica-
tors. We proposed a conceptual model relating situation awareness with mental
workload (MW), stress and communication. To validate this model, we collected
subjective feedback, measurable behaviours and physiological signals from sur-
geons performing a robot-assisted radical prostatectomy procedure. Preliminary
results suggest that subjective MW is a better indicator of SA than subjective
stress. Physiological measures did not correlate with subjective measures of stress
and MW. Results also suggest that some indicators of communication quality
associated with various levels of SA tend to be linked with surgical complexity.

Keywords: Mental workload · Stress · Communication · Physiological signals ·
Robot-assisted surgery

1 Introduction

Many laparoscopic surgical procedures are increasingly performed with robotic assis-
tance.Robot-assisted surgery (RAS) hasmany advantages for both patients and surgeons.
However, the use of such devices creates new challenges inside the operating room.
Unlike in traditional open surgery or laparoscopic surgery, the robot creates a physical
barrier between the surgeon and the rest of the surgical team and the patient, leading
to altered communication and team dynamics in the operating room (OR). In surgery,
a lack of non-technical skills has been linked to a higher risk of surgical complications
[1]. Non-technical skills such as communication, teamwork and decision-making are
dependent on the operators’ situation awareness (SA) [1]. In this complex environment,
where distributed information is needed to perform the task, developing and maintaining
SA can be difficult [2].
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2 Situation Awareness: Definition and Assessment

2.1 Definition of Situation Awareness

Endsley [3] defines SA as “The perception of the elements in the environment within
a volume of time and space, the comprehension of their meaning, and the projection
of their status in the near future” (p. 36). Yule et al. [4] propose a similar definition
applied to surgery: “developing and maintaining a dynamic awareness of the situation
in the operating room, based on assembling data from the environment (patient, team,
time, displays, equipment), understanding what they mean, and thinking ahead about
what may happen next”. Smith and Hancock [5] propose a definition considering the
influence of other factors on SA and describes this concept as an “adaptive, externally
directed consciousness directly related to stress, mental workload, and other energetic
constructs that are facets of consciousness” (p. 138). Therefore, the influence of other
cognitive factors have to be considered for assessing SA.

2.2 Assessment of Situation Awareness

Several techniques for assessing SA have been developed [6]. One of these, called
“Freeze-probe technique” requires the operator to take a pause during the execution
of a task to answer questions about the situation (e.g., Endsley’s SAGAT survey [7]).
This technique has not been applied to robotic surgery but has been applied in the
medical area [2]. The “Real-time probe technique” is similar except that the questions
are administered while the action is being performed without pause. Situation awareness
can also be assessed using self-rating techniques such as the SART questionnaire [8].
Less intrusive techniques for assessing SA include observations by experts [6]. Some
observation scales focus on assessing an individual operator (e.g., NOTSS [4], ICARS
[9]), while others assess each team member and then derive an overall team score from
individual assessments (e.g.,OTAS[10], SPLINTS [11]). Performancemeasures can also
be used to assess SA [12], as can psychophysiological indicators such as eye-tracking
measures [13], EEG [14] and cardiac activity [15].

SA is a complex cognitive process functioning at a higher level, with underlying fac-
tors such as stress andMW [16]. Thus, an alternative technique for SA assessment would
be to measure some of the factors underlying this development using psychophysiolog-
ical and behavioural measures. Stress, MW and communication are measurable factors
that we consider in our SA model since they are described as having an influence on SA
[5, 17].

3 Model and Hypothesis

We proposed a novel framework for understanding SA in RAS contexts, and modeled
SA and its relationship with measurable multimodal variables, such as communication,
mental workload (MW), stress, heart rate and skin conductance [18]. In this model
(Fig. 1), stress and MW influence each other [19], presumably varying in a similar
way. Stress influences SA [20, 21]. In particular, stressed operators may still believe
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they have good SA, while their mental model of the situation actually diverges from
reality, increasing operational risks. Mental workload influences SA, which may vary
depending on the context [22]. Additionally, MW and stress have an influence on team
communication quality [21]. Finally, communication quality influences SA [17, 23]. For
example, low SA may be associated with repetitions, lack of action verbalization and
the emergence of off-topic discussion in surgery, while high SA may be associated with
numerous action verbalization, and with proximity to the operating table [24].

Fig. 1. Graphical representation of our SA model [18]

The main objective of this research is to validate the proposed model for assessing
SA in RAS with multimodal data. We hypothesized the following:

• H1 Physiological changes should be observed with variations in mental workload and
stress levels.

• H2 Situation awareness can be influenced by the mental workload level on the one
hand, and stress on the other.

• H3 Situation awareness is influenced by communication quality.

4 Method

To validate the model, we collected data from three surgeons of varying levels of expe-
rience, who collectively performed a total of seven radical prostatectomy procedures
using a da Vinci Xi Robotic Surgical System.

4.1 Materials

Self-rating Questionnaires. STAI-6, RTLX and SART, which respectively measures
stress, MW and SA, were used to gather subjective feedback from the surgeons at pre-
defined interruption points during the surgery. The STAI-6 [25] is an effective scale for
assessing perceived stress [6]. The RTLX [26] is a short version of the NASA-TLX, sen-
sitive to variations in MW in laparoscopic surgery. We removed the “physical demand”
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subscale as it is less relevant to our context. Finally, the SART [8] measures an operator’s
subjective SA.

Physiological Measures. An Empatica E4 sensor was used to collect surgeons’ phys-
iological responses such as skin conductance (EDA), heart rate (HR), and heart rate
variability (HRV) throughout the procedure [27]. HR is collected at a frequency of 1 Hz
and EDA at a frequency of 4 Hz.

Communication Indicators. Transcriptions of the surgeons’ verbalizations were
recorded and annotated with a behaviour coding scheme. In this scheme, three types
of exchanges related to the procedure: Requests for task execution, action verbalizations
and teaching. Other exchanges can be related to surgical or robotic materials or irrele-
vant to the surgery. Total ratios for each exchange type were calculated for all phases
of surgery to normalize the data since phases do not have the same duration. Communi-
cation indicators of SA, such as silences, interactions related to surgical task execution,
action verbalization, teaching and irrelevant discussions, were noted [24].

4.2 Procedure

At the start of each surgical procedure, the surgical team was informed of the necessary
interruptions to collect data. Four interruption points were selected based on consultation
with expert surgeons to ensure minimal risk of distraction or surgical complications due
to the interruption. During these breaks, the surgeon completed the three self-rating
questionnaires on stress, MW and SA. Throughout the surgical procedure, audio-visual
and Empatica recordings were continuous.

5 Results

Scores of each questionnaire for all interruption points were analysed using repeated
measures ANOVA followed by a linear regression analysis. A similar analysis was
performed on the physiological data, and the RTLX and STAI-6 questionnaires for
correlations with MW or stress. In addition, each surgeon was asked to rank order the
four surgical phases as a function of perceived difficulty (1: easiest; 2: easy; 3: complex;
4: most complex phase). Friedman-test and Wilcoxon test were performed to analyse
differences in communication patterns across these surgical phases. In these preliminary
analyses, we chose to set the p value at 0.1 [32].

5.1 Self-rating Questionnaires

There were no significant differences across surgical phases for the three questionnaires:
SART (F(3, 18) = 1.885; p = .17); RTLX (F(3, 18) = 1,887; p = .17); STAI-6 (F(3,
18) = 0.623; p = .61). The analyses also showed no correlation between SA and stress
level (t(26)=−0.761, p= .45), but a significant correlation between SA and MW level
(t(26) = 6.981, p < .001). Mental workload and SA scores evolved similarly for each
phase of the procedure.
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5.2 Physiological Measures

Due to artefacts on the HR data, only three surgeries with valid HR and HRV data and
seven with valid EDA data were analysed. While analysis showed significant differ-
ences between phases of the procedure for HR (F(3, 6) = 7.224; p = .02) and HRV
measurements (F(3, 6)= 8.014; p= .016), pairwise comparisons showed no significant
difference between each phase of the procedure for these physiological measurements.
Skin conductance levels were not significant different between phases of the procedure
(F(3, 18)= 2.207; p= .12). Pairwise comparisons showed similar results. Furthermore,
analyses indicated no correlation between all physiological indicators and subjective
measures of stress and MW.

5.3 Communication Indicators

We analysed the patterns of all communication indicators as a function of the complexity
of the four surgical phases. The ratio of silent periods was not different between phases
(X2(3) = 0.429, p = .93), neither was the ratio of verbal exchanges relative to the
task execution, (X2(3) = 5.914, p = .12). However, one-tailed Wilcoxon tests showed
significantly more interactions relative to the task execution in the most complex (4) and
complex (3) phases than the easiest (1) phase (4-1: Z= 25, p= .04; 3-1: Z= 25, p= .04).
There was significantly more interaction relative to task execution in the easy (2) phase
than the easiest (1) phase (2-1: Z = 22, p = .11). Other tests showed no differences.

Analysis of action verbalization showed a significant difference between the phases
(X2(3) = 6.6, p = .09). One-tailed Wilcoxon tests showed significantly more action
verbalization exchanges in the most complex (4) phase than the easiest (1) (Z= 24, p=
.05). They also showed more action verbalization exchanges in the most complex phase
(4) than the complex phase (3) (Z = 27, p = .016).

Nodifferences in teaching exchangeswere foundbetween the different phases (X2(3)
=5.435,p= .14).However,one-tailedWilcoxon tests showedsignificantlymore teaching
exchanges in the easiest phase (1) than all other three phases (1-4: Z= 2, p= .047; 1-3: Z
= 25, p= .039; 1-2: Z= 27, p= .016). Finally, analysis of irrelevant discussions showed
no differences between the phases (X2(3)= 1.258, p= .74).

6 Discussion

6.1 Physiological Measures, Mental Workload and Stress

The results obtained do not support our first hypothesis (H1) that we should observe
physiological changes related to changes in stress and MW. A first explanation of these
results could be the limitations of the Empatica e4 sensor. Indeed, recent studies have
shown that the data collected by this sensor could be strongly degraded due to its low
recording frequency and the presence of artefacts related to the wrist-device’s high
sensitivity to movement [28]. These authors also discussed the validity of EDA and
HRV measurements and their derived parameters measured by this sensor due to the
limitations presented above. Other explanations include the small number of surgical
procedures studied, as well as the large individual differences in physiological data.
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We chose the Empatica e4 sensor for its ease of application and placement in the
operating room, since environmental constraints severely limit the type of device that
can be used. However, considering the difficulties to collect valid physiological data with
this wrist-worn sensor, it would be prudent to consider the use of different measuring
devices such as jackets with embedded physiological sensors instead. These alternate
devices could be worn by all members of the surgical team without disrupting the sterile
field in the operating environment.

6.2 Situation Awareness, Mental Workload and Stress

With regard to our second hypothesis (H2), results did not confirm the role of stress
measured by questionnaire as an indicator of SA, but MW was. Although the STAI-6
scale has already been successfully used to assess stress associated with the execution of
surgical tasks [6], it would appear that it is not suitable for repeated measurement of the
stress felt by operators in a real surgical situation. Regarding MW and SA, our results
showed that these two constructs evolved similarly for each phase of the procedure.
Several hypotheses can explain these results. Endsley [29] questions the design of the
SART questionnaire, which would evaluate cognitive processes close to MW. Another
hypothesis supported by some authors [22, 30, 31] is that a high but reasonable MW
would be necessary to achieve a high level of SA.

Future research could attempt to test our model usingmore appropriate measurement
methods for assessment in a real surgical context. Research could be performed to find
a more relevant stress measurement for this context. Future studies could also work on
the design of an evaluation tool based on the SAGAT questionnaire [7], which would
provide a more reliable measure of the operator’s SA. The assessment tool should focus
on items directly related to the situation.

6.3 Communication Quality, Task Complexity and Situation Awareness

To test H3, we analysed surgeons’ communication patterns according to the complexity
of the surgical phases in order to assess if some indicators associated with various SA
levels are related to task complexity.

Silences and exchanges related to the task execution were analysed with the expec-
tation that surgeons’ communications decrease, and task execution exchanges increase,
with task complexity, presumably due to increased MW and stress. Results showed that
surgeons performed more task execution exchanges in the two complex (3,4) phases
compared to the easiest (1) and tended to perform more task execution exchanges in the
easy (2) phase than the easiest (1) phase. However, no differences in silence patterns
were found between the phases of different complexity. According to the literature, these
results about surgeons’ verbalization and teaching exchanges would suggest better SA in
more complex compared to easier phases. Indeed, high SA has been linked to increased
verbalizations, and a lack of verbalizations with low SA [24]. Here, surgeons performed
more verbalizations in the most complex (4) phase as compared to the complex (3) and
the easiest (1) phases. Similarly, the emergence of off-topic exchanges such as teaching
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and irrelevant discussions has been linked to low SA [21]. Our results showed that sur-
geons performed more teaching exchanges in the easiest (1) phase than in other phases.
Irrelevant discussions did not differ significantly across phases.

In general, most of the significant results regarding communication patterns were
between the easiest and most complex phases. A potential explanation could be that
the different phases of the prostatectomy procedure that we selected do not have large
enough differences in terms of surgical complexity. This could also be directly due to the
radical prostatectomy procedure, which could be an overly standardized procedure with
small differences in complexity between each step of the procedure. This point could
also explain why no significant differences were found between the different phases for
the RTLX, and SART scores.

Other factors potentially influencing communication during surgery could include
the number of operators in the operating room, their familiarity, or the level’s experience
of each operator in the considered surgery. While our results did not fully validate the
hypothesis that surgeons’ communication patterns are influenced by task complexity,
and that communication quality influences SA, we observed some interesting results
about action verbalization and teaching exchanges that can be linked with surgeons’ SA.
However, it should be noted that the interpretation of the data is to be moderated given
the presence of some uncontrolled factors discussed above, and the small sample of
surgeons studied. Nevertheless, these results may provide insights for preparing future
studies in this field.

7 Conclusion

We presented an exploratory study where we collected preliminary data in order to val-
idate a model of operators’ situation awareness and its relationship with mental work-
load, stress and team communication. This study attests to the difficulty of developing a
method to assess SA using multimodal parameters such as subjective, physiological and
behavioural indicators. Contrary to our conceptual model, preliminary data did not sup-
port the role of stress as an indicator of SA, whileMWwas supported. The physiological
data were noisy and thus inconclusive. Finally, the analysis of surgeons’ communica-
tion patterns according to phase complexity raised potential trends of interest, but the
presence of uncontrolled factors prevailed.

Future research to validate our model should involve a larger sample of surgeons,
more reliable physiological sensors, different measures of stress and SA (e.g., SAGAT
questionnaire), and perhaps with a surgical procedure with phases presenting larger
differences in complexity. Finally, given the collaborative nature of the surgical team, it
might be valuable to assess SA for the entire surgical team and not just the surgeon.

References

1. Pradarelli, J.C., Yule, S., Smink, D.S.: Evaluating non-technical skills in surgery. In: Dimick,
J.B., Lubitz, C.C. (eds.) Health Services Research, pp. 125–135. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-28357-5_12

https://doi.org/10.1007/978-3-030-28357-5_12


Using Multimodal Data to Predict Surgeon Situation Awareness 315

2. Gardner, A.K., Kosemund, M., Martinez, J.: Examining the feasibility and predictive validity
of the SAGAT tool to assess situation awareness among medical trainees. Simul. Healthc. 12,
17–21 (2017). https://doi.org/10.1097/SIH.0000000000000181

3. Endsley, M.R.: Toward a theory of situation awareness in dynamic systems. Hum. Factors 37,
32–64 (1995). https://doi.org/10.1518/001872095779049543

4. Yule, S., Flin, R., Paterson-Brown, S., Maran, N., Rowley, D.: Development of a rating system
for surgeons’ non-technical skills.Med. Educ. 40, 1098–1104 (2006). https://doi.org/10.1111/
j.1365-2929.2006.02610.x

5. Smith, K., Hancock, P.: Situation awareness is adaptive, externally directed consciousness.
Hum. Factors: J. Hum. Factors Ergon. Soc. 37, 137–148 (1995). https://doi.org/10.1518/001
872095779049444

6. Anderson-Montoya, B.L., Scerbo,M.W.:Human factors psychology in surgery. In: Stefanidis,
D., Korndorffer, J.R., Sweet, R. (eds.) Comprehensive Healthcare Simulation: Surgery and
Surgical Subspecialties, pp. 153–167. Springer, Cham (2019). https://doi.org/10.1007/978-3-
319-98276-2_14

7. Endsley,M.R.: Situation awareness global assessment technique (SAGAT). In: Proceedings of
the IEEE 1988 National Aerospace and Electronics Conference, Dayton, OH, USA, pp. 789–
795. IEEE (1988). https://doi.org/10.1109/NAECON.1988.195097

8. Selcon, S.J., Taylor, R.M.: Evaluation of the situational awareness rating technique (SART) as
a tool for aircrew systems design. AGARD, Situational Awareness in Aerospace Operations
8 p (SEE N 90-28972 23-53) (1990)

9. Raison, N., Wood, T., Brunckhorst, O., Abe, T., Ross, T., Challacombe, B., Khan, M.S.,
Novara,G., Buffi,N.,VanDer Poel,H.,McIlhenny,C.,Dasgupta, P.,Ahmed,K.:Development
and validation of a tool for non-technical skills evaluation in robotic surgery—the ICARS
system. Surg. Endosc. 31, 5403–5410 (2017). https://doi.org/10.1007/s00464-017-5622-x

10. Healey, A.N., Undre, S., Sevdalis, N., Koutantji, M., Vincent, C.A.: The complexity of mea-
suring interprofessional teamwork in the operating theatre. J. Interprof. Care 20, 485–495
(2006)

11. Mitchell, L., Flin, R., Yule, S., Mitchell, J., Coutts, K., Youngson, G.: Development of a
behavioural marker system for scrub practitioners’ non-technical skills (SPLINTS system):
SPLINTS behavioural marker system. J. Eval. Clin. Pract. 19, 317–323 (2013). https://doi.
org/10.1111/j.1365-2753.2012.01825.x

12. Endsley, M.: Measurement of situation awareness in dynamic systems. Hum. Factors 37, 65
(1995). https://doi.org/10.1518/001872095779049499

13. Tien, G., Atkins, M.S., Zheng, B., Swindells, C.: Measuring situation awareness of surgeons
in laparoscopic training. In: Proceedings of the 2010 Symposium on Eye-Tracking Research
& Applications, pp. 149–152 (2010)

14. Fernandez Rojas, R., Debie, E., Fidock, J., Barlow, M., Kasmarik, K., Anavatti, S.G., Garratt,
M., Abbass, H.: Encephalographic assessment of situation awareness in teleoperation of
human-swarm teaming. In: Gedeon, T., Wong, K.W., and Lee, M. (eds.) Neural Information
Processing, pp. 530–539. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-36808-
1_58

15. Mehta, R.K., Peres, S.C., Shortz, A.E., Hoyle, W., Lee, M., Saini, G., Chan, H.-C., Pryor,
M.W.: Operator situation awareness and physiological states during offshore well control
scenarios. J. Loss Prev. Process Ind. 55, 332–337 (2018). https://doi.org/10.1016/j.jlp.2018.
07.010

16. Koester, T.: Situation awareness and situation dependent behaviour adjustment in themaritime
work domain. Hum.-Centered Comput. Cogn. Soc. Ergon. Aspects. 3, 255 (2019)

17. Nofi,A.A.:Defining andMeasuringSharedSituationalAwareness.Center forNavalAnalyses,
Alexandria (2000)

https://doi.org/10.1097/SIH.0000000000000181
https://doi.org/10.1518/001872095779049543
https://doi.org/10.1111/j.1365-2929.2006.02610.x
https://doi.org/10.1518/001872095779049444
https://doi.org/10.1007/978-3-319-98276-2_14
https://doi.org/10.1109/NAECON.1988.195097
https://doi.org/10.1007/s00464-017-5622-x
https://doi.org/10.1111/j.1365-2753.2012.01825.x
https://doi.org/10.1518/001872095779049499
https://doi.org/10.1007/978-3-030-36808-1_58
https://doi.org/10.1016/j.jlp.2018.07.010


316 A. Lechappe et al.

18. Lechappe, A., Chollet, M., Rigaud, J., Cao, C.G.L.: Assessment of situation awareness during
robotic surgery using multimodal data. In: Companion Publication of the 2020 International
Conference on Multimodal Interaction, pp. 412–416. Association for Computing Machinery,
New York (2020) https://doi.org/10.1145/3395035.3425205

19. Karim, R.U.: The effect of stress on task capacity and situational awareness. Doctoral
dissertation, North Dakota State University of Agriculture and Applied Science (2012)

20. Price, T., Tenan, M., Head, J., Maslin,W., LaFiandra, M.: Acute stress causes over confidence
in situation awareness. In: 2016 IEEE International Multi-Disciplinary Conference on Cog-
nitive Methods in Situation Awareness and Decision Support (CogSIMA), pp. 1–6 (2016).
https://doi.org/10.1109/COGSIMA.2016.7497778

21. Wheelock, A., Suliman, A., Wharton, R., Babu, E.D., Hull, L., Vincent, C., Sevdalis, N.,
Arora, S.: The impact of operating room distractions on stress, workload, and teamwork.
Ann. Surg. 261, 1079–1084 (2015). https://doi.org/10.1097/SLA.0000000000001051

22. Vidulich, M.A.: The relationship between mental workload and situation awareness. In:
Proceedings of the Human Factors and Ergonomics Society Annual Meeting, vol. 44,
pp. 3-460–3-463 (2000). https://doi.org/10.1177/154193120004402122

23. Parush, A., Kramer, C., Foster-Hunt, T., Momtahan, K., Hunter, A., Sohmer, B.: Communi-
cation and team situation awareness in the OR: implications for augmentative information
display. J. Biomed. Inf. 44, 477–485 (2011). https://doi.org/10.1016/j.jbi.2010.04.002

24. Randell, R., Honey, S., Hindmarsh, J., Alvarado, N., Greenhalgh, J., Pearman, A., Long, A.,
Cope, A., Gill, A., Gardner, P., Kotze, A., Wilkinson, D., Jayne, D., Croft, J., Dowding, D.:
A realist process evaluation of robot-assisted surgery: integration into routine practice and
impacts on communication, collaboration and decision-making. Health Serv. Deliv. Res. 5,
1–140 (2017). https://doi.org/10.3310/hsdr05200

25. Marteau, T.M., Bekker, H.: The development of a six-item short-form of the state scale of the
Spielberger State—Trait Anxiety Inventory (STAI). Br. J. Clin. Psychol. 31, 301–306 (1992).
https://doi.org/10.1111/j.2044-8260.1992.tb00997.x

26. Byers, J.C.: Traditional and raw task load index (TLX) correlations: Are paired comparisons
necessary? Adv. Ind. Ergon. Saf. 1, 481–485 (1989)

27. Echeverria, V., Martinez-Maldonado, R., Buckingham Shum, S.: Towards collaboration
translucence: giving meaning to multimodal group data. In: Proceedings of the 2019 CHI
Conference on Human Factors in Computing Systems, pp. 1–16 (2019)

28. Milstein, N., Gordon, I.: Validating measures of electrodermal activity and heart rate variabil-
ity derived drom the Empatica E4 utilized in research settings that involve interactive dyadic
states. Front. Behav. Neurosci. 14, 148 (2020). https://doi.org/10.3389/fnbeh.2020.00148

29. Endsley, M.R.: The divergence of objective and subjective situation awareness: a meta-
analysis. J. Cogn. Eng. Decis. Making 14, 34–53 (2020). https://doi.org/10.1177/155534341
9874248

30. Hendy,K.C.: Situation awareness andworkload:Birds of a feather?Defence andCivil Institute
of Environmental Medicine (1995)

31. Lee, Y.H., Jeon, J.-D., Choi, Y.-C.: Air traffic controllers’ situation awareness and workload
under dynamic air traffic situations. Transp. J. 51, 338–352 (2012). https://doi.org/10.5325/
transportationj.51.3.0338

32. Wasserstein, R.L., Schirm, A.L., Lazar, N.A.: Moving to a world beyond ‘p < 0.05’. The
American Statistician (2020). https://doi.org/10.1080/00031305.2019.1583913

https://doi.org/10.1145/3395035.3425205
https://doi.org/10.1109/COGSIMA.2016.7497778
https://doi.org/10.1097/SLA.0000000000001051
https://doi.org/10.1177/154193120004402122
https://doi.org/10.1016/j.jbi.2010.04.002
https://doi.org/10.3310/hsdr05200
https://doi.org/10.1111/j.2044-8260.1992.tb00997.x
https://doi.org/10.3389/fnbeh.2020.00148
https://doi.org/10.1177/1555343419874248
https://doi.org/10.5325/transportationj.51.3.0338
https://doi.org/10.1080/00031305.2019.1583913


Preliminary Requirements of a Soft Upper-Limb
Exoskeleton for Industrial Overhead Tasks

Based on Biomechanical Analysis

Dario Panariello1,2(B), Stanislao Grazioso1, Teodorico Caporaso1,
Giuseppe Di Gironimo1, and Antonio Lanzotti1

1 Fraunhofer Joint Lab IDEAS, Department of Industrial Engineering, University of Naples
Federico II, 80125 Napoli, Italy

2 Department of Management, Information and Production Engineering,
University of Bergamo, 24044 Dalmine, Italy

dario.panariello@unibg.it

Abstract. In this work we derive the requirements of a soft upper-limb exoskele-
tons starting from the biomechanical analysis of human workers while performing
three different industrial overhead tasks in laboratory settings. The results of the
work allow to define the degrees of freedom which need to be supported to reduce
the biomechanical overloads, as well the dimensional characteristics, in terms of
required lengths and forces, of the soft actuators of the wearable robot.

Keywords: Design · Biomechanics · Wearable robotics · Soft robotics · Soft
exoskeleton · Industrial tasks

1 Introduction

Overhead tasks are considered as the most demanding tasks for the workers in assembly
lines within the automotive industry [1]. These tasks are difficult to automate since they
are really complex and usually involve the production of multiple variants of the same
product; therefore, they are currently performed by workers alone [2].

In the last decade, wearable robots for upper limbs have been implemented in indus-
trial practice to reduce the biomechanical overloading and fatigue of the worker during
daily work. The most adopted technologies in industry are rigid exoskeletons, which
include passive and active systems [3]. These systems are usually designed schema-
tizing the shoulder as a 3 degrees of freedom (DOF) spherical joint, reproducing the
behaviour of glenohumeral joint and neglecting the others articulations, i.e. scapulotho-
racic, sternoclavicular and acromioclavicular joints [4]. In the same way, the elbow joint
is usually modeled as fixed joint; however, the natural elbow axis is not fixed but moves
along the surface of a double conic frustum [5]. These hypotheses cause joint alignment
problems [6]: it is recognized that the motion of rigid exoskeletons is perceived as non-
natural for humans. Furthermore, rigid exoskeletons are invasive for the workers and,
being bulky, in most of cases, they require a modification of workplaces.
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Fig. 1. The proposed biomechanical-based process to derive the functional requirements of a soft
industrial exoskeleton.

Advancements in soft materials and bioinspired design have led to promising solu-
tions for wearable robots. Soft exoskeletons have revolutionized the concept of motion
assistance to human beings, in terms of invasiveness and natural human-robot inter-
action, as they are not related to a rigid structure but directly to human anatomy. The
development of commercially available solutions of soft exoskeletons in the futuremight
encouraging the widespread adoption of assistance devices in industry. The currently
available actuation methods of soft wearable robots are based on [7]: (i) cable-driven
systems, that generate the required movements and forces through cables (or tendons)
[8]; (ii) fluid-driven soft actuators (or pneumatic actuators) [9], that generate specific
movements and forces when pressurized, due to their particular design. They mimic the
mechanisms of human muscles, and are usually based on fabric-based inflatables and
textiles [9] or on pneumatic artificial muscles (PAM) [10].

Most of soft exoskeletons that have been designed and developed in the last years are
intended to be used in assistive daily living tasks and rehabilitative applications, since
they require lower forces than industrial applications. The recent developments of PAM
and textiles able to generate ever higher forces could allow the use of soft wearable
robots also in industrial settings [7].

In this work, we derive the functional requirement of a soft exoskeleton intended
to assist human workers in performing overhead tasks. These requirements are derived
by analysing the biomechanical behavior of human workers during the execution of
such tasks in laboratory settings and from state-of-the-art considerations. The basic
flowchart of the adopted methodology is illustrated in Fig. 1, which underlines the idea
of developing user-centered wearable systems from understanding the human motor
control [11].
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2 Biomechanical Analysis of Overhead Tasks

Three different overhead tasks, i.e. drilling, leveraging and cabling tasks, are performed
at ErgoS Lab, the Laboratory of Advanced Measures on Ergonomics and Shapes at
CeSMA University of Naples Federico II.

2.1 Participants and Experimental Tasks

Participants. Four right-hand volunteer subjects (n = 4), mean age: 24 years (±5),
weight: 84.9 kg (±8.5) and height: 182.5 cm (±6.8), were selected from the local pop-
ulation to participate in the study. All participants did not report any musculoskeletal
disorders or problems over the past twelve months and they do not have or have limited
experience with industrial work.

Task Setup. The experimental platform used to carry out the overhead tasks is composed
by four circular section poles (height-adjustable), which support an overhead platform
composed by a rectangular structure (square section).

Task Description. The overhead tasks selected for the experiments are tasks typically
performed in the automotive industry. They were chosen in order to replicate tasks
with different movements, weight of the tool and complexity [12]. The working heights
selected to perform the tasks depend on the anthropometric characteristics of the subject,
as defined in [13]. The description of the tasks are reported in the following. Drilling task
(DT): the subjects were asked to drill a wooden beam (dimension: 70 × 70 mm) using a
drill (weight: 1850 g) with a wood tip of diameter 10 mm, as illustrated in Fig. 1a; each
trial consisted in three work cycles. Leveraging task (LT): the subjects were asked to
clamp 3 bolts with 2 wrenches (weight: 70 g). The bolts were fixed on aluminum profile
(dimension: 36 × 36 × 2 mm), as shown in Fig. 1b; each trial consisted in three work
cycles. Cabling task (CT): the subjects were asked to insert the cable inside a hole and
finally to perform a knot with both hands, as illustrated in Fig. 1c; this task represents
a simulated light assembly tasks where the subjects do not use a tool. For each trial the
subjects carried out one work cycle. For all the tasks, two trials were conducted and the
recovery time between two consecutive tests was chosen equal to 50% of the duration
of the test.

2.2 Experimental Equipment and Measurement Protocols

Experimental Equipment. Ten infrared digital cameras, sampling frequency: 340 Hz
(SMART DX 6000, BTS Bioengineering), are used as tracking system. Eight inte-
grated force platforms, sampling frequency: 680 Hz (P-600, BTS Bioengineering), are
used to measure the ground reaction forces. Six EMG sensors (FREEEMG 1000, BTS
Bioengineering) are used to measure the muscle activations.

Measurements Protocols. An ad-hocmeasurement protocol, composed of twelve mark-
ers placed on the upper body, was used in the experiments [14]. The identified markers
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allow to reconstruct the motion of the joint angles reported in Table 1. The EMG sensors,
instead, were placed on the subjects’ right upper limb according to [15] and following
the indications given by the SENIAM project. In particular, the EMG sensors are placed
on the muscles reported in Table 2.

2.3 Data Processing

The marker positions, the subject’s forces exchanged with the ground and muscle acti-
vations during the task execution were acquired and processed using BTS SMART
software (BTS Bioengineering). Then, the OpenSim software was used to reconstruct
the joint angles and torques defined in Table 1. Firstly, the OpenSim model, Full-Body
Musculoskeletal Model [16], was scaled in accordance with the anthropometric charac-
teristics of the subject; subsequently the inverse kinematics and inverse dynamics were
computed. The EMG signals, instead, were processed following the steps reported in
[15].

2.4 Results

The results of joint angles and torques are reported in Table 1. The most loaded joints,
for all tasks, are shoulder and elbow flexion-extension. The results of root mean square
(RMS) of normalized muscle activations (NMA) are reported in Table 2. The results
show that the most activated muscles, for the three selected tasks, are anterior deltoid
for shoulder muscles and biceps brachii for elbow muscles.

Table 1. Mean values ± standard deviation of joint angles and torques for the selected tasks. DT:
drilling task; LT: leveraging task; CT: cabling task.

Joint angles [deg] Joint torques [Nm]

DT LT CT DT LT CT

Shoulder
flexion-extension

54.9
(±4.0)

120.4
(±2.5)

107.7
(±11.5)

9.5
(±0.3)

7.5
(±0.5)

7.2
(±0.8)

Shoulder
abduction-adduction

20.1
(±1.9)

10.5
(±1.2)

14.9
(±3.5)

0.7
(±0.1)

0.5
(±0.1)

0.4
(±0.3)

Shoulder rotation 7.9
(±1.2)

36.2
(±4.7)

37.4
(±10.6)

1.1
(±0.1)

0.8
(±0.2)

1.0
(±0.4)

Elbow
flexion-extension

89.1
(±3.5)

57.0
(±3.6)

61.5
(±6.3)

2.0
(±0.1)

1.3
(±0.1)

1.2
(±0.2)

3 Functional Requirements

The results of the biomechanical analysis of the workers while performing industrial
overhead tasks, illustrated in Sect. 2.4, are used here to derive the functional requirements
of the soft exoskeleton for industrial overhead tasks.
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Table 2. Mean values± standard deviation of root mean square (RMS) of the normalized muscle
activation (NMA) for the selected tasks. DT: drilling task; LT: leveraging task; CT: cabling task.

RMS of NMA [-]

DT LT CT

Upper trapezium 0.33 (±0.07) 0.14 (±0.01) 0.12 (±0.04)

Anterior deltoid 0.53 (±0.13) 0.16 (±0.01) 0.14 (±0.02)

Medial deltoid 0.17 (±0.04) 0.09 (±0.01) 0.08 (±0.01)

Rear deltoid 0.07 (±0.02) 0.04 (±0.01) 0.05 (±0.02)

Biceps brachii 0.48 (±0.15) 0.18 (±0.01) 0.13 (±0.07)

Triceps brachii 0.13 (±0.04) 0.10 (±0.04) 0.11 (±0.02)

Movements and Muscles Supported. The most activated muscles, as reported in Table
2, are: anterior deltoid for shoulder movements and biceps brachii for elbowmovements.
Therefore, the soft exoskeleton should be able to support the shoulder and elbow flexion-
extension, thus reducing fatigue to anterior deltoid and biceps brachii.

Table 3. Anthropometric data and measures for the involved subjects in the experiments, as
obtained by using the model in [17].

Variable Description Length [mm]

lua Length of upper arm 366

lfa Length of forearm 460

l1 Distance from the elbow joint to anchor point of upper arm (l1 = 0.27 lua) 98.8

l2 Distance from the elbow joint to anchor point of forearm (l2 = 0.21 lfa) 96.6

l3x, l3y Origin position at the shoulder joint 100

b Distance between anchor point and the center of the upper arm 80

Kinematics and Dynamics. The kinematic and dynamic results, reported in Table 1,
are used to estimate the required forces and lengths of ideal actuators able to support
the arm during the task execution. To do this, we use the kinematic model and the
equations which link the joint angles and torques with lengths and forces as derived in
[17]; the anthropometric data of the subjects involved in this study and the characteristic
measures of the exoskeleton are reported in Table 3. An example of the evolution of the
joint angles, torques, required lengths and forces are shown in Fig. 2. The results for the
most critical conditions are reported in the following: (i) for the shoulder, the maximum
length occurs when the shoulder flexion-extension angle is equal to 0° (lsh,max (α = 0)=
350mm), theminimum length occurs when the shoulder flexion-extension angle is equal
to the maximum range of motion reported in Table 1 (lsh,min (α = 120.4) = 185.8 mm),
the maximum force occurs when the shoulder flexion-extension torque is equal to the
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maximum joint torque reported in Table 1 (fsh,max(τ1 = 9.5) = 75.0 N); (ii) following
the same approach for the elbow, we obtain lel,max (δ = 0) = 197.21 mm, lel,min (δ =
89.1) = 152.6 mm, fel,max (τ4 = 2.0) = 20.05 N. Two ideal soft actuators (one for the
shoulder and one for the elbow) should ensure the lengths and forces illustrated above to
fully support the shoulder and elbow joints while performing industrial overhead tasks.

Fig. 2. Evolution of the joint angles, torques, required lengths and forces for drilling overhead
tasks. α and τ1: shoulder flexion-extension angle and torque; δ and τ4: elbow flexion-extension
angle and torque; lsh and lel: shoulder and elbow required lengths; fsh and fel: shoulder and elbow
required forces.

Anthropometry. In order to realize a custom solution tailored for each worker, the
exoskeleton suit should be designed on the external morphology of the worker. Fur-
thermore, the parameters in Table 3 should be derived from real measurements taken
on the worker’s body, in particular for the anchor points for the actuators, whose posi-
tion is decisive for the overall comfort of the worker and for obtaining the maximum
force transmission between actuators and human joints. To develop custom and tailor
made solutions, suitable 3D body scanners able to reconstruct the 3D body model and
to extrapolate selective anthropometric characteristics should be used, as the INBODY -
Instant Body Scan™ [18] from BeyondShape. An example of a custom and tailor made
design of soft exoskeleton, developed on the real 3D body anatomy, is reported in Fig. 1.

In the following, indications from the literature are used to define the mass, materials
and contact pressure of the soft wearable robot.

Mass and Materials. The current rigid exoskeletons used in industry define the mass
limit, which is equal to 3.5 kg [3]. Soft systems are expected to weigh less, for instance
pneumatic actuators are very light and the weight of the worn system can be estimated
equal to 214 g [19]. The materials must be skin contact and stiff in order to guarantee
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the transfer of the forces due to the contraction of the actuator entirely to the arm. To
do that, the exosuit composed by neoprene material, with thickness ≥ 1 mm (up to a
maximum of 1.5 mm), can be an appropriate solution. Moreover, the anchor point can
be reinforced using flexible plate as proposed in [9].

Contact Pressure. The limit of the contact pressure, defined as the pressure between the
actuator and skin, is defined in such a way that it will not affect blood circulation. The
literature sets the threshold value of the contact pressure to be equal to 10 kPa [20].

4 Conclusions

In this study, we have presented the derivation of functional requirements of a soft
industrial exoskeleton from the biomechanical analysis of the workers and state-of-the-
art considerations. The illustrated process allows to design custom solution to assist the
workers in industrial overhead tasks. The results of this study will be used to develop a
prototype of soft industrial exoskeleton.
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Abstract. The ontological feedback is important to ensure the safety when walk-
ing. The current lower-limb exoskeleton (LLE) systems are developed widely to
assist paraplegia patients without proprioception to stand and walk. Hence, the
paraplegia patients can hardly perceive motions and states of their lower limbs.
The feedback information from an LLE to the paraplegia wearer can remind the
wearer current walking state. They do not need to stare at their feet using visual
feedback when walking, which is important to walking safety and remain mental
model of exoskeleton. What’s more, visual feedback may result high workload
and low safety during paraplegia patients’ walking because they have to change
their visual pattern to notice their feet and walking situations. Therefore, this
paper conducted several auditory feedback experiments aiming to find out the
most adaptive feedback method for the exoskeleton to improve walking safety.
Ten healthy subjects were recruited from the University of Electronic Science and
Technology of China. Firstly, voice- and music-prompt auditory feedback modes
were compared and different prompt lengths/rhythms were set. Then, the advan-
tageous mode was compared with no-feedback mode. In this procedure, different
appearance time of the prompts was set in order to ensure the best effectiveness
of auditory feedback. The accuracy, reaction time, and subjective assessments of
these two auditory feedback modes were compared.

Keywords: Lower-limb exoskeleton · Spinal cord injury · Auditory feedback ·
Voice-prompt feedback mode ·Music-prompt feedback mode

1 Introduction

1.1 A Subsection Sample

Lower-limb exoskeleton systems significantly improve the walking ability and quality
of life of patients suffering from spinal cord injury (SCI). These wearable robots com-
bine developments in fields such as wearable sensing, control engineering, electron-
ics, biomedicine, and mechanics [1]. As gait-training and walking-assistance devices,
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lower-limb exoskeleton systems play an important role in patients’ daily lives and have
become widely used [2]. The ReWalk exoskeleton (ReWalk Bionics Inc., Israel) was the
first such device approved by the U.S. Food and Drug Administration (FDA), in 2015.
It was designed for patients with SCI to use all day at home and in the community [3].
The EksoNR (Ekso Bionics Inc., USA) robotic exoskeleton was the first device to obtain
FDA clearance for use by patients with acquired brain injuries (ABI) [4]. The Hybrid
Assistive Limb (HAL) exoskeleton (Cyberdyne Inc., Japan) makes possible the moni-
toring of muscle contractility through surface electromyography (EMG) at the extensor-
flexor muscle region of the lower limbs [5]. REX (Rex Bionics Inc., New Zealand) is a
hands-free, self-supporting exoskeleton that enables a person with mobility impairment
to stand up and walk [6]. With the development of these systems, the recognition of
human intent and the perception of the environment become increasingly important in
human-exoskeleton interaction [7]. However, due to the lack of proprioception of the
lower limbs, SCI patients do not know the motion states of their legs. Therefore, they do
not have tactile feedback during heel contact. Thus, most patients stare at their feet to
confirm the next state of the exoskeleton, which is cumbersome when walking outdoors.
Therefore, a feedback system is important to prompt the motion state of an exoskeleton
[8].

Vision, tactile sense, and auditory sense are the most important means for humans
to gain information from the environment [9, 10]. Donati et al. employed eight patients
with SCI receiving long-termgait-mode training based on bidirectional human-computer
interaction, which combined virtual reality training, visual tactile feedback, and two
electroencephalograph-controlled robotic actuators with the purpose of rehabilitating
their motor nerves. After 12 months of training, all the subjects showed significant
improvements in somatosensory and muscle control, which led to improvements in their
walking performance [11]. Shokur et al. [12] used visual and tactile feedback to realize
the perception of leg position and different ground conditions in virtual movements for
patients with complete paraplegia. They proposed that tactile feedback is important to
improve the acceptance and utilization rate of prostheses, as well as motor proficiency.
Villiger et al. [13] improved the lower limb function and neuropathic pain of patientswith
chronic incomplete SCI through virtual reality, which combined visual feedback and leg
training. Lieberman et al. [14] developed a wearable vibrotactile feedback suit for motor
training, rehabilitation for neural injury, dance learning, and healthy posture retraining.
The results indicated that the execution target accuracy had improved by 27%, and the
accelerated learning rate by as much as 23%. Some researchers have worked on auditory
feedback of human-computer systems. A control method of an anthropomorphic robot
simulating continuous human speaking through auditory feedback was introduced [15],
which was shown to help analyze the human voice mechanism and establish a new
voice-generation system. The influence of auditory and tactile signals on the operational
performance of a virtual reality hand rehabilitation system was evaluated [16]. The
authors concluded that tactile sense is an important factor in improving the operational
performance of subjects at a high level of difficulty, but auditory feedback was not
significant at all difficulty levels. Zahariev et al. [17] argued that to provide auditory
information while grasping virtual objects can improve movement speed, and auditory
information improves spatial accuracy when tactile information is unavailable. Damiano
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et al. devised the ALEX II exoskeleton. Subjects who tested it with the combination of
kinetic guidance and rhythmic cue modality were capable of improving gait symmetry
after training, whereas people assigned kinetic and visual guidance modality were not
[18].

SCI patients cannot constantly obtain the lower extremity movement status of the
exoskeleton through visual-feedback when walking in complex environments. Lacking
sensation in their lower limbs, they cannot receive feedback through tactile sense. An
efficient feedback mode can guarantee the accuracy and effectiveness of information
interaction between a subject and the exoskeleton. Few exoskeleton systems can pro-
vide an effective feedback mechanism to the wearer. An auditory feedback system may
improve information reception and work efficiency.

To explore the most efficient auditory feedback mechanism and add such a system
to an exoskeleton, we conducted a preliminary study to compare two auditory feedback
modes. We also compared auditory feedback to no feedback to investigate the efficiency
of an auditory feedback system.

2 Methods

2.1 Subjects

Ten healthy subjects (seven males and three females, of age 22.9 ± 2.0 years, height
168.8 ± 8.5 cm, and weight 59.7 ± 9.5 kg) were recruited from the University of
Electronic Science and Technology of China. None suffered from any physiological or
psychological disease, and they signed an informed consent before the experiment. This
study was approved by the Civilian Ethics Committee of the School of Life and Science
and Technology, University of Electronic Science and Technology of China.

2.2 Equipment and Materials

Three types of auditory feedback were compared in this study when the subjects per-
formed the same tasks. These were voice feedback, musical feedback, and no feedback.
In the voice feedback, three lengths of prompt voice commands were set as Table 1
shows. A female voice package from Iflytec Co. Ltd was used to perform the voice
prompts. The voice speed was set to three Chinese words per second, which was the nor-
mal speaking speed. In Chinese, different broadcast scenes requires different speaking
speed. The normal speaking speed is three words per second [19].

The software platform, including the user interface and data storage, was mainly
based on Python. The music prompts were designed as shown in Table 1.

The longer line under the notes represents a beat, which lasts one second in the
program, and the shorter line represents a half-beat. The falling tone, “533 (music tone
is ‘sol mi mi’),” was associated with “from current state to previous state.” If one is
walking, then the previous state can only be to stop walking, and if one is standing, then
the previous state is sitting. Therefore, the same prompt was used for “stop walking” and
“from standing to sitting.” Similarly, tone “335 (music tone is ‘mi mi sol’)” was associ-
ated with “from current state to next state.” This design required subjects to remember
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Table 1. Auditory feedback content based on voice.

Corresponding
scenarios

Prompt commands

Length 1 Length 2 Length 3

Flat ground - up
stairs

Go upstairs Go upstairs, please Begin to go upstairs

Flat ground - down
stairs

Go downstairs Go downstairs, please Begin to go down
stairs

Step over obstacles Step over Step over, please Step over the obstacles

Bypass obstacles Bypass it Bypass it, please Bypass the obstacle,
please

Speed up Speed up Speed up, please Begin to speed up

Slow down Slow down Slow down, please Begin to slow down

Stop walking Stop Stop, please Begin to stop walking

Standing- sitting Sit down Sit down, please Begin to sit down

Standing- walking Walk Walk, please Begin to walk

Sitting- standing up Stand up Stand up, please Begin to stand up

less music prompts, which both reduced the workload and increased the accuracy. The
duration of a beat was one second.

Subjects scored how well the voice/musical prompts matched the current action
according to the Likert five-level scale [20]. The experiment used the scores of different
tonal combinations as criteria to judge the sound as an important reference for the
final tone feedback scheme. Information such as subject options and reaction time was
recorded during the experiment.

After completing all the experiments, the subjects completed questionnaires for the
two auditory feedback modes. The content of the questionnaire included “can judge
directly,” “do not need to remember deliberately,” “widespread application,” and “have
good effects.” The subjects scored each statement according to the Likert scale, where
“1” indicates “strongly disagree” and “5” for “strongly agree.”

2.3 Procedure

The subject randomly received any one of 10 voice prompts, determined the corre-
sponding scene or state, and selected and confirmed the corresponding picture in the
user interface, as shown in Fig. 1. A single experiment consisted of 40 trials. Each
trial recorded information, such as subject options and reaction time, for a period of
approximately 10 min. Subjects completed the trials within five days.

The subjects received musical prompts randomly (the music prompts were designed
as Table 2 shows). Then they selected the corresponding picture in the experimental
interface. A single experiment consisted of 32 trials, each of which recorded information
such as subject options and reaction time for approximately eight minutes. Subjects
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Fig. 1. A figure caption is always placed below the illustration. Short captions are centered, while
long ones are justified. The macro button chooses the correct format automatically.

completed three trials within five days and completed questionnaires after completing
the tasks.

Table 2. Music-based auditory feedback content.

Prompt numbers Prompt commands Corresponding scenarios

1 Flat ground- up stairs 4 71

2 Flat ground- Down stairs 47 1

3 Step over obstacles 6 11

4 Bypass obstacles 22 2

5 Speed up 3 4 5 6 7

6 Slow down 23 1

7
Stop walking 35 3

From standing to sitting 35 3

8
From standing to walking 33 5

From sitting to standing 33 5

The auditory feedback system and a system with no auditory feedback were com-
pared on an AIDER exoskeleton (AssIstive Device for paRalyzed patients, University
of Electronic Science and Technology, Chengdu, China). This experiment was divided
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into no-voice feedback and auditory feedback trials. The procedure of auditory feed-
back trial was shown in Fig. 2, and no-vioce feedback has the same process but without
the prompts. Subjects were required to perform all the motions while wearing AIDER.
In the auditory feedback trial, the exoskeleton automatically adjusted the gait accord-
ing to environmental information, and the subject only needed to confirm the feedback
information and continue walking.

Fig. 2. Process of auditory feedback trial.

2.4 Data Collection and Analysis

Before the experiment, the basic response time of each subject was collected as a baseline
for subsequent experimental data. The experiment was videotaped to record its duration
and the response of the subjects upon receiving feedback. After the experiment was
completed, the subjective perception of the voice and musical feedback modes was
collected by the self-made questionnaire. Information on subjects’ options and reaction
times was recorded during the experiment.

The parameters included the accuracy and reaction time after receiving the prompts,
as well as the scores from questionnaires. IBM SPSS Statistics 22 was used to conduct
the statistical analysis. We used paired t-test to analyze the statistical differences in
reaction time between voice and musical auditory feedback. AWilcoxon nonparametric
test was used to analyze the statistical differences between the questionnaires on the two
methods.

The completion time was recorded for the three methods. A paired t-test was used to
analyze their statistical differences. AWilcoxon nonparametric test was used to analyze
the statistical differences in subjective feelings. The significant level was set on 5%.

3 Results

3.1 Comparison of Two Auditory Feedback Modes

In the comparison of voice and musical prompts as auditory feedback modes, sub-
jects performed motions according to the prompts they received. The accuracy of those
motions was recorded, as shown in Fig. 3. The accuracy rate for voice feedback was
100%, indicating that all subjects could receive information on the next motion solely
by voice (Fig. 3(a)). The average accuracy rate based on the music-prompt feedback
mode was 97.4%, with a median of 97.5%, indicating that most subjects were able to
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confirm the next movement of the exoskeleton through a musical prompt. The paired
t-test results show significant differences between the two feedback modes (t=−3.122,
P = 0.012).

Fig. 3. Accuracy of two auditory feedback modes.

3.2 Comparison of Auditory Feedback System and No-Feedback System

In this trial, the subjects were required to completewalking tasks on an auditory feedback
system and no-feedback system. In the auditory feedback system, two voice-prompt
modes were used for comparison. In the first mode, the prompts appeared in the swing
phase of the previous step when the subjects walked. In the second mode, the prompts
appeared at the standing phase of the previous step. The result of the completion time
was recorded and is shown in Fig. 4.

Fig. 4. Effect of no feedback and two kinds of voice-prompt feedback at different times inwalking
task.

The completion time of the walking task combined with the voice-prompt feedback
was less than that with no feedback. A paired t-test showed a significant difference



332 J. Qiu et al.

between the no-feedback mode and the two voice-prompt feedback modes (no-feedback
mode and first voice-prompt feedback mode: t = 3.307, p = 0.0.004; no-feedback and
second voice-prompt feedback mode: t = 2.56, p = 0.0.019). However, there was no
significant difference between the two voice-prompt feedback modes (t = −0.392, p =
0.699).

The questionnaire about the subjects’ subjective feelings about the voice-prompt
feedbackmode included “can perceive the nextmovement,” “didn’t interferewith normal
walking,” “can respond promptly in first voice-prompt mode,” “can respond promptly in
second voice-prompt mode,” “feel more secure than no feedback,” and “voice feedback
is necessary.” The results (Fig. 5) show that most subjects could clearly perceive the
next movement state of the exoskeleton through voice feedback, and believed that voice
feedback could make it safer to wear the exoskeleton. In the first voice feedback mode,
the subject indicated that the feedback could prompt the next step in time. However, in
the second voice feedback mode, most subjects were incapable of a timely response,
and there is a significant difference between the subjective feelings toward the two
voice-prompt modes according to the Wilcoxon nonparametric test (Z = −2.060, p =
0.039).

Fig. 5. Scores of each question

4 Conclusions

In this paper, the exoskeleton auditory feedback experiment was based on voice and
music prompts. There is a significant difference between the two methods, and sub-
jects scored voice feedback highly on the user-experience questionnaire. As such, voice
prompt should be used as the feedbackmode for the nextmovement state of the exoskele-
ton. To realize the application of voice feedback on an actual lower limb exoskeleton,
we carried out a dynamic verification experiment of the exoskeleton system based on
voice feedback. The feedback enables the subject to clearly perceive the next movement
of the exoskeleton, and makes the exoskeleton more secure. When the voice feedback
appears during the last swing phase, the subject is better able to perceive the feedback
in time compared to feedback at the end of a standing period. Therefore, in the actual
system, the next movement state of the exoskeleton will be fed back by voice at the
previous swing period.
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Abstract. The paper describes the activities of the European project SOPHIA,
Socio-Physical Interaction Skills for Cooperative Human-Robot Systems in Agile
Production. The consortium involves European partners from academia, research
organizations and industry. Themain goal of the project is to develop a newgenera-
tion of CoBots andWearbots and advanced instrumental-based biomechanical risk
assessment tools in industrial scenarios to reduce work-related musculoskeletal
disorders and to improve productivity in industry 4.0.

Further aim of the project is to create the basis for new ergonomic international
Standards for manual handling activities.
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1 Introduction

The new scenarios of a connected and digital world provide opportunities for the
integration of new tools into everyday life and workplaces, the so-called Industry 4.0.

In the workplace, the use of sensor networks and human–robot collaboration (HRC)
technologies are coming more and more to the fore as an opportunity for both biome-
chanical overload risk mitigation and for the adoption of new return-to-work strategies.
On these grounds, the European Union’s Horizon 2020 research and innovation program
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funded, under Grant Agreement No. 871237, the Socio-physical Interaction Skills for
Cooperative Human-Robot Systems in Agile Production (SOPHIA) project with the aim
to develop a new generation of HRC technologies and sensors networks.

Sensor networks, through the continuous and real-timemonitoring of worker’s phys-
iological and biomechanical parameters (by measuring kinematic, kinetic and muscular
activity, etc.), can be used to control the robots through specific interfaces, evaluate the
efficacy of ergonomic interventions and provide vibro-tactile/acoustic/visual stimuli to
the workers to execute the task in a less overloading way to reduce the risk of developing
work-related musculoskeletal disorders (WMSDs).

HRC technologies include wearable assistive robots (WearBots, Exoskeletons) and
collaborative robots (CoBots) able to act on the base of the real needs of the worker,
support him during the working activity with the aim of minimize the biomechanical
load and reduce the probability of WMSDs insurgence.

2 Wearable Sensors and Robotic Technologies: State of the Art

2.1 Wearable Sensors

Recently, commercial and research miniaturized wearable wireless sensors were
introduced in the workplace to monitor workers during their activities.

These sensors include Inertial Measurement Units (IMUs) to measure bodies’ kine-
matics, dynamometers to evaluate subjects’ force and surface electromyography (sEMG)
sensors to analyze the muscle behaviors.

Commonly used IMUs can be accelerometers (uni-/bi- or tri-axial), gyroscopes and
magnetic sensors. Typically, the probes are equipped with three orthogonal accelerome-
ters and three orthogonal gyroscopes tomeasure linear acceleration and angular velocity,
respectively, along three orthogonal axes. These devices are particularly suitable for use
in the workplace since they are portable, easy to wear for the users, monitored remotely
and able to provide a direct feedback to the end-users [1–5].

The forces exchanged by workers with the environment can be measured by highly
reliable [6], easy to use, portable and low-priced hand-held dynamometers. These devices
are placed between a fixed point and the subject’s body part to assess the isometricmuscle
(or muscle group) strength to investigate changes in the functional status of trunk, lower
and upper limbs [7–11]. For a given hand size, forces are also recorded by superior grip
dynamometers, by instrumented gloves (i.e., equipped by force sensitive resistors) or by
force sensor mats applied to handles [12–18]. To adapt to a wide variety of handle sizes
and geometries multi-dimensional grip dynamometers are a valid alternative. In the end,
we can also mention the use of the haptic tools, physical bendable strips that enable the
users to manipulate and apply deformations to digital surfaces and to move and rotate
virtual objects [1].

sEMG sensors are used to investigate the muscle activity during the execution of
manual handling activities. Single- or double differential bipolar recordings using wet
electrodes are the most widely used sEMG measurement methods in the workplace,
since in this case the probes do not interfere with the typical movements performed by
workers thanks to the miniaturization process and wireless communication protocols.
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2.2 Wearable Robotic Technologies

Exoskeletons are wearable devices that help people during the execution of specific tasks
by applying forces and/or torques on one or more joints. They were first developed in the
clinical setting for motor rehabilitation [19] and to support people withmotor disabilities
[20, 21], in military [22] and sport [23] fields.

More recently, the use of exoskeletons has also been extended to the industrial sector,
as they can be an additional tool for reducing biomechanical risk in the workplace. The
exoskeletons essentially differ based on how the torques/forces applied to the human
joints are generated and therefore the first distinction is between active and passive
exoskeletons.

Active exoskeletons are those that generate forces/torques with powered actuators,
such as electric motors, pneumatic or battery-operated exoskeletons. The action of the
exoskeleton is controlled by a computer program based on information acquired through
a series of sensors applied to the body of the subject who uses it (e.g.: sEMG, accel-
erations, angular velocities). Since the functioning of these exoskeletons is based on
the online processing of biomechanical parameters, these exoskeletons they follow the
movement with greater precision than the passive ones for the tasks in which they can
contribute. In addition, those with battery are also easier to move, and therefore more
comfortable to use at workplace, than the tethered ones. On the other hand, however,
these exoskeletons are heavier and less manageable than the passive ones [24].

Passive exoskeletons use elastic elements such as coil springs, compact rota-
tional springs, integrated gas springs or elastic bands [24] for the generation of joint
forces/torques.

Within each of these two macro categories, the exoskeletons are then divided into
soft, rigid, or mixed.

2.3 Collaborative Robots (Cobots)

Collaborative robots, also called cobots [25] are robots based on HRC systems and rep-
resent a natural evolution of industrial robot, because they can solve existing challenges
in industry, i.e., they can help workers to perform physically heavy tasks, thanks to the
ability to physically interact with humans in a shared workspace; moreover, they are
designed to be easily reprogrammed even by non-experts to be used for different roles
[26]. Furthermore, the greater convenience of collaborative systems is their flexibility
[27].

HRC systems were introduced primarily for occupational health (ergonomics and
human factors) reasons [27]. The use of cobots can contribute to economic growth and
the creation of better, healthier, and more attractive working environments for the future
workforce since cobots can simultaneously increase productivity and reduce WMSDs,
which represent the single largest category ofwork-related disease in industrial countries.

Anyhow, several technologies must be in place to enable humans and robots to work
together to achieve shared goals.

So, it is important to distinguish the different ways of interaction. Müller et al. [28]
proposed a classification for the different methodologies in which humans and robots
can work together. They distinguish among: i) coexistence, when human and robot are in
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the same environment, but they do not interact, ii) synchronized if human and robot work
in the same space at different time, iii) cooperation, when human and robot work in the
same workspace at the same time, but they perform different tasks and iv) collaboration,
when human and robot perform the task together.

Regardless of the type of the human-robot interaction, to make it effective, it is fun-
damental to ensure a correct information exchange between the operator and the cobot.
This requires suitable interfaces that monitor human behavior—to properly plan the exe-
cution of the collaborative task—and strategies that increase the mutual awareness of
the human–robot couple [29]. To this scope, as mentioned above, kinematic, kinetic and
physiological sensors networks are available. In addition, other devices are also available
that can enhance the sensory experience when using a cobot, such as wearable haptic
systems to provide the user with the sense of touch [30], or augmented reality systems,
in which components of the digital world may be superimposed upon or composed with
the real world and used in teleoperation [31].

3 The SOPHIA Project Activities

3.1 Standardization

To provide definitions and guidelines for the safe and practical use of cobots in indus-
try, several standards are already available [32–35]. Moreover, none of the ergonomics
standards [36–41], neither the traditional methods listed within them cover the biome-
chanical risk detection when collaborative technologies are used. This gap, together
with the need to strengthen the scientific basis upon which the standards are based [42],
represents the reasons that existing standards should be supplemented or revised or, if
necessary, that new standards should be developed [29].

Literature [43] already evidenced some critical issues such as: their observational
nature, subjectivity, susceptibility to the restrictions of the equations and parameters,
insufficient accuracy, precision and resolution, unclear choices of the preferred methods
of risk assessment over others.

New sensor-based tools for biomechanical risk assessment will be used for quanti-
tative “direct instrumental evaluations” to obtain the rating in standard methods, when
applicable, to measure some parameters otherwise measured with poor precision and
accuracy, necessary to obtain the level of risk.

In this light, SOPHIA is going towork on the need of a revision of current ergonomics
standards to also include the use of these tools for biomechanical risk assessment.

3.2 Reduction of Biomechanical Risk

Bio-electrical activity, skeletal joint kinematics and kinetics data will be used to assess
the worker motor capacity and how it varies over time thus providing a musculoskeletal
model that can predict muscle fatigue and injury based on worker movements. Next
step will be the investigation of the interaction between worker and external systems
(wearable and robots) and to analyze how these impact on biomechanical load. These
data could also be used to develop an online instrumental-based tool for monitoring
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and classifying the biomechanical risk in manual handling activities when standardized
protocols cannot be used or for a confirmation of the rating of observational data with
standard protocols. One more target is to develop wearable devices to monitor human-
motor variables and to render haptic stimuli to specific areas of the worker’s body (e.g.
shoulder, lower back, ankle, knee, etc.) to inform the users about the inappropriateness
of the posture adopted guiding them towards ergonomic postures and a safe action
execution.

3.3 HRC in Work Environment

The European Union (EU) recognizes to HRC technologies a high relevance for the
economic growth and for population health care. EU has planned a Strategic Research
Agenda to provide a strategic overview and a technical guide aimed to identify medium
term research and innovation goals [44, 45] and promotes standardization activities for
a better market adoption and to develop a single digital market [46].

In this light, the SOPHIA project aims to achieve successful and robust HRC through
the process of data from different sensors and to publish a software library and an
open access dataset for benchmarking HRC solutions in collaborative scenarios. It will
be also developed the overall cognitive decision frameworks allowing the human and
robot to collaborate considering human and environment constraints, to guarantee health
(ergonomics) and safety (collision avoidance). In this light it is critical to develop the
social interaction principles (human-centered) to ensure a fluent communication between
workers and HRC technologies.

To improve theflexibility of Fellow-Assistant robots, SOPHIAproject includes activ-
ities focused on the development of stable hierarchical interaction controllers. This will
enable CoBots to reconfigure the collaborative task frame, to simultaneously ensure
human ergonomics and safety requirements and adapt task parameters by optimizing
the required multi-task criteria. Multi-task and multi-person optimization will be central
to the development of CoBot control framework in real environmental scenario.

4 HRC and Work Rehabilitation

SOPHIA project aims to validate the HRC technologies also in the healthcare sector
and in return-to-work rehabilitation of neurological patients with motor disorders and
to develop miniaturized wearable devices to monitor human-motor parameters and treat
specific areas of the worker’s body with tactile stimuli. To achieve these outcomes
the European consortium is developing myoelectric HRC interfaces to study the inter-
action among hybrid work environments and workers with the aim to highlight their
specific residual abilities and unfulfilled potential. Furthermore, the project aims to
design training plans on sEMG based technique for broaden the audience of experienced
professionals in multifactorial movement analysis.

Neurological disease patients can receive remarkable rehabilitation results from the
use of HRC technologies. Ongoing monitoring of sEMG parameters such as muscle
activation timing, amplitude and fatigue play a significant role in the design of innova-
tive active exoskeleton controller systems. The main issue with using sEMG to control
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collaborative wearable trunk and upper limb devices designed to assist neurological
patients, concerns the algorithms applied in human-robot interfaces. Just few years ago
the application of these algorithms was limited due to their inaccuracy in recognizing
the high subjective movement variability of neurological patients. But now, thanks to
machine learning algorithms, these limits have been overcome and HRC technologies
are enhanced and optimized also for people with severe upper and lower limb disabilities
[53].

Hence, SOPHIA project will develop algorithms for the HRC to recognize specific
movement pattern to predict patient’s movement intention.
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Abstract. Representative data of the third European Survey of Enterprises on
New and Emerging Risks (ESENER-3) shows that about 3.5% of the more than
45000 interviewed enterprises have implemented direct human-robot interaction
(HRI). The distribution varies noticeably between countries and once the enter-
prises are separated according to their industry branches. This diverse landscape
of direct HRI in Europe goes along with specific risks and challenges that are
considered being linked to occupational safety and health: need for training, fear
of jobs loss, flexibility requirements for employees regarding working time and
work place as well as repetitive movements.

Keywords: Human-robot interaction · Survey of Enterprises · Diffusion of
technology · Occupational safety and health

1 Introduction

New technologies are continuously emerging in the world of work. One of these are
robotic systems that allow direct interactions with humans. Unclear however is, how
much this technology is diffused in companies throughout Europe today and what kind
of risks and challenges are associated with these systems in practice.

The European Survey of Enterprises on New and Emerging Risks (ESENER) is con-
ducted in a five-year interval and focuses on the assessment and prediction of workplace
related health and safety issues [1] and gives answers to this research questions in its third
wave. The current ESENER-3 dataset of the European Agency for Safety and Health at
Work (EU-OSHA) is therefore analysed to gain insights in the diffusion of this robotic
technology in Europe and to learn more about risks and challenges associated with this
kind of emerging technology.

2 Methodology

First, a descriptive analysis of the weighted source data set is performed to gain infor-
mation on different aspects of the diffusion of this technology like country and branch.
Second, since the enterprises were asked to name emerging technologies und risks and
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challenges, logistic regressions with the unweighted complete data sets for all emerging
technologies is performed since the risks are not associated to a specific technology
class within the questionnaire. Eight logistic regressions are therefore performed for
each of the given risk or challenge as outcome (need for continuous training, prolonged
sitting, expected flexibility for employees in terms of place of work and working time,
increased work intensity or time pressure, repetitive movements, information overload,
blurring boundaries between work and private life and fear of job loss). Odd ratios (OR)
are calculated and reported if significant for HRI. The other emerging technologies not
further reported are

• personal computers at fix workplaces,
• laptops, tablets, smartphones or other mobile computer devices,
• machines, systems or computers determining the content or pace of work,
• machines, systems or computers monitoring workers performance and
• wearable devices such as smart watches, data glasses or other (embedded)
• sensors.

3 Results

On average 3.5% (n = 1611) of all interviewed enterprises reported using robots with
direct interaction capabilities. The highest prevalence can be found in Slovakia (8.7%)
followed by Denmark (6.9%) and the Czech Republic (6.7%). Noticeably below average
lie Greece (1.6%), Cyprus (1.0%) and finally Serbia (0.9%) in last place (see also Fig. 1).

Fig. 1. Proportion of enterprises with HRI in Europe.
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When sorted by branches there are two stand out sections making up about 47% of
all reported human-robot interaction applications. In the manufacturing branch (C), 28%
of enterprises report the use of robots with HRI, followed by wholesale and retail trade
including repair of motor vehicles andmotorcycles (G)with 19%. The lowest percentage
is reported in the classes D (electricity, gas, steam and air conditioning supply) which
accounts for 0.2% and B (mining and quarrying) accounting for 0.3%. Figure 2 shows
the data for all branches.
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Fig. 2. NACE Rev. 2 code of enterprises with HRI.

Also worldwide, the automotive industry remains the largest industry with 30% of
total robot installation, followed by electrical/electronics (25%), metal and machinery
(10%) reported by the International Federation of Robotics in 2019 [2].

In the analysis regarding the discussion of possible risks and challenges through
emerging technologies, only complete sets of data were included. Up to 11679 establish-
ments reported working with at least one emerging technology and answered discussing
at least one risk related to it. The highest prevalence has prolonged sitting (11679 times
discussed), followed by need of training (11664 times discussed) and repetitive move-
ments (11641 times discussed). Least reported, yet still at 11531 and 11483 accounts
respectively, were blurring boundaries and increased work intensity.

In enterprises using HRI the fear of job loss seems to be discussed at a noticeably
higher rate (31%) compared to those who don’t use robots (23%). Similarly, the need
for training is addressed most in establishments with HRI (87%) compared to any other
technology. However, these descriptive findings might be biased since the risks and
challenges were not asked for a specific technology. Therefore, to further investigate
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human-robot interaction and discussed related risks and challenges logistic regressions
are performed. The results support the descriptive data and revealed four out of the eight
risks have a significant interaction with HRI: if robots capable of direct interaction are
introduced to the workplace, it becomes 1.45 more likely that the need for training as
a potential challenge is discussed compared to non-HRI work environments. Second
highest likelihood of discussion in an HRI environment is the fear of job loss (OR =
1.25). Third is employee’s flexibility requirements with an OR of 1.18. Lastly, repetitive
movements have a 1.14 higher likelihood to be discussed.

4 Discussion

While usage of robots throughout Europe is growing, robotic systems with direct inter-
action capabilities are not yet a wide spread technology. The level of distribution varies
widely between European countries and branches. These results are in line with the
prevalence and diffusion recorded by the IFR in 2019. The manufacturing and motor
vehicle related sectors have the highest prevalence in using robots [2]. However, robot
usage already shows a unique development related to the perceived anddiscussed impacts
of their usage, significantly raising the likelihood for the need of training, fear of job
loss, employee’s flexibility requirements as well as repetitive movements as discussed
risks and challenges in practice.

It has to be noted, that the strict selection process applied for the regression analysis
reduces generalizability on a European level. Additionally some model estimates are
rather low suggesting a more complex interaction than the input data is capable of
depicting. However, these results provides a representative data based insight into the
diffusion of HRI in Europe and the possible risks and challenges.

5 Conclusion

About 3.5% of the establishments interviewed in the ESENER-3 survey report the use
of robotic systems with direct interaction capabilities. The usage throughout Europe
varies between 1% and 9%. The manufacturing branch leads the field when it comes
to utilizing these innovative systems. Enterprises using HRI more frequently discuss
risks and challenges such as the need of training, fear of job loss, employee’s flexibility
requirements and repetitive movements compared to non-HRI environments.
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Abstract. Disproportionate exposure to low back cumulative loading (LBCL)
has been implicated as a risk component for development of pain or injury during
performance of lifting tasks. However, addressing LBCL during conceptual work
design is challenging because of a lack of an established and widely accepted
LBCL threshold value. We therefore propose to address the design challenge
using an optimization framework aided by digital human modeling (DHM). We
showcase our approach by simulation of a lifting-carrying-lowering task with 4
different relative weight handling frequencies. We further explore the effects of 4
LBCL integration calculation methods on design outputs. Our results show that
the percentage agreement for the 4 different relative handling frequencies and
integration methods ranged between 89.5% and 100%. Kendall’s coefficient of
concordance values ranged between 0.74 and 1.0 (all with p < 0.0001), showing
good to perfect agreement amongst the solutions. Our proposed approach takes
advantage of DHM task simulation capabilities to simulate proposed lifting sce-
narios and provide solution estimates at the conceptual design phase, a mainstay
in optimal engineering practices.

Keywords: Digital human modeling · Ergonomics 4.0 · Optimization ·
Evolutionary algorithms · Artificial intelligence

1 Introduction

Disproportionate exposure to low back cumulative loading (LBCL) has been implicated
as a risk component for development of pain or injury during performance of lifting
tasks [1]. However, establishment of a threshold limit value (TLV) for LBCL has been
curtailed because of various methodological reasons [1, 2].

To overcome the absence of an established LBCL TLV while understanding the
potential LBCL risk contribution, we propose during conceptual design of lifting tasks
to devise the problem using an optimization framework aided by digital humanmodeling
(DHM). That is, for an allotted lifting task, we define an objective function to minimize
LBCL given a set of productivity constraints. This approach has the benefits of not
only circumventing the lack of a TLV but also provides confidence that an optimal (or
near optimal) solution has not been ignored because of the non-trivial contributions of
different task elements. In addition, the approach takes advantage of developments in
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DHM technology, namely the ability to calculate low back compression time-series in
a simulation environment.

Within this framework, the literature proposes several integration methods to calcu-
late LBCL: Those assuming equal weighting to force and time entities, and those which
weigh the contributions of the compressive force more heavily than the time component
[2]. In practice, the use of different LBCL integration functions may end in different
designs. Thus, it is important to assess whether and to what degree differing optimization
inputs have on the final design output.

In this study, we showcase the use of an optimization framework for minimizing
LBCL and compare different formulations of the objective functions based on different
LBCL integration methods and assess their effect on the design outputs.

2 Methods

We used the task simulation builder module in Tecnomatix Jack digital human model-
ing software (Version 9.0, Siemens) to create a hypothetical lifting task involving the
following elements: 1) Lifting a box from a 0.76 m fixed height conveyor, 2) Carrying
and placing the box in one of 16 storage bin locations, and 3) Returning to the conveyor
to grasp the next box. The aisle distance between the conveyor and storage locations
was set to 1.2 m, and the storage locations were arranged in a 4 × 4 matrix with bins
heights equally distributed between 0.07 m and 1.2 m. Box weights were set to 2 kg.,
5 kg., 10 kg., and 15 kg., and 4 different relative handling frequencies were used for each
weight category given a total of 250 lifts performed over an 8-h period (see example in
Fig. 1). The simulations used a height and weight-scaled 50th percentile male based on
the NHANES 2013–14 anthropometric database.

For each simulation iteration, we calculated compressive forces at the L4–L5 ver-
tebrae level using a three-dimensional, static biomechanical model. Task performance
times were estimated using MTM1 predetermined motion time system. The resulting
compression-time series were integrated according to 4 suggested methods: 2 assuming
equal weighting of force and time, and 2 in which the force values were raised to the
2nd and 4th power, respectively [2].

We devise our objective function per Eq. 1 [2]:

min
∑(

LBCLmi × Freqi
)

for i = 1, n (1)

Where LBCLmi is the integral for box weight category m for task i, Freqi is the
frequency of task i and n are the number of different tasks performed. Our solution is
subject to the constraints of a maximal handling rate of 250 boxes based on four relative
handling distributions (e.g., Fig. 1), and a maximal number of boxes in each storage
location equal to 16.

We solved the optimization problem using an evolutionary algorithm with the fol-
lowing parameter values: mutation rate= 0.075, convergence of 0.01%, and a population
size of 100. We describe our results using percentage agreement of box weights alloca-
tion into specific storage locations for each of the four-relative weight distributions and
LBCL integrationmethods.We further assess agreement acrossmethods usingKendall’s
coefficient of concordance (W), with alpha preset at 0.05.
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2 kg. 0 0 0 13 16 0 16 16 0 0 0 13 0 0 0 13

5 kg. 0 6 16 3 0 16 0 0 0 6 16 3 0 6 16 3

10 kg. 6 9 0 0 0 0 0 0 6 9 0 0 6 9 0 0

15 kg. 10 0 0 0 0 0 0 0 10 0 0 0 10 0 0 0

2 kg. 16 16 16 16 6 6 0 16 16 16 16 16 16 16 16 16

5 kg. 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0

10 kg. 0 0 0 0 0 9 6 0 0 0 0 0 0 0 0 0

15 kg. 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0

2 kg. 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

5 kg. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 kg. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

15 kg. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 kg. 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

5 kg. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 kg. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

15 kg. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Relative Handling Frequency Condition: 80%-10%-6%-4%

Integration 
Method # 1

Integration 
Method # 2

Integration 
Method # 3

Integration 
Method # 4

# of Boxes # of Boxes # of Boxes # of Boxes

Fig. 1. Box storage allocation solutions determined by each of the four LBCL integrationmethods
for the one of the relative handling frequency scenarios, in which 2 kg boxes were handled 80%
of the time, 5 kg boxes were handled 10% of the time, 10 kg boxes were handled 6% of the time,
and 15 kg boxes were handled 4% of the time. For each storage location, the maximal number of
boxes can be stored is 16. One storage location includes 1 column by 4 rows listing the number of
boxes allocated for each weight category. The red-shade bin areas show a task exceeding NIOSH
“Action Level” thresholds of low back compression forces >3400 N.

3 Results

Figure 1 shows an example solution obtained for one of the relative handling frequency
simulations in terms of number of boxes per weight category allocated for storage in each
of the 16 bin locations. For all 4 relative handling frequencies simulated, the percentage
agreement in terms of the number and location of box allocations across the 4 integration
methods ranged between 89.5% and 100%. Kendall’s coefficient of concordance values,
ranged between 0.74 and 1.0, showing good to perfect agreement amongst the unique
solutions.

4 Discussion

Although there appears to be agreement amongst experts that weighting of the force
component is warranted when quantifying LBCL via integration, there is no clear con-
sensus on the validity of onemethod over the other [2]. Our results show that irrespective
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of the LBCL integration method used, the optimization solution is robust for the four
relative weight handling frequencies simulated. In part, the results may be explained
by the close maintenance of rank order amongst the different tasks irrespective of the
integration method, which resulted in algorithm fitness score similarity.

In our study,wedid not include additional ergonomic constraints because of our focus
on examining the effects of different integration methods on the final design outcome.
However, defining such constraints would be a necessity since one ergonomic measure
alone is not likely to satisfy all injury or fatigue pathways. For example, in our study,
several storage allocations exceeded NIOSH’s recommendation of maintaining peak
low back forces below 3400N (Fig. 1). Thus, users of our proposed method or using
a similar optimization approach are encouraged in real design scenarios to identify all
possible contributing factors to task physical demands (e.g., peak low back compression
and shear, energy expenditure, psychophysical thresholds) and incorporate these into
calculation procedures.

A limitation of our approach relates to inherent DHM technological challenges.
In specifics, DHM inverse kinematics posture prediction algorithms differ from real-
istic postures adopted during performance of lifting and other tasks [3]. This presents
a challenge in that variation amongst different workers are not considered in LBCL
calculations. Currently, varying mannequin postures in DHM is a tedious, manual pro-
cess which relies on expert judgement to reflect real world behaviors. Future work and
DHM development should attempt to automate the posture adjustment process based on
motor-control theory and empirical findings that would allow to incorporate variability
between and within workers performing lifting tasks.

In conclusion,we present a practical solution tominimizingLBCLduring conceptual
design of lifting tasks using an optimization framework. The solution appears to be
robust to the method of LBCL integration. The optimization method can aid engineers
in addressing LBCL risk factors early in the design stage in the absence of an established
TLV.
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1 imk Automotive GmbH, Amselgrund 30, 09128 Chemnitz, Germany
lars.fritzsche@imk-automotive.de

2 AnyBody Technoloy A/S, Niels Jernes Vej 10, 9220 Aalborg, Denmark
3 Université de Lorraine, CNRS, 54000 Inria, France

4 Jožef Stefan Institute, Jamova cesta 39, 1000 Ljubljana, Slovenia

Abstract. Exoskeletons are currently introduced for several industrial applica-
tions, but in many cases the efficiency of such devices in supporting heavy physi-
cal work has not been fully proved yet. Biomechanical simulation could consider-
ably contribute to determining the efficiency of exoskeletons in various use cases
with different user populations. In this paper we present an approach to extent
laboratory and field studies by using the software AnyBody Modelling System.
The biomechanical simulation is applied to the “Paexo Shoulder”, a commercial
exoskeleton provided by Ottobock. Results show that the exoskeleton substan-
tially reduces muscle activation and joint reaction forces in the shoulder and does
not increase activation or forces in the lumbar spine. Comparison with labora-
tory measurements show very similar results. This indicates that the simulation
framework could be used to evaluate changes in internal body loads as a result of
wearing exoskeletons and thereby, supplements laboratory experiments and field
tests during exoskeleton design and development.

Keywords: Musculoskeletal modelling · Exoskeleton · Biomechanical
simulation · Industrial exoskeletons · AnyBody Modelling System · Paexo
shoulder

1 Introduction

Industrial exoskeletons can potentially be used for supporting workers in heavy physical
tasks that may be associated with high risks for developing musculoskeletal disorders
(MSDs). Laboratory experiments and field studies are common approaches to evaluate
feasibility and effects of industrial exoskeletons (de Looze et al. 2016). This kind of
research is necessary to get valuable and real-world insights into objective measures
as well as subjective comfort evaluation and acceptance. However, they often require
complex sensor technologies like EMG electrodes that are difficult to use in practice.
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They also do not allow conclusions about internal joint loads or compensatory mecha-
nisms and they are costly or may disrupt ongoing work in field studies. Biomechanical
simulations can tackle these challenges because they can be prepared on a computer
and safely analyzed using digital human models. They also allow to calculate forces or
joint moments inside the body and they can be used for investigating various use cases
without expensive experimental set up.

In this paperwe present an approach to extent laboratory andfield studies by using the
biomechanical softwareAnyBodyModelling System provided byAnyBody Technology
A/S, Denmark. The simulation is applied to the “Paexo Shoulder”, a commercially avail-
able exoskeleton provided by Ottobock SE & Co. KGaA, Germany. It weighs approx.
1.9 kg and is specifically designed to support overhead work. Detailed study results are
published in Fritzsche et al. (in press).

2 Methods

This study applies the simulation framework firstly presented in Galibarov et al. (2019)
using a set of data recorded at a laboratory experiment and compares simulation and
experimental outcomes. The laboratory experiment included 12 participants (all male)
performing an overhead drilling taskwith a hand-held tool (Fig. 1). Detailed descriptions
are presented in Maurice et al. (2020), the data set is available on Zenodo (https://doi.
org/10.5281/zenodo.1472214). All participants performed the task while wearing the
Paexo Shoulder exoskeleton (WE), andwithout wearing it (NE).Whole body kinematics
were retrieved using an Xsens MVN inertial motion tracking suit. Moreover, muscle
activities of the right anterior deltoid and right erector spinae longissimus were recorded
with Biometrics EMG system. Additionally, heart rate and oxygen consumption were
measured as indicators of metabolic effort.

Using the motion capturing data that were recorded at the laboratory experiment,
simulations were created and analyzed with AnyBodyModeling System v.7.3.2 (AMS).
AMS uses a biomechanical human model comprised of most of the muscle elements,
bones, and joints in the body. The system computes muscle activations, joint moments
and reactions forces necessary to generate the specified motions by recruiting muscles
in an optimal way (Damsgaard et al. 2006). In this study, a total of 2.880 trials (12
participants, 2 conditions NE/WE, 5 sets of 24 trials) were simulated and processed
using a Python script (Lund et al. 2019). The processing model used anthropometric
measurements available in the recorded Xsens files to scale corresponding model body
parts to consistently represent body size of the participants (Fig. 2). Inverse dynamics
analysis was then carried out to compute estimations of muscle activities and joint
reaction forces.

Based on the repeated-measures design in the laboratory experiment, simulation data
was grouped into two conditions “with exoskeleton” (WE) and “without exoskeleton”
(NE). Data analysis was also done using a Python script to automatically analyze the
2.880 trials for each simulation variable. Single outlier values beyond three standard
deviations above or below the mean were excluded. Descriptive data analysis included
calculating box-plots and histograms for each variable. Wilcoxon signed-rank test was
used to test for significant differences between the two conditions, since most of the

https://doi.org/10.5281/zenodo.1472214
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Fig. 1. Experimental set up at the laboratory experiment adapted from Maurice et al. (2020).

data was not normally distributed according to Kolmogorov-Smirnov-Test. Results were
considered as statistically significant with α < .05 (two-sided).

Fig. 2. AnyBodyModel with “Paexo Shoulder” exoskeleton (left); application of Paexo Shoulder
model in overhead drilling task (right) (adapted from Fritzsche et al. in press).

3 Results

Results of the AMS biomechanical simulation demonstrate that wearing the exoskeleton
reduces muscle activation in the three deltoid shoulder muscles (anterior, posterior,
lateral) by 74% to 87% compared to the baseline activation with no exoskeleton. Effects
were stronger for the right deltoid muscles than for the left deltoid muscles because
the drilling tool was used in the right hand, whereas the left hand was only needed to
stabilize the body (Fig. 1). Similarly, infraspinatus muscle at the shoulder front showed
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a high baseline activation (NE) at the right side that is reduced by 42% while wearing
the exoskeleton (WE). Other relevant muscles in the shoulder/arm area, such as triceps,
biceps and trapezius, showed a very low baseline activation (<10% of maximal possible
activation in both conditions on both sides). This indicates that these muscles were not
very much involved in the overhead drilling task, although some of them also showed
significant decreases of muscle activation on a low level.

Joint reaction forces in the shoulderwere also analyzed bymeans ofAMS simulation.
The glenohumeral joint forces were reduced between 56% and 80% in all three force
directions while wearing the exoskeleton. Similarly, forces in the acromioclavicular joint
and in the sternoclavicular joint were reduced between 54% and 68% in all directions
while wearing the exoskeleton, with one small opposite effect in the sternoclavicular
medio-lateral force on a very low force level (4.5 N increase in WE condition). Over-
all, results on joint reaction forces are very consistent across different joints and force
directions indicating that the exoskeleton is substantially reducing strain in the shoulder
joints.

Finally, muscle activities and joint forces in the spine were analyzed with the sim-
ulation. Results showed a medium activation pattern in erector spinae muscles on left
and right side (approx. 20%), but there were no significant differences with or without
exoskeleton use. Moreover, compression forces in the L5/S1 disc area were unchanged
in two directions or even slightly decreased (approx. 12%) while wearing the exoskele-
ton. Overall, wearing the exoskeleton did not significantly influence muscle activities or
joint forces in the lumbar spine.

4 Discussion

Results of the AMS simulation study suggest that the Paexo Shoulder exoskeleton is
an effective device to reduce biomechanical strain in overhead drilling tasks. Muscle
activations of the shoulder complex are reduced, which should decrease the fatigue level
of the workers. Similarly, it reduces reaction forces in the shoulder joint supposedly
leading to a decrease in shoulder joint cartilage degeneration rates. The device does not
redistribute the arm loads onto the lumbar spine, indicating that no adverse side effects
for the lumbar spine have to be expected.

Results of the laboratory experiment and the simulation are quite similar for most
parameters: (1) in the lab, measured EMG activity in the anterior deltoid muscle is
decreased by 54% in average; in the simulation, the same muscle activity is reduced
by 74% while wearing the exoskeleton. (2) Muscle activity of the erector spinae does
not show any difference for with/without exoskeleton conditions in both laboratory
measurement and simulation. (3) Metabolic parameters in the lab, such as decreased
oxygen consumption (−33%) and heart rate (−19%), also confirmed that the use of the
exoskeleton is related to reduced strain for the entire body.

In summary, these results are suggesting that the simulation framework is a valid
approach for investigating the effects of exoskeletons supplementing experimental stud-
ies by providing insights into changes inside the human musculoskeletal system. This
framework could be extended by analyzing a variety of basic movements/tasks wearing
the exoskeleton with different human populations. It also allows investigating intended
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main effects aswell as side effects of exoskeletons (and possibly otherwearable devices).
Such analysis can not only be used for product evaluation, but also for improving the
design and functionalities of exoskeletons in the development phase.

Limitations include the exoskeleton fit to the body, because motion of the exoskele-
ton was not tracked during the experiment (virtual fitting of the exoskeleton was done
for each participant according to the manufacturer’s guidelines, but may contain some
discrepancies with reality). Furthermore, experimental and simulation data can only be
compared to some extent, because computed muscle activations represent a percentage
of a maximum muscle force needed to perform motions and do not necessarily match
EMG signals on an absolute scale.

Future research should take into account that the presented study and the simulation
framework was developed based on the evaluation of passive exoskeletons with mechan-
ical components (springs, etc.). It seems more difficult to apply for soft exoskeletons
with mainly textile components and active exoskeletons with external power supply.
Another field of future research is the question how biomechanical simulations can be
prepared without any motion capturing data. AMS already allows to do that, but it still
requires to a lot of expertise and effort to create realistic simulations. Other digital human
models, such as ema Work Designer (Fritzsche et al. 2019) use algorithms for generat-
ing artificial motions with lower effort, which potentially could be used as an input for
AnyBody biomechanical simulations in order to make such studies independent from
lab recordings and allow evaluation of virtual prototypes.
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Abstract. The paper reports an investigation conducted during the DHM2020
Symposium regarding current trends in research and application of DHM in
academia, software development, and industry. The results show that virtual reality
(VR), augmented reality (AR), and digital twin are major current trends. Further-
more, results show that human diversity is considered in DHM using established
methods. Results also show a shift from the assessment of static postures to assess-
ment of sequences of actions, combined with a focus mainly on human well-being
and only partly on system performance. Motion capture and motion algorithms
are alternative technologies introduced to facilitate and improve DHM simula-
tions. Results from the DHM simulations are mainly presented through pictures
or animations.

Keywords: Digital Human Modeling · Trends · Research · Development ·
Application

1 Introduction

Manufacturing systems simulation provides quick, meaningful, low-cost, and low-risk
analysis and insights when used in the process of designing manufacturing systems. In
particular, manufacturing systems simulation can improve a designer’s understanding
of each component’s influence in a manufacturing system without a physical prototype
or implementation of the system (Mourtzis 2020). Digital human modeling (DHM) is
one type of design and manufacturing simulation software that has been developed and
used for decades. The software tools used for DHM incorporate results from research
in fields such as anthropometry, ergonomics, and biomechanics, which, in some cases,
are found in parallel with the software development process. Several anthologies and
papers have been published over the years to document the ongoing activities and trends,
e.g.,Digital HumanModeling for Vehicle andWorkspace Design (Chaffin 2001), Future
Applications of DHM in Ergonomic Design (Bubb 2007), Handbook of Digital Human
Modeling (Duffy 2008), Ergonomic DHM systems: Limitations and trends - A review
focused on the ‘future of ergonomics’ (Alexander and Paul 2014), as well as DHM and
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Posturography (Scataglini and Paul 2019). Furthermore, Zhu et al. (2019) published
a literature review specifying the applications and research trends of digital human
models in manufacturing between 2014 and 2019. Zhu et al. conclude that human–robot
collaboration, augmented reality, and motion planning are areas of focus.

This paper aims to contribute to the ongoing practice of investigating and reporting
trends in DHM research and development, specifically by providing a unique window
into the views of researchers and practitioners in DHM in 2020. The paper reports an
investigation conducted during the DHM2020 Symposium regarding current trends in
research and application of DHM in academia, software development, and industry.

2 Method

The IEA (International Ergonomics Association) Technical Committee on Digital
Human Modeling and Simulation annually arranges a symposium in which researchers,
developers, and industry stakeholders meet to present, demonstrate, and discuss the lat-
est developments and results as well as anticipated needs in the field. Every third year
the DHM symposium is integrated into the triennial IEA congress. The 6th International
Digital Human Modeling Symposium 2020 (DHM2020) was hosted by University of
Skövde in Sweden. The symposium was offered as a hybrid conference due to the
COVID-19 pandemic. One hundred and fourteen participants (20 onsite and 94 online)
from 14 countries were registered for the symposium. Sixty-one participants (54%) rep-
resented universities and research institutes. The remaining 53 participants (46%) were
from companies. Sixteen percent of the participants had worked for more than 20 years
in the field of DHM and 79% less than five years (based on the responses of 44 partici-
pants). During the symposium, an online tool provided by mentimeter.com was used to
carry out polls among the participants. The results of these polls were presented in real
time to the conference participants without any identifying information.

Three types of questions were used for the findings presented in this paper: open-
ended questions, multiple-choice questions, and 100 points questions. Open-ended ques-
tions, such as “What are the current trends in digital human modelling?” allowed par-
ticipants to freely provide a word or a short phrase (typically in English) in response to
a prompt. Real-time results were presented as a word cloud. Multiple-choice questions
offered a limited set of answers to choose from. Depending on the question, participants
could select more than one answer. A final question type allowed users to split 100
points among several categories indicating the relative frequency or importance of the
categories in the specified context. Real-time results from these question types were pre-
sented in the form of a bar graph. The poll questions presented here were related to the
topics of the keynote speakers or the associated sessions and covered areas such as cur-
rent trends, methods for considering diversity, techniques for controlling the manikins,
factors evaluated in the simulations, and how results are visualized and presented. The
questions also covered the majority of general steps in a DHM simulation process.
The simulation process in DHM software typically includes five general steps: create
the environment, create manikins, manipulate manikins, do assessments, and present
and document results (Green 2000; Hanson et al. 2006). The following multiple-choice
questions related to the process were used:
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1. How do you represent human diversity? [boundary cases, company-specific families,
percentiles, random samples, not considered]

2. How do you control/manipulate the manikin? [key frame, motion capture, model-
driven, motion planning, motion synthesis]

3. What factors do you evaluate? [collision, company-specific methods, EAWS, forces
on joints, length of walking, muscle activity, reach, RULA, vision, time to perform
the task]

4. How do you visualize the results from the DHM analysis? [movies on desktop,
experience in VR/HMD, graphs on objective numbers, pictures of results, tables
with numbers, CAVE]

3 Results

Twenty-six attendees answered an open-ended question regarding current trends in digi-
tal human modeling; together they generated 49 keywords (Fig. 1). The most mentioned
terms were virtual reality (VR) and augmented reality (AR). In total these technolo-
gies were mentioned 14 times. Digital twin or real-time fitting trials were mentioned
five times. Usability and acceptance were mentioned four times as trend topics. Three
times the respondents mentioned motion capture or motion modeling. Cognitive mod-
eling, exoskeleton and wearables, dynamics, and safety were each mentioned twice.
Keywords of trends mentioned once were scanning, cloud, machine learning, muscle
strength, body deformation, posture, workplace design, ergonomics, CAD, data science,
system integration, and performance. Three keywords were not understandable or not
relevant.

Fig. 1. Word cloud on the question about current trends in DHM.

Relating to general step 2 of the DHM simulation process, i.e., create manikins,
27 respondents, 18% of the registered participants, answered a 100 points question
about how they represent human diversity when using DHM software. Respondents
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could indicate the relative importance of any of several methods (Fig. 2). The largest
proportion of points (51.5%) was assigned to percentile methods, though only 37% of
respondents assigned points to this method. Percentiles was the categorymost frequently
assigned points by respondents using only one method. 57.1% of these respondents
used percentiles. The most frequently selected method was random samples, which
was assigned at least some points by 59.3% of the respondents, though it only received
approximately 15% of the total points. For the remainingmethods, 25.9% of participants
assigned points to using boundary cases, and 11.1%of respondents use company-specific
manikin families. 55% of the respondents use more than one method. In total, 70.4% of
the respondents use an establishedmethod to consider diversity. 29.6% of the repondents
stated that they did not consider diversity when using DHM tools.

Fig. 2. Methods used for considering human diversity (percent of total responses rounded to
nearest whole number).

Fig. 3. Methods used formanipulating themanikins (percent of total responses rounded to nearest
whole number).

Regarding the third step in the general process, 31 participants responded to a
multiple-choice question about common methods for manipulating manikins (Fig. 3).
Respondents could select multiple methods. Motion capture was reported as the most
common way to manipulate the manikin, used by 54.8% of respondents. Model-driven
(41.9%), motion planning (35.5%), key frame (19.4%), and motion synthesis (16.1%)
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were also used. Notably, 87.1% of respondents indicated that they manipulate manikin
motions using an algorithm, a mathematical model, or a test subject using motion cap-
ture. Only 12.1% of respondents indicated manual manipulation by the use of key frame
as their sole method for manipulating manikins. The majority of respondents (61.3%)
indicated using only a single method, 32.3% indicated two to three methods, and 6.4%
indicated four to five methods.

Twenty-two participants responded to a 100 points question regarding which factors
they evaluate in DHM software (Fig. 4.). Respondents could distribute points among
multiple methods. The largest proportion of respondents assigned points to forces on
joints and reach (both 68.2%), followed by collision (54.5%), muscle activity (50.0%),
vision (50%), company-specificmethods (36.4%), time to perform a task (36.4%), length
of walking (22.3%), EAWS (18.2%), and RULA (18.2%). The majority of respondents
(45.4%) indicated using two to three methods, 31.8% indicated four to six methods,
18.2% indicated seven or more methods and 4.5% indicated only using one method.
63.6% of the respondents used methods for both evaluation of human well-being, i.e.,
forces, reach, muscle activity, company-specific methods, vision, EAWS, RULA, and
evaluation of system performance, i.e., collision, time to perform task, and length of
walking. 36.4% of the respondents evaluated only human well-being. No respondents
focus only on system performance. Participants were also asked a multiple-choice ques-
tion about which cognitive and psychological aspects should be added to modern DHM
software packages. 14 out of 21 (67%) respondents indicated a desire for the ability to
analyse fatigue, task planning, and stress.

Fig. 4. Factors evaluated in DHM tools (percent of total responses rounded to nearest whole
number).

Twenty-five respondents (17% of the registered participants) answered a multiple-
choice question relating to how DHM results are formatted for presentation (Fig. 5).
Respondents could select all the presentation formats that they use to present DHM
results. Accordingly, 68% present simulations results in animations on desktop, 60% in
pictures, 48% in graphs, 32% in tables, 28% in VR, and 4% in a CAVE environment.
88% of respondents indicated they use movies, pictures, or both as a presentation format
for DHM data. 24% of respondents use four or more presentation methods, 52% two
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Fig. 5. How results from DHM analyses are presented (percent of total responses rounded to
nearest whole number).

to three methods, and 24% indicated only one presentation method. In total, of the 67
responses, 66% stated that the DHM results are presented in visual format, and 34%
of the responses indicated the use of objective formats, i.e., presented in graphs and
tables. The majority of respondents (64%) indicated presenting their results using both
objective and visualization formats. The rest of them use only one type of presentation
format with 28% indicating only visualization formats and 8% only objective formats.

4 Discussion

The ability of DHM software to simulate diverse anthropometric manikins, typically
grouped in “families”, is in line with the industrial trend of mass customization. Mass
customization is a production paradigm that focuses on making personalized products
(Hu 2013). A higher degree of automation in the DHM software facilitates this personal-
ization. Some DHM software tools can now handle several different manikins and make
batch simulations based on task descriptions. The fact that nearly all respondents use
established methods to consider human diversity indicates that researchers and users are
making use of the ability of DHM to support inclusive design through diversity simu-
lation methods. The most common diversity method is likely the traditional percentile
method for defining manikins, as indicated by most of the respondents. The remaining
respondents use more advanced mathematical methods or random samples, which also
allows defining diverse manikin families.

The trend to assess a sequence of tasks and the motions in-between instead of a static
posture is clear. These findings are also in agreement with those of Zhu et al. (2019).
They also explain why motion capture and motion algorithms are the most common
ways to manipulate the manikin, as opposed to manual methods. This is also in line with
the industry’s general trend to automate tasks that otherwise require significant human
input (Siderska 2020).

DHM tools are continuously being developed and there is still much to do. Trend
keywords include adding dynamics, body shapes, and cognitive aspects and were also
previously mentioned by Alexander and Paul (2014). The addition of these kinds of
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functionalities and capabilities will most likely continue since the developer trend is to
strive to make the manikin as human-like as possible. However, one challenge on this
front remains the apparent uncanny valley. The uncanny valley was introduced by Mori
(1970), who described people’s reactions to robots that looked and acted almost like a
human. He hypothesized that a person’s response to a human-like robot would abruptly
shift fromempathy to revulsion as it approached, but failed to attain, a lifelike appearance.
The discussion on the uncanny valley typically refers to the appearance and has been
lively in the robotics and film industry area. The discussion is also important for the
DHM community because trust in DHM software results requires realistic presentations
of the results, related both to the appearance of the manikin and to its motions. Trust and
acceptance were mentioned as trend keywords in this study.

Results from the DHM simulations are mainly presented visually in the form of
animations or pictures. This is in agreement with the literature stating that the focus in
DHM research and development is on visualization and rapidly developing technologies
such as VR/AR (Zhu et al. 2019). VR and AR also appeared frequently in the current
survey in response to the open question regarding current trends in DHM. However,
only approximately a third of the respondents stated that they use these technologies to
present their simulation results. There may be several reasons for the low usage of these
technologies, such as the lack of additional objective information provided by VR/AR,
the lack of multi-user VR/AR technologies, the slow integration of VR/AR features
into DHM tools, the additional technical expertise required to run such a system, and/or
the relative newness of most consumer VR/AR solutions. It may also be that while
currently relatively few DHM tool users make use of VR/AR technology, many more do
so than only a few years ago. Similar studies in the future may be able to more clearly
indicate if there is an actual movement towards increased VR/AR adoption in the DHM
community. While we cannot be certain of the reason for the apparent low adoption of
VR/AR technologies, there may be a disconnect between researchers’ expectations that
VR/AR are a current trend in DHM and actual adoption of the technologies in the field.
This suggests that while researchers see a clear benefit, more development is needed to
convince the DHM community to adopt the technologies. Given the general sense that
VR/AR tools can improve 3D design workflows and troubleshooting, further research
on why AR/VR tools are not widely used is suggested to determine what is needed to
make these technologies accessible to DHM tool users.

A parallel trend to VR/AR in the industry focuses on big data and a more data-
driven approach for generating and presenting results (Tao et al. 2018). This trend is not
currently visible inDHM.Big data or similar termswere notmentioned in response to the
open question relating to trends in DHM. Today reach and vision analysis results tend to
mainly be visualized.Muscle activity is evaluated, and results are presented in measures.
Posture evaluation results are presented with both visualizations and objective measures.
DHM users rely most on visualizations for presenting the results. In order to connect
with the big data trend in industry, more objective measures for presenting analysis
results should be introduced in DHM. Along with big data trends, it is also important
to find the balance in DHM software between optimizing both human well-being and
system performance, i.e., in correspondence with the aim of ergonomics according to
the definition of ergonomics by IEA. Currently, most of the respondents use both human
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well-being and system performance in their evaluation. The number of evaluations may
increase focus when the gap between the digital and physical world decreases.

Ignat (2017) states that linking the real-life factory with digital simulations will play
an increasingly important role in global manufacturing. This form of digital and real
links is referred to as a digital twin solution and has shown great promise for anticipating
future design challenges and flaws. DHM simulation can play an important role in this
trend towards using digital twins, providing a simulation of physical designs and the
opportunity to simulate the users of those physical designs. In many ways, the DHM
community appears to be working in line with the aims of digital twin solutions with
their focus on diverse manikins, realistic motions, and robust simulation visualization
tools.

5 Conclusions

The paper reports an investigation conducted during the DHM2020 Symposium regard-
ing current trends in research and application of digital human modeling in academia,
software development, and industry. Based on this investigation, we can say that in
general, DHM tool users use percentiles to represent diversity, the majority use motion
capture or mathematic algorithms to manipulate the manikin, and simulation results are
mainly visualized through pictures and animations and consider both human well-being
and system performance. Furthermore, the results show that there is a general trend to
focus on VR/AR, digital twin and real-time fitting trails, and usability and acceptance.
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Abstract. Lower back and neck pain are common musculoskeletal disorders
(MSDs) among dentists and dentistry students. Increased awareness of ergonomics
during job tasks could help to reduce MSDs. Virtual reality (VR) enhanced den-
tistry training programs are gaining popularity in academia. Quantifying inverse
kinematics (IK) usingVRmanikins thatmimic a user’s body can informergonomic
risk evaluations. We calibrated and investigated one of the IK manikins’ accuracy
compared to motion capture (MoCap) using a novel method.We show that posture
estimation using VR is accurate to less than 10° in 81% of the seated pick and
place tasks for the neck and trunk angles. These results suggest that an accurate
estimation of posture in VR is achievable to inform real-time postural feedback.
This postural feedback can be integrated into VR enhanced training for dental
students to help reinforce ergonomic posture and safer movements.

Keywords: Posture estimation · Ergonomic training · Virtual reality · Inverse
kinematic ·Motion capture

1 Introduction

Musculoskeletal disorders (MSDs) negatively affect dentists worldwide and are even
reported among dental students [1, 2]. The most prevalent regions for pain in dentists
and dental students are the neck (19.8–85%) and back (36.3–60.1%) [2]. Awkward
static postures and poor workplace practices are two main risk factors in developing
MSDs in dentistry [2]. One strategy to reduce low back pain (LBP) and neck pain (NP)
in dentistry students is providing just-in-time intervention (JITI) to reinforce proper
ergonomic posture while learning a new skill. One crucial factor in helping people
maintain a proper ergonomic posture and prevent MSDs is incorporating ergonomic
principles into job training from the first day. Ergonomics training at the workplace
shows higher behavioral translation levels and has lower musculoskeletal risk in an
office environment [3]. Therefore, ergonomics training plays a critical role in preventing
the risk for LBP and NP, and needs to be incorporated into dentistry curricula from the
very beginning with the help of new technologies.
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Virtual Reality (VR) is emerging as a new tool to train and educate workers and
students across many disciplines [4]. VR training aims to create realistic and safe work-
place experiences that allow users to learn how to avoid risks and apply ergonomicswhile
working in demanding environments [5–7]. VR simulation and training have become a
popular pre-clinical training tool in dentistry schools worldwide, and the results have
been promising [8, 9]. Such training helps students develop their technical skills without
the expenses and risks associated with dental models or patients.

VR systems are capable of solving for inverse kinematics (IK) using tracking data.
Head-Mounted Displays (HMD), controllers, and Vive Trackers provide accurate posi-
tion, orientation data, and latency are well within the margins of error compared to the
data obtained from Mocap [10, 11]. The position and orientation data allow for devel-
oping a manikin inside VR by solving the IK to represent the user’s movement and
posture [12–14]. While increasing the number of trackers can improve the IK’s accu-
racy, it will decrease user comfort and increase setup time and cost. Multiple groups
have proposed IK manikins within VR [12–14], but the model’s accuracy has only been
validated qualitatively through questionnaires [12, 13] or by comparing the position and
orientation of the end effector, not the joint angles [13]. To date, no methods have been
proposed to validate these IK manikins quantitively using joint kinematics. Validation
is critical to the further development and implementation of postural estimation in VR
for ergonomics training.

AlthoughMoCap systems can provide us with the most accurate kinematic tracking,
its applications are mostly limited to research environments. In contrast, VR systems
are not as accurate as MoCap but can solve for IK outside of research environments
without the complexity and cost. This study aims to evaluate the IK manikin’s accuracy
in estimating the user’s neck and trunk posture during sitting tasks. We propose a novel
method to quantitively measure the error in the estimated joint angles compared to a
motion capture system (gold standard). Accurate posture estimation in VR would allow
integrating postural feedback and ergonomics to VR training among dentistry students
to encourage ergonomic behavior and identify hazardous movements.

2 Methods

50 

100 

15 

15 

50 
113 

39 

Fig. 1. Table
dimensions in the
setup.

Participants were recruited under the University of Utah Inter-
nal Review Board (IRB: 126927) protocol without any exclusion
criteria.

2.1 Test Procedure

Participants were instrumented with 29 retroreflective MoCap
markers to track the head, trunk, pelvis, and arms (Vicon, Nexus).
Participants were also fitted with a Valve Index Head Mounted
Display (HMD), two Valve Index controllers, three HTC VIVE
Trackers, placed on the lumbar spine (hip), and both feet (Fig. 1).
IK manikin using Final IK (ROOTMOTION) asset was used in
Unity to mimic the participant posture. Virtual markers on the IK
manikin modeled the MoCap markers on the IK manikin. The IK
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manikin size was uniformly calibrated based on a participant’s stature. Then the partic-
ipant was asked to sit on the stool and look forward. The orientation of the head was
corrected in this position. After that, the participant was asked to start neck flexion to
adjust the hip tracker’s position on the IK manikin. This adjustment was performed to
achieve straight back on the IK manikin when they looked straight, and the hip was not
lifted when they performed neck sagittal flexion visually.

After calibration, participants were instructed to pick up a virtual box (10 × 10 ×
10 cm) from a shelf (h= 150 cm), and reach over a trapezoidal desk, Fig. 2, to place the
box in one of three holes (right, middle, and left). Participants were instructed to only
use their right hand. This task was repeated 15 times for each hole. This protocol was
selected to maximize the range of motion (ROM) in the lower back and neck.

2.2 Data Analysis

Virtual marker data were converted to text files, mimicking MoCap file extension. The
VR coordinate system was aligned with the MoCap’s coordinate system, and the data
were exported to Visual 3D (V3D) for kinematic analysis. A V3D model was created
based on the markerset to calculate the neck and trunk angles. The same model was
applied separately to both the virtual markers and MoCap markers for each participant.
The trunk angles were calculated with respect to the lab coordinate system, and neck
angles were calculated with respect to the trunk. “Pick” and “Place” events were defined
for each trial based onmarkers’ position. Pick event was the moment the subject grabbed

Fig. 2. Experimental setup. The upper bodymarkerset was placed on the participant, and the same
markerset was applied to the manikin in VR. Marker data from both the motion capture system
and VR were imported to V3D to calculate the trunk and neck angles.



370 M. Homayounpour et al.

a new box and was defined as 90% of the maximum height of the right finger marker.
Place event was the moment the subject placed the box in the designated hole, and was
defined as the minimum height of the right finger marker. All trials were normalized
from Pick to Place from 0 to 100%. MATLAB 2020a (MathWorks, Natick, MA, USA)
software was used for statistical analysis and plots.

2.3 Statistics

Cross-correlation (Corr) and root mean square error (RMSE) were calculated on the
normalized trials from Pick to Place, comparing the virtual markers (IK manikin) to the
MoCap calculated angles. The trials were divided based on whether the box was placed
in the right, middle, or left holes. Linear mixed models were used to estimate angles for
neck and trunk at Pick and Place for each trial by assigning the source of the data, VR
and Mocap, as the fixed factor and participant as the random factor.

3 Results

Six participants, four females and two males (age 24.9 ± 3.2 y.o (mean ± Std.), height
175.2 ± 8.2 cm, and weight 73.1 ± 7.2 kg) were tested. The neck and trunk maximum
ROM, across all trials, were 45 and 54° in sagittal flexion, 34 and 89° in lateral flexion,
and 46 and 90 for axial rotation, respectively. The IK manikin closely followed the
movement trajectory of the participant in all the trials, Fig. 3. The mean (Std.) cross-
correlation coefficient and the respective RMSE of all trials are reported in Table 1.
The cross-correlation reported for the neck and trunk were higher than 0.88, and the
mean RMSE was within 11.8° in all pains of motion. The neck and trunk angles at Pick
and Place for the right, middle, and left trials are reported in Table 2. The VR system
estimated the angles within 5º of error in 17 out of 36 reported events. The mentioned
errors were within 5 to 10° in 12 out of 36 reported events and greater than 10° in just 7
events.

Table 1. Average of Cross-Correlation (Corr) and root mean square error (RMSE) values in
degrees for the neck and trunk angles.

Sagittal Extension Lateral Flexion Axial Rotation
Corr RMSE Corr RMSE Corr RMSE

Neck .90(.19) 6.7(3.9) .91(.19) 6.6(5.1) .93(.12) 11.8(10.7)
Trunk .99(.03) 9.3(3.5) .89(.25) 4.6(3.3) .88(.20) 9.9(5.7)
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Fig. 3. The mean and Std. of neck and trunk angles from Pick to Place for the left trials.

Table 2. Neck and trunk angles (mean (SE)) measured with the VR system vs. MoCap (ground
truth). The sagittal extension, lateral flexion and axial rotation are reported at the time of Pick and
Place for the right, middle and left trials.

Sagittal Ext. Lateral Flex. Axial Rot.
Pick Place Pick Place Pick Place

R
ig

ht
 Neck VR -7.6(2.9) -34.3(3.1) 1.6(1.7) 18.0(1.6) -15.8(2.5) -26.0(1.9)

MoCap -3.8(0.8) -23.8(0.7) 4.0(0.5) 19.3(0.6) -20.6(0.7) -29.1(0.7)

Trunk VR -1.1(0.7) -26.1(1.8) -2.6(0.8) 23.5(1.7) -7.3(2.1) -14.8(1.1)
MoCap -6.6(0.5) -34.9(0.5) -1.9(0.3) 31.6(0.4) -3.5(0.4) -18.2(0.6)

M
id

dl
e Neck VR -6.0(3.7) -37.0(2.7) -2.0(1.4) -10.5(1.3) -9.3(1.3) 5.0(1.9)

MoCap -4.0(0.8) -30.8(0.6) 0.9(0.5) -1.9(0.5) -16.2(0.6) -5.7(0.5)

Trunk VR -0.7(0.9) -37.9(3.0) -3.5(0.6) -3.4(0.9) -5.3(1.6) -1.7(1.6)
MoCap -6.2(0.5) -49.3(0.7) -2.5(0.2) -1.6(0.6) -0.7(0.4) 7.9(0.6)

Le
ft

Neck VR -6.6(3.4) -25.3(1.5) -4.2(1.2) -25.3(3.1) -11.5(2.6) 31.1(2.0)
MoCap -4.0(0.8) -26.5(0.8) -1.0(0.6) -17.3(1.7) -17.7(1.9) 14.7(2.3)

Trunk VR 0.9(1.3) -29.5(1.9) -4.2(1.1) -23.4(1.7) -1.2(1.4) 16.2(2.5)
MoCap -5.2(0.4) -40.6(0.8) -3.2(0.3) -30.1(0.9) 4.7(0.5) 38.5(0.6)

Errors < 5 degrees
5 < Error < 10 degrees
Error > 10 degrees

4 Discussion

We tested the accuracy of the IK manikin quantitatively using a novel method through
V3D for estimating the neck and trunk angles in a sitting task. The IKmanikin estimated
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the neck and trunk angles within 10° of error in 81% of the measured events across
different tasks. It has been reported [15] that human error in ergonomic assessments,
such as rapid upper limb assessment (RULA), was within 10° for neck and trunk angles;
therefore, the reported IK manikin accuracy is within an acceptable range to be used for
ergonomic assessments. The IKmanikin could be integrated into dental VR training and
warn the trainee if they do not maintain an ergonomic posture.

The accuracy of the estimated posture was variable based on the event. At the Place
event, in trials where the errors were greater than 5°, the neck angles were overestimated
in the IK manikin to compensate for trunk rotation underestimation. The motion of
reaching over a table and placing the box required rotations in both the thoracic and
lumbar spine. This study only used one tracker on the lower back to minimize the
complexity and cost (the feet trackers were not used during the sitting tasks). Since we
did not have a tracker at the thoracic level, the rotation at this levelwas not captured by the
IK manikin. As a result, the IK manikin compensated for that rotation by overestimating
the neck angle. This compensation was most noticeable for trials where the block was
placed in the middle and left holes. This error can be reduced by adding a tracker on the
thoracic segment or moving the lumbar tracker to a higher level of the spine. Also, in
many of the trials, although the IK manikin closely followed the MoCap data, there was
an offset between the two systems, which may be corrected by optimizing the virtual
markers’ placement on the IK manikin.

These results highlight the potential to integrate postural feedback based on
ergonomic principles into VR training, an essential step in preventing MSDs [6]. Inte-
grated postural feedback can reduce the required one-on-one time between an instructor
and user and increase training consistency, which is especially beneficial for dentistry
curricula, demanding many hours of training. Furthermore, integrating an accurate full-
body IK manikin allows users to have the same proprioceptive and visual feedback on
their body positioning and posture and more immersion in VR [16], further reinforcing
a more ergonomic posture.

For future work, we propose improvements in the IK manikin’s marker placement.
This improvement can be made by minimizing the relative distances between the IK
manikin markers and aMoCap markerset after the IK manikin is calibrated. This refined
IK manikin may be used later as a tool to validate the other IK manikins in VR systems.

5 Conclusions

This study proposed a unique method to quantitatively test the accuracy of a VR IK
manikin with integrated inverse kinematics based on joint angles. We created a virtual
markerset on the IK manikin and used it as an input to V3D to compute the neck
and trunk angles during seated tasks representative of dental procedures. These results
suggest that posture estimation can be integrated into VR training, and users should
benefit from real-time feedback to reinforce ergonomic posture.
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Abstract. Simulation technologies arewidely used in industry as they enable effi-
cient creation, testing, and optimization of the design of products and production
systems in virtual worlds, rather than creating, testing, and optimizing prototypes
in the physical world. In an industrial production context, simulation of productiv-
ity and ergonomics helps companies to find and realize optimized solutions that
uphold profitability, output, quality, and worker well-being in their production
facilities. However, these two types of simulations are typically carried out using
separate software, used by different users, with different objectives. This easily
causes silo effects, leading to slow development processes and sub-optimal solu-
tions. This paper reports on research related to the realization of an optimization
framework that enables the concurrent optimization of aspects relating to both
ergonomics and productivity. The framework is meant to facilitate the inclusion
of Ergonomics 4.0 in the Industry 4.0 revolution.

Keywords: Ergonomics · Digital human modeling · Productivity · Simulation ·
Optimization

1 Problem Statement

Simulation technologies are widely used in industry because they enable efficient cre-
ation, testing, and optimization of the design of products and production systems in
virtual worlds, rather than creating, testing, and optimizing prototypes in the physical
world. This saves time and money and facilitates more thorough investigation of the
solution space. Thus, simulation is used to design workstations from a productivity per-
spective. Simulation is also used to assess ergonomics in the design of workstations by
using digital human modeling (DHM) software [1]. However, these two types of sim-
ulations are typically carried out using separate software, used by different users, with
different objectives. This can cause silo effects, leading to slow development processes
and sub-optimal solutions.
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Research has shown that productivity and ergonomics often go hand in hand [2],
since improving workers’ conditions often improves productivity [3, 4]. Sometimes,
however, productivity and ergonomics objectives may be in conflict. Companies need to
find and realize solutions in their production facilities that uphold profitability, output,
and quality, as well as worker well-being. Hence, companies need to consider both
productivity and ergonomics when using simulation tools to improve factories. Previous
studies have considered these aspects at the design level of a workstation [5]. However,
there is a lack of frameworks that can handle an overall perspective, treat productivity
and ergonomics within one tool, and assist production engineers and ergonomists to
find optimal solutions taking both ergonomics and productivity into account. This paper
reports on research related to the realization of an optimization framework that enables
the concurrent optimization of ergonomics and productivity. The framework is meant to
facilitate the inclusion of Ergonomics 4.0 in the Industry 4.0 revolution [6, 7].

2 Method

In information systems research, the design and creation methodology defines the steps
involved in developing and evaluating an artifact, which may be a construct, model,
method, instantiation, or framework [8]. In this paper, design and creation methodol-
ogy is applied to the development of a framework to enable concurrent optimization
of ergonomics and productivity using a simulation-based multi-objective optimization
approach.

3 Results

The proposed framework (Fig. 1) presents a workflow to perform optimizations using
DHM tools so that multi-objective simulation-based optimizations of ergonomics and
productivity can be carried out. Thisworkflowcanbe used bothwithmanual optimization
methods and automatic methods. The flow can be followed either by a user performing
design improvements manually or with the support of optimization algorithms. The
workflow of the framework can be divided into three parts: (1) problem definition and
creation of the optimization model, (2) optimization process, and (3) presentation and
selection of results.

3.1 Part 1 - Problem Definition and Creation of the Optimization Model

The first step in the workflow of the framework is to define the problem (Fig. 1). The
problem can be either a productivity issue, an ergonomics issue, or both, and it must be
capable of being represented in aDHMtool.After defining the problem, the requirements
of the expected result are defined so that ergonomics and productivity targets are defined
as well as the way to assess them and the conditions to end the optimization. These
targets have to be measurable in the simulation results of the DHM tool, such as results
from ergonomics evaluation methods and cycle times, and must represent the needs of
the engineers/ergonomists.
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Fig. 1. Proposed optimization framework for optimization using DHM tools.

The next step is to collect data to define the optimization and create the model in the
DHM tool. The optimization variables, constraints, and objectives of the ergonomics or
productivity factors are defined based on the collected data. The DHMmodel containing
the CAD environment, the human models, and the sequence of actions is then created.
The CAD environment is made up of different elements depending on the case. For
example, in an industrial case, the CAD environment can contain the factory layout, the
resources/tools needed for production, and the product. The human models are defined
so that diversity in the user group is represented. In the industrial case, this corresponds
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to representing diversity in the workforce. The action sequence represents the motions
of the simulation. In an industrial case, the action sequence represents the actions that
the workers perform to complete the tasks and other motions in the CAD environment,
such as the motions of conveyor belts and robots.

3.2 Part 2 - Optimization Process

Once the model has been created, an iterative process is started to perform the optimiza-
tion, following a circular generation-evaluation pattern. The simulation method defines
the different settings for the subsequent simulations, such as collision avoidance and
the motion generation solver (e.g., quasi-static or dynamic), and triggers the simulation
(Fig. 1). The simulation data is extracted, and the targets are assessed by using the pre-
viously defined requirements. These requirements could be related to productivity (e.g.,
cycle time and other production metrics) and/or ergonomics (e.g., criteria of ergonomics
evaluation methods). The assessed targets are input into the optimization method to cal-
culate the optimization objectives. In manual optimizations, the optimization method
and the requirements specification will define whether the optimization is finished; oth-
erwise, only the optimization method (the optimization algorithm) will determine the
end of the optimization. If the optimization has not met the requirements, the optimiza-
tion method provides new variable values that modify the simulation input, and further
iterations are run until the optimization is finished.

3.3 Part 3 - Presentation and Selection of Results

Once the optimization is finished, the results are presented (Fig. 1). The user then starts
an iterative process of selecting solutions using a decision support tool and checking
the solution results to evaluate whether the desired solution has been attained. The
optimization objectives are displayed in the decision support tool to help obtain a good
balance between ergonomics and productivity targets. Once a solution has been chosen,
the optimization process is finished, and a final solution is defined as the result of the
framework.

If no acceptable solution is available among the solutions, the findings need to be
reappraised. This can lead to modifications of the previous steps, such as changes in the
problem definition, requirements specification, data collection, optimization definition,
or the model definition.

4 Discussion

The presented framework allows multi-objective optimizations of ergonomics and pro-
ductivity using various DHM tools. The optimizations can be done by a user performing
design improvements manually, or they can be done automatically using optimization
algorithms. Using optimization algorithms to find optimized workstation designs allows
exploring the solution space by performing a strategic search through feasible solutions
without manually processing each of all possible configurations. However, results from
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the presented framework are sensitive to the accuracy of the virtual model. To obtain reli-
able results, the virtual model must appropriately represent the real world. Digitalization
of the real-world industry and the workers could improve the accuracy of the simulation
models. Such digitalization is one of the objectives of Industry 4.0 and Ergonomics 4.0.
The most mature digitalization level is a digital twin of the factory, including both the
environment and the workers. This digital twin could increase the accuracy of the results
by creating more accurate models using new technologies, for example, motion capture
systems could capture human motions and 3D scanning could capture the environment
[9, 10].
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Abstract. After eliciting 129 potential task-gesture combinations for 23 Smart
TV tasks with a Canadian sample (N = 22), we then conducted studies that col-
lected participant preference scores on mid-air bare-hand gestures for TV control
in both Canada (N = 747) and China (N = 300), and we analyzed the effect
of characteristics of individual participants on gesture preference scores. The
results showed that age and cultural differences are important in determining task-
gesture preferences.While exploratory, the present results indicate a need formore
research in this area and suggest that one of two possible strategies may need to
be adopted in designing future gesture interactions: 1) develop customized task-
gesture combinations for different cultures and different age groups; 2) develop
a core set of task-gesture combination possibilities and let users choose which
gesture they want to use for each task.

Keywords: Mid-air/Bare-hand gesture design · Preference rating · Individual
characteristics

1 Background

Early work on gesture-based interaction focused on table-top interfaces [1]. Gesture
interaction with a TV was also considered, but it still required a hand-held controller
[2]. Other contexts considered for gestural interaction have included driving [3] and
gesturing with wearable devices [4]. In this paper we focus on mid-air gesturing, a
natural interaction method that lets users control a system remotely without needing a
special input device. With embedded cameras on Smart TVs, designers of electronic
devices are considering the use of mid-air free hand interactions to control some of the
major commands on devices such as Huawei’s X65, the Hisense U7, and the Samsung
F-series.While several researchers have proposedmid-air gesture designs for TV control
[5–9], the input method is relatively new to most people and there is as yet no “standard”
vocabulary of gestures. Thus it is difficult for UI designers to design gestures which will
be widely accepted by users, and design recommendations are needed that will help UI
designers choose the right gesture for different combinations of people and tasks.
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2 Objective

Our objective in this research is to understand how the characteristics of individual users
affect preference for gestures, focusing on cultural, age, and sex differences. This is a first
step towards the development of evidence-based design recommendations concerning
how to choose gestures for different groups of people to usewhen carrying out a particular
interaction task.

3 Methodology

We ran two studies, one in Canada and one in China. The gestures used in the preference
evaluation study were based on an earlier gesture elicitation study conducted in Canada
(N = 22) using 23 TV control tasks (see Table 3 in appendix). The gesture elicitation
identified 129 salient gesture-task combinations, or approximately six gestures per task
on average.TheCanadian studyparticipants (N=747) thenused the same23 tasks and87
gestures, with gestures mapped to each task based on the suitability of the gesture for the
task, as identified in the elicitation study, resulting in 129 task-gesture combinations. The
participants in China (N = 300) rated their preference for a subset of 36 of the gestures
matchingwith 12 of the tasks. Both the Chinese and Canadian participants used a 7-point
Likert scale to rate how suitable each gesture was for carrying out/controlling the task
that it was assigned to (Fig. 1). There were a total of 40 gesture-task combinations in
the Chinese study, or a little over three gestures per task on average.

Fig. 1. Example of question and rating screen. The gesture image in this figure is an example
frame from a GIF animation presented in the online questionnaire.

Across the two studies we addressed the following research questions:

• RQ1: Do preferred gestures, and gesture-task combinations differ according to the
age of Canadian participants?

• RQ2: Do preferred gestures, and gesture-task combinations differ according to the
age of Chinese participants?

• RQ3: Do Canadian and Chinese users differ in their preferred mappings of gestures
to tasks?
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4 Results

We began with an analysis of possible bias in use of the rating scale. Chinese participants
tended to use higher ratings, and older people tended to use lower ratings. We ran one
set of analyses assuming that absolute ratings were appropriate, and we used a second
analysis where the ratings were transformed so as to reduce systematic differences in
how participants used the rating scale (c.f. [10]). In this second analysis (reported in
this paper), the rating scale data were transformed for each participant using a percentile
transformation. Each person’s set of rating data was converted to a uniform distribution
between 0 and 1 by converting each rating point to a percentile equivalent and then
dividing by 100.

Preliminary analysis showed that age effects were much stronger than sex effects
in both the Canadian and Chinese samples and thus RQ1 focused on age. We used
linear discriminant analysis (LDA) to identify a subset of task gesture combinations
that differentiated between young (18–24) and older (65+) participants and plotted the
corresponding distributions of normalized preferences as box plots (for the task gesture
combinations having the highest LDA coefficients), first for the Canadian sample (Fig. 2)
and then for the Chinese sample (RQ2, Fig. 3). Descriptions of the Task-Gesture combi-
nations are provided in Table 1 where the first two columns refer to the Canadian sample
and the rightmost two columns refer to the Chinese sample. For the Canadian sample, the
medians for the older people on combinations T7G45, T22G50 and T12G58 are above
the corresponding 75th percentiles for the 18–24 year olds. For the Chinese sample the
medians for older people are similarly higher for T18G40, and perhaps T3G52 but are
lower (the media is close to the 25th percentile for the young participants) for T22G48.

Fig. 2. Boxplot for age group normalized preference comparison (18–24 vs. 65+) among Cana-
dian task-gesture combinations. Plot shows the top 12 (10%) of task gesture combinations ranked
by size of discriminating function coefficient.

We then carried out Linear Discriminant Analysis (LDA) comparing normalized
preferences for overlapping task-gesture combinations between the Chinese and Cana-
dian samples. We conducted LDA and selected the eight gesture-task combinations that
had the highest LDA Coefficients (Table 2), presenting the distributional differences as
box plots (Fig. 4).
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Fig. 3. Boxplot for age group normalized preference comparison among Chinese task-gesture
combinations. Top 8 (20%) task gesture combinations ranked by LDA coefficient.

Table 1. Task-gesture combinations that most strongly differentiate young and old participants
within the Canadian (leftmost two columns) and Chinese (rightmost two columns) samples along
with a description of each combination.

As shown inFig. 4, the largest differences between theCanadian andChinese samples
were with respect to the T18G40, T22G48 and T18G44 combinations.
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Fig. 4. Boxplot for age group preference comparison among Canadian and Chinese data task-
gesture combinations. Plot shows the top 10% of task-gesture combinations ranked by LDA
result.

Table 2. Top differentiating task gesture combinations between Canadian and Chinese
preferences as determined by discriminant function coefficients.

5 Discussion

Our results show that demographic variables influence which gesture will work best
for a particular task. Age and cultural differences seem to be important in determining
task-gesture preferences (but not sex in our study). For the Canadian sample, the older
people (65+) showed higher preferences on combinations T7G45, T22G50 and T12G58
as compared to the 18–24 year olds. T22G50 (cupping the Hand Behind the Ear for
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Volume up) and T12G58 (the thumbs up gesture to confirm something) are gestures
which occur quite frequently in in-person communication, so they may find the gesture
familiar and natural. Cupping the hand behind the ear is also a strategy for effectively
increasing the size of the ear and improving hearing in caseswhere a person (especially an
older person) is having trouble hearing something. For younger people who have grown
up with social media, thumbs up may more likely mean liking rather than confirmation,
thus explaining their lower ratings for the task gesture combination. For T7G45 (the
splayed hand closing to a pinch) may be familiar to some older people as a gesture used
by orchestral conductors to signify completion, which could also be viewed as going
Home. One feature of all three of these combinations is that they only use one hand and
thus tend to use less energy than a two-handed gesture. For the Chinese sample, T22G48
(turning a knob clockwise to volume up) may have been less preferred because it puts
more strain on the hand to make the relatively Fine movement. the largest differences
between the Canadian and Chinese samples were with respect to the T18G40, T22G48
and T18G44 combinations. These effects may reflect cultural differences. For instance
T18G40 (a gesture that moves the palm up to represent a zoom) does not seem natural
to a Canadian. Interestingly the T22G48 (turning a knob clockwise to volume up) was
less preferred by the Chinese sample perhaps reflecting the fact that the younger people
in the Chinese sample were less familiar with that type of analogue technology. For
a complete list of task-gesture combinations used in this research, see Table 3 in the
Appendix.

6 Conclusions

Our results show that there is unlikely to be a “one size fits all” set of gestures that can
be mapped to different tasks and that will work across groups of people with differ-
ent demographics. We observed, even after adjusting scoring bias, cultural differences
between Chinese and Canadian participants as well as demographic differences between
young and old in both the Chinese and Canadian samples. Furthermore, the gestures that
differentiated between young and old in Canada differed from those that differentiated
young and old in the Chinese sample. We should note that the two studies that we
carried out represent exploratory research and that further research is needed to find a
comprehensive set of gesture task combinations that may work for different cultures and
different demographics across, and within, cultures. While the present results are not
comprehensive, they demonstrate significant problems for the one size fits all approach,
with the best task gesture combinations depending on the type of person who will be
using the system. This makes designing a common set of gestures that will suit every-
one very challenging, if not impossible (see also [11]). One strategy for future mid-air
gesture design may be to let people choose, from a small set of gestures, which one they
want to use for a particular task. In this approach, designers will select a promising set
of gestures that map well to a particular task and will then leave the final decision of
which gesture to use to the user.

Acknowledgement. We thank Yanfang Liu and Yubo Zhang for their support in collecting
Chinese data. We also thank Roger Luo for creating gesture illustrations.
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Appendix

Table 3. List of the 129 Gesture Task Combinations used in the Canadian study. The overlapping
subset of 36 combinations used in the Chinese study are highlighted with grey shading.
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Abstract. For designing large-scale products like an airplane, engaging end-users
in the concept phase is difficult. However, early user evaluation is important to
choose the path which fits the user’s needs best. In particular, comfort-related
assessments are difficult to conductwith digitalmodels that are shownon a desktop
PC application. Digital HumanModelling (DHM) plays a role in postural comfort
analysis, while the subjective comfort feedback still largely relied on consulting
with end-users.

This paper applies a human-centered design process and analyses the advan-
tages and disadvantages of using VR prototypes for involving users during con-
cept design. This study focused on using VR prototypes for concept selection and
verification based on comfort assessment with potential end-users.

The design process started with an online questionnaire for identifying the
quality of the design elements (Step 1 online study). Then, alternative concepts
were implemented in VR, and users evaluated these concepts via a VR headset
(Step 2 Selection study). Finally, the research team redesigned the final concept
and assessed it with potential users via a VR headset (Step 3 Experience study).

Every design element contributed positively to the long-haul flight comfort,
especially tap-basin height, storage, and facilities. The male and female par-
ticipants had different preferences on posture, lighting, storage, and facilities.
The final prototype showed a significantly higher comfort rate than the original
prototypes.

The first-person immersion in VR headsets helps to identify the nuances
between concepts, thus supports better decision-making via collecting richer and
more reliable user feedback to make faster and more satisfying improvements.

Keywords: Virtual reality · Concept design · Human-centered Design · Virtual
prototyping · First-person immersion

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
N. L. Black et al. (Eds.): IEA 2021, LNNS 223, pp. 387–393, 2022.
https://doi.org/10.1007/978-3-030-74614-8_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74614-8_48&domain=pdf
http://orcid.org/0000-0002-7095-0170
http://orcid.org/0000-0002-3381-1673
http://orcid.org/0000-0001-5593-8643
http://orcid.org/0000-0002-5148-0521
http://orcid.org/0000-0001-9985-3369
https://doi.org/10.1007/978-3-030-74614-8_48


388 M. Li et al.

1 Introduction

Designing a large-scale product like the Flying-V, the next-generation airplane, engaging
end-users in the concept phase is difficult. However, early user evaluation is important in
choosing the path which fits the user’s needs best. In particular, comfort-related assess-
ments are difficult to conduct with digital prototypes that are shown on a desktop PC
application. Comfort is described as “a feeling of relief or encouragement”, “contented
well-being” and “a satisfying or enjoyable experience” by the Merriam-Webster Dic-
tionary [1]. Despite the diverse perspectives on comfort-related experience, but most
studied agree that “comfort is a subjective experience” [2]. Comfort plays an impor-
tant role in boosting a traveler’s well-being, especially during a long-haul flight. Hence,
comfort is becoming increasingly significant in the interior design of transport systems
like airplanes [2, 3]. Digital Human Modelling (DHM) took the advantages of various
anthropometric parameters in postural comfort analysis for transport systems, while
the subjective comfort feedback still largely relied on consulting with end-users [4].
Torkashvand reported that ‘using the bathroom’ is the second most important activity on
board, influencing general satisfaction [5]. Yao and Vink found that reducing the waiting
time for accessing lavatories and maintaining hygiene and refreshment are key points of
improving long-haul flight comfort [6].

Understanding comfortable hygiene experiences in transportation systems is chal-
lenging, not only due to the privacy and safety issues but also due to the diverse demands
of using public lavatories [7]. The co-creation sessions discovered that the activities
around the basin, such as skin-caring, making-up, hair-styling, shaving, and washing
face and hands are key to the comfortable hygiene experience during long-haul flights
[6]. Considering the limited space of airplane lavatories, we found the following design
elements relevant to the comfort of the long-haul flight: posture, lighting, the height of
tap to the bottom of the basin, storage, and facilities.

The Human-Centered Design (HCD) methodology favors VR prototyping, as a tool
to evaluate concepts in a cost-efficient, time-saving way. VR has been used in different
stages of design processes, e.g. design reviewingwith theCAVE (CaveAutomaticVirtual
Environment) systems [8, 9]. Virtual prototypes enhanced by tactile feedback have been
used in the ergonomic evaluation of cockpit layout and car dashboard designs [10,
11]. A recent study showed that the VR prototype has the same level of confidence as
the visual assessment of real products [12]. However, the suitability of VR prototypes
for selecting design concepts regarding comfort remains unexplored. This suitability
is heavily impacted by whether comfort-related elements like posture, lighting, height,
storage space, and facilities are sufficiently conveyed via VR. This can be explored by
testing which concepts are chosen by users when they are experiencing different VR
prototypes.

1.1 Research Questions

The research aimed at answering how concept design could improve comfort from using
VR and if it enabled potential users to better compare alternative concepts and possibly
select a better solution. The research questions for this study are:
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RQ1:Which design elements of the hygiene experience influence the comfort in long-haul
flight?
RQ2: Which concepts are perceived more comfortable by end-users via showing them
in VR prototyping?
RQ3: Whether VR prototyping helps to improve a comfortable experience?

2 Methodology

In this study, the design process started with an online questionnaire for identifying the
quality of the design elements (Step 1 online study). Then, alternative concepts were
implemented in VR and user evaluation of the selection process was carried out (Step
2 Selection study). Finally, the resulting concept was designed and assessed again by
potential users via VR (Step 3 Experience study).

2.1 Step 1: Online Study

One hundred and one respondents (including 58 females and 43 males) took part in an
online survey on ten design elements related to hygiene activities in a long-haul flight. A
7-point Likert scale was developed based on the Kano model [13]. On the scale, 1 means
“very dissatisfied” while 7 means “very satisfied”. The design elements included larger
standing space, sitting in front of mirrors, storage, tap-basin space, warm lighting, easy-
open door, the waiting-queue, open space, facilities, and changing room. These elements
were categorized into five patterns: one-dimensional, must-be, indifferent, attractive,
reverse [13]. The satisfaction differences between males and females were test via two-
tailed T-tests.

2.2 Step 2: Selection Study

Twenty-eight students (including 12 males and 16 females) participated in the concept
selection in the VR Lab of the Delft University of Technology. A 7-point Likert scale
was used for collecting the comfort level (1 means “very uncomfortable”, 7 means “very
comfortable”). Ten concepts were evaluated regarding five design elements. The con-
cepts were shown in an HTC Vive headset (1080 × 1200 per eye). A 1:1 cardboard
enclosure provided the tactile feedback of the VR space. After filling in the informed
consent, participants rated their comfort level when a concept was shown to them. Each
concept was displayed for 40 s and was randomized for each participant. After the eval-
uation, the participants had an oral reflection session for collecting qualitative feedback.
The means were calculated. Wilcoxon matched-pair signed-rank test was applied to
compare the concepts.

2.3 Step 3: Experience Study

Thirty-three participants joined the final assessment of the lavatory concept at the same
lab. A similar comfort questionnaire, a realistic questionnaire, and the Presence Ques-
tionnaire (PQ) were used for accessing the immersive experience. A predefined instruc-
tion asked participants to imagine that they were in a long-haul flight while seeking
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refreshment. They simulated refreshing activities in their preferred ways in the virtual
environment. After the simulated usage, they filled in the questionnaires. The means and
standard deviation were calculated.

3 Results

3.1 Step 1: Online Study

All elements are one-dimensional except open space and facilities while sitting pos-
ture and change room have more diverse distribution (Fig. 1a). Considering the gender
differences, the males preferred sitting more and females liked larger standing space
(Fig. 1b).

Fig. 1. (a) Design quality for the elements; and (b) for different genders.

3.2 Step 2: Selection Study

In general, lower tap-basin height, more available storage, and high-end facilities have
significantly contributed to a more comfortable experience (Table 1). Warmer lighting
was associated with better comfort. The comfort of females significantly depended on
high-end facilities, while males would be more comfortable when standing pose and
having more storage.

The participants thought tactile feedback created a believable perception of being
inside the lavatory but did not influence their comfort level. The participants had vivid
feedback, such as sharp edges, postures during turbulence, and bend angle when using
the basin.
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Table 1. The perceived comfort between the two concepts among different genders

Male (12) Female (16) Total (28)

Mean (SD) p value Mean (SD) p value Mean (SD) p value

With seat 3.83 (1.403) 0.077 3.87 (1.727) 0.309 3.85 (1.562) 0.056

No seat 4.75 (1.545) 4.56 (1.459) 4.64 (1.471)

Light3000k 4.42 (1.621) 0.357 4.2 5(1.342) 0.070 4.32 (1.442) 0.053

Light3500k 4.75 (0.965) 4.00 (1.088) 4.82 (1.020)

Tap-basin28cm 5.00 (1.279) 0.083 4.69 (1.448) 0.163 4.78 (1.368) 0.036*

Tap-basin24cm 5.58 (0.996) 5.27 (0.884) 5.41 (0.931)

Storage shelves 5.08 (1.443) 0.055 4.69 (1.448) 0.171 4.86 (1.433) 0.021*

Storage box 4.08 (1.240) 4.06 (1.389) 4.07 (1.303)

More facilities 5.58 (1.505) 0.224 5.69 (1.078) 0.004** 5.64 (1.254) 0.002**

Fewer facilities 4.75 (1.422) 4.25 (1.183) 4.46 (1.290)
*indicates that p value < 0.05; **indicates that p value < 0.01.

3.3 Step 3: Experience Study

Participants rated every design element of the final prototype significantly higher than
the prototypes in the selection study except the comfort of using water (Fig. 2a). The
VR prototyping was realistic for the participants except using water and no significant
differences between the people with or without VR experience (Fig. 2b). No significant
simulation sickness symptoms were perceived by the participants.

(a) (b)

Fig. 2. (a) The comfort perception and (b) the realistic level of the final prototype. “*” indicates
that p-value < 0.05; “**” indicates that p-value < 0.01; “***” indicates that p-value < 0.001.

4 Discussion andConclusion

Regarding the research questions, every design element contributed positively to the
long-hula flight comfort, especially tap-basin height, storage, and facilities. Themale and
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female participants had different preferences, e.g. comfortable standing posture and stor-
age are key for males, while high-end facilities and lighting are more critical to females.
Lavatories provide a private bubble for many people during long-haul flights [6, 14],
thus some participants wanted to remove the seat to limit the duration of each user. The
shelves, providingmore options for storingpassengers’ belongingswere preferred.Kuijt-
Evers also mentioned that storage space can be an element for improving the comfort of
wheel loaders and excavators [15]. The basin improved comfort by providing sufficient
space for cleaning hands and faces. This need is confirmed by a study showing the larger
environments for washing hands increase user-friendliness [16].

The final prototype showed a significantly higher comfort rate than the first round.
The first-person immersion provided by VR prototyping encouraged the participants to
bemore interactive and explorative during concept evaluation [11, 17]. Themissing inter-
action of virtual objects like the tap might influence the perception of realism and thus
alter the comfort perception, as we observed on the comfort of using water [18]. The
knowledge on using a VR headset was mainly new to most of the participants, thus a for-
mal practice session is needed [19]. The potential risk of prototyping using VR headset
is some individuals might experience severe simulation sickness symptoms and quit the
evaluation [20].

The first-person immersion in VR prototyping helps to identify the nuances between
concepts, thus supports better decision-making via collecting richer and more reliable
user feedback to make faster and more satisfying improvements. The next step of this
study is comparing the VR prototyping with the physical prototyping within the Flying-
V project to find out how to take advantage of both of them to create more effective and
efficient human-centered design processes.
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Abstract. Automated location of body landmarks and anthropometric measure-
ments from 3D digital human models promote standardization of measurements,
resulting in higher precision and consistence compared to traditional measure-
ments. LABER has already developed a software tool to support automated body
landmarks location and linear anthropometric measurements based on 3D digital
humanmodels. However, we have interest on area and body volume calculation, as
these measurements are difficult to obtain by conventional methods. Considering
this, we developed specialized algorithms for measurements of surface area, cross
section area and volume based on automated segmentation of the digital human
model into 13 body parts (trunk, upper arms, forearms, hands, thighs, calves, and
feet).

Keywords: Anthropometry · Body landmark · 3D digital human model ·
Anthropometric characterization

1 Problem Statement

Traditional methods for collecting anthropometric data use tools to take physical mea-
surements directly on the subject body. This usually requires experienced professionals
that must follow extensive and laborious protocols that result in time-consuming and
tiring measurement procedures for both subject and measurer. Evolution of 3D scanner
technology and development of digital human models (DHM) make possible to collect
anthropometric data with contactless measurement methods.

Some of the benefits that may be achieved using DHM [1, 2] are following:

– we can extract measurements that are difficult to get with conventional methods, such
as surface areas, cross-section area and volumes.

– measurements can be taken without the individual’s physical presence, allowing
anthropometric measurements to be extracted at any time, either for new measure-
ments not initially planned or for existing measurements to be retaken with new
methods.
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– apply same standard automated measurement methods to all survey data, eliminating
differences due to variation on measurement methods and measurers.

Anthropometric data can bemanually extracted fromDHMbased on 3D point clouds
(3DPC) or polygonal meshes by using commercial or opensource software tools such as
Rhinoceros [3], Geomagic [4], Meshmixer [5] and CloudCompare [6]. Using such tools,
a user can manually identify and locate anatomical body landmarks (ABL) and extract
anthropometric measurements such as distance between landmarks, perimeters, surface
areas and volumes. However, experience shows thatmanual extraction of anthropometric
measurements from 3D images is not an easy task. Even if body landmarks previously
marked on subjects can be visualized, it is difficult to locate the center of the landmarks
on the DHM to extract distances between them. Moreover, for surface area and volume
measurements specialized mesh processing is usually needed. So, specialized training is
required for using the software tool and also to correctly locate and use the anatomical
points as references for the measurements. Therefore, while it frees the subject from the
measurement inconvenience, the measurer taskmay still be a laborious, time-consuming
and error prone procedure [2].

Some commercial software tools offer automated anthropometricmeasurement, such
as Cyberware WBX DigiSize and ScanWorX Anthroscan. But they also present some
problems [7,8,9]:

– Tool may be for exclusive use with specific scanning equipment and may not be able
to process DHM generated by other scanners.

– Acquisition costs may be too high for some research groups’ budget.
– Technical specification, algorithms and procedures details used for measurements
may be considered proprietary information, and not be available for the tool user.

– Measurements may be focused on specific industries needs and not be based on
traditional anatomical landmarks

– Automated measurements may be restricted to specific posture or not be available for
all measures needed.

Based in a long experience in traditional anthropometric surveys, LABER, identified
the need for a software tool that allows for automated anthropometric measurements
on 3D DHM. For this reason, we developed a software tool (SOOMA) for support
of automated location of anatomical body landmarks (ABL) and calculation of linear
anthropometric measurements [10]. This paper presents our work developing methods
and algorithms for automated calculation of 3D measurements, such as body surface
areas, cross section area and body volumes.

2 Methodology

Methods and algorithms presented here supportsDHMpositioned according to theCAE-
SAR standing posture [11] as shown in Fig. 1. All DHM were created using Cyberware
WBX scanner and its proprietary softwareDigiSize [12], generating a 3D triangular mesh
binary file with Stanford Triangle Format (.ply) [13].
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Fig. 1. CAESAR standing posture.

A typical DHMmesh contains about 700.000 vertices, where each vertex represents
a point of reflected laser light detected by the scanner with vertical resolution of 2 mm.

For use by the segmentation and measurement algorithms, the triangular mesh is
reduced to a 3DPC defined by the mesh vertices XYZ coordinates and three RGB based
reflected colors. So, the algorithms do not depend on the mesh faces.

2.1 Body Segmentation

For body surface area and volume calculation, it is inconvenient to work with the DHM
as a whole unit. When calculating the volume of an arm, the rest of the body does
not matter, as this measurement, value is not affected by other body part presence, but
they do affect the calculation effort. Considering this, our method for surface area and
volume measurement starts by splitting the 3DPC in multiple body segments. At first,
we performed manual segmentation based in planes parallel to the XYZ axes. However,
we found out that results quality was too dependent on body physical characteristics. In
many cases, this result in excessive cutting of the target segment or leftovers of other
segments. After some experimentation, we found a better strategy using cutting planes
defined by specific ABL references.

Cutting Plane Definition. To obtain each body segment, the 3DPC is divided into two
parts by using cutting planes defined by a specific set of vectors created based on ABL
coordinates previously located on the 3DPC [10]. Depending on the ABL references
available for the body segment, we have three different options for defining the cutting
plane: 1 - Three ABL on the cutting plane: a) create two vectors based on three ABL
coordinates associated with the segment; b) define cutting plane based on these two
vectors (Fig. 2).

Fig. 2. Cutting plane definition for three ABL on the cutting plane.
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2 - Two ABL on the cutting plane and a third ABL reference off the plane: a) create
a vector based on the two ABL coordinates that will be on the plane; b) create a second
vector based on one of these ABL and the third ABL off the plane; c) create a third
vector that is orthogonal to first two vectors; d) define cutting plane based on first and
third vectors (Fig. 3).

Fig. 3. Cutting plane definition for two ABL on the cutting plane and a third off.

3 - Two ABL reference on the cutting plane and two ABL off the plane: a) create a
vector based on the two ABL coordinates that will be on the plane; b) create a second
and third vectors based on one of the ABL above and two others ABL off the plane; c)
create a fourth vector which is orthogonal to first and divides the angle between second
and third vectors (2α) into two equal parts; d) define cutting plane based on first and
fourth vector (Fig. 4).

For most segments, we need two cutting planes: top and bottom cutting planes.
Exceptions are hands, feet, and head that need only one cutting plane. Table 1 presents
the list of body segments currently considered in our segmentation method, with the
ABL used as reference for cutting planes definition. Note the trunk segment is not listed
in Table 1 because it does not need cutting planes. It is defined as the points left on the
3DPC after all other segments are removed. Also, as we are not currently working with
ABL and measurements involving the human head, this segment is removed from the
DHM for privacy reasons.

Fig. 4. Cutting plane definition for two ABL on the cutting plane and a two off.
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Table 1. List of body segments and ABL references for cutting planes.

Segmentation Procedure. Some body segments such as feet, calves and hands may be
separated using one or two cutting planes. However, for other segments these cutting
planes may not be sufficient to fully isolate the target segment from other body parts that
may also be cut by the same cutting plane. We present bellow our multiple cutting plane
segmentation procedure, using as example the left arm segmentation shown on Fig. 5:

Step 1 – define horizontal lanes: 3DPC below Axillar ABL is divided in horizontal lanes
of arbitrary width (sections ‘B’ and ‘C’ on Fig. 5).
Step 2 – define lane central point for wide spaces (section ‘C’): on each lane from bottom
up, 3DPC points are first ordered based on X axis and differences in X for neighboring
pairs are calculated. The pair with highest X difference is identified and, if difference is
higher than 1 cm, is defined as the pair delimiter. Midpoint between the pair delimiter
is calculated and stored as the lane central point (see ‘di’ on Fig. 5). Repeat this step for
next layer up the Z axis until highest X difference is equal or lower than 1 cm.
Step 3 – define lane central point for narrow spaces (section ‘B’): for all lanes located
between the Axillar ABL and last wide space lane, the central point is defined by
interpolation of Axillar ABL with the last wide space lane central point.
Step 4 – select segment points based on stepped cutting planes: below Axillar ABL,
3DPC points are selected for the target segment if X coordinate is on the right side of the
lane central point. Above Axillar ABL (section ‘A’), points are selected if X coordinate
is on the right side of the segment cutting plane (Fig. 5).
Step 5 – define ‘top’and ‘bottom’cutting borders: selected segment points within 5mm
distance from cutting planes, are defined as belonging to segment sections identified as
‘top’ and ‘bottom’ cutting borders to be used by measurement functions.
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Fig. 5. Arm segmentation in the axillar region. Separation using cutting plane (A) and local
cutting planes on narrow (B) and wide regions (C).

2.2 Measurements

Surface area and volume measurements are performed with largest segment dimension
aligned with Z axis. For our standing posture, arms are rotated around Y axis based on
calculation of their Z axis angle, while feet are first rotated 17° around Z axis and then
90° around Y axis [2, 11]. For all segments, measurement is based on sections defined
in Fig. 6: top, middle, and bottom section.

Fig. 6. Calf segment composed of three sections: top (A), middle (B) and bottom (C)

For A and C sections (see Fig. 6), a description of volume calculation follows:

a) Section is approximated by a regular cylinder based on previously selected points;
b) The cylinder cross-sectional area is calculated based on triangles defined by points

on the top/bottom border perimeter and an estimated circumference center;
c) Cross-sectional area is multiplied by section height (‘a-b’ and ‘c-d’ in Fig. 6) and

section volume is approximated as half this value to account for the inclined cut.
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For the ‘middle’ section (‘B’ in Fig. 6), volume calculation is as follows:

a) Section is divided in equal height subsections;
b) For each subsection, the cross-sectional area is calculated and then volume is

calculated by multiplying this area by the height of the subsection;
c) Middle section volume is calculated by the sum of subsections volume values;
d) Total segment volume is calculated by the sum of sections A, B and C values.

Surface area measurement follows a similar procedure except for:

– Instead of cross-sectional area, a circumference perimeter is calculated for each
section, based on a perimeter method developed for SOOMA first version [10].

– Surface area is calculated multiplying this perimeter by section height.
– The value of cross-sectional areas that result from segment cutting are discounted
from the segment total surface area. For example, cross-sectional area on the axillar
region is discounted both from the arm and trunk surface area.

3 Results

Figure 7 shows surface area and volume calculated by SOOMA for 13 body segments.

Fig. 7. Surface area and volume measurement results for body segments

Total measured elapsed time is 6.12 s for segmentation, 24.77 s for surface area
measurements and 9.45 s for volume measurements on a Windows 10 desktop (i7 3.4
Ghz CPU, 16 GB RAM, 450 GB SSD) using R 4.0.3 [15].
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4 Discussion

We compared our results against a regular solid built as a 3DPC cone section with
following specification: height = 40 cm, larger radius = 9 cm, and smaller radius =
5 cm. This 3DPCwas imported into RHINO [2], converted into an openmesh for surface
area measurement and then manually converted into a closed mesh for both volume and
surface area measurement. In addition, surface area and volume were calculated using
known equations for a circular truncated cone [14]. Table 2 shows RHINO and SOOMA
results compared to the regular solid equations values. Note that SOOMA and RHINO
results differ from the Equations by less than 5%, except for the closed mesh, where
RHINO adds the cone top/bottom circular surfaces to the surface area.

Table 2. Measurement comparison with regular solid.

Table 3 shows results for a Left Calf segment compared to RHINO using different
mesh processing options. Differences for open mesh surface area and volume are higher
but still below the 10% and 5% range. Of note is RHINO‘s volume for the Meshmixer
case where it differs from SOOMA by less than 0.5%.

Table 3. Measurement comparison for Calf segment.

5 Conclusions

Initial results show our automated segmentation and measurement method results in
surface area and volume values close to those calculated using regular solid equation
or specialized 3D mesh tools. However, additional tests with multiple DHM and dif-
ferent body segments still have to be performed. A search for additional measurements
references for benchmarking is also being considered.
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It should be noted that surface areas for open and closed meshes are distinct. Mesh
closing necessarily increases the surface area by adding surface in regions where a hole
existed. For a hole due to a flaw in the mesh this is not an issue, but when the hole is
due to a segmentation cut, then the cover surface should not be counted as part of the
segment surface area.

Specialized 3D tools used for DHMmeasurements may require considerable manual
effort, in special for segmentation and closing of open meshes. As consequence, these
complex manual actions decrease consistency and repeatability in measurement proce-
dures. By using segment perimeter and cross-sectional area our method does not depend
on closed meshes, a fully automated process is possible that results in consistent and
repeatable measurement procedures.
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Abstract. Industry 4.0 lends itself to an ecosystem of human factors and
ergonomics (HFE) related new concepts, such as Mining 4.0, Safety 4.0, Opera-
tor 4.0 and Ergonomics 4.0 which we studied here. Industry 4.0 refers to system
elements such as Cyber-Physical Systems (CPS) and Augmented Reality/Virtual
Reality (AR/VR), connections through the Internet of Things (IoT) and storage
on Cloud Platforms (CP) to facilitate Cognitive Computing (CC) analysis and
knowledge extraction. While the Industry 4.0 concept is centred around data, it
also provides a platform to integrate the human operator with other elements of
a system. Industry 4.0 and Ergonomics thus appear integrated and suggest the
development of an Ergonomics 4.0 concept. This study searched and reviewed
publications focusing on the enablers of Ergonomics 4.0. We identified their main
elements and relationships with a focus on Digital Human Modelling (DHM).
We systemized, clustered and synthesized the reviewed information and gener-
ated a taxonomy of Ergonomics 4.0 under the lens of digital human modelling
using semantic analysis. We conclude that Ergonomics 4.0 is an essential part of
Industry 4.0 and that DHM is a key enabler for Ergonomics 4.0.

Keywords: Ergonomics 4.0 · Industry 4.0 · Virtualization · Digital Twin ·
Digital Human Modeling (DHM)

1 Introduction

Industry 4.0 presents itself as an ecosystem; a collection of elements endowed
with Cyber-Physical Systems (CPS) and Augmented Reality/Virtual Reality devices
(AR/VR). These are connected through the Internet of Things (IoT) and uploaded to
Cloud Platforms (CP) for analysis, knowledge extraction, and diagnostics through Cog-
nitive Computing (CC) based on a large amount of data (Zidek et al. 2020). The concept
is centred around data: creating data, sharing data, managing data, analysing data, and
controlling data. Many factors influence this interconnected working environment, and
for that reason planning and implementing a digital transformation implies many chal-
lenges at various abstraction levels. Industry 4.0 and Ergonomics are being integrated
using a variety of tools and approaches (Zidek et al. 2020; Stern and Becker 2020; Sun
et al. 2020; Hietanen et al. 2020), thus lending to the development of an Ergonomics
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4.0 concept. This research reviews studies in the literature focusing on the enablers of
Ergonomics 4.0, identifying the main elements and their interrelationship with a focus
on Digital Human Modelling (DHM). We consider approaches such as Operator 4.0
(Sun et al. 2020) and Modelling and Simulation for Digital Twin Creation (Lim et al.
2020) which aim to accelerate the decision-making and adaptation processes inherent
in a modern work environment.

2 Objective

The objective of this study is to review the most recent published articles in journals to
identify the enablers of Ergonomics 4.0, while focusing on DHM, leading technologies,
operations, and worker related aspects. We aim to identify a taxonomy of elements and
relationships which form enablers of Ergonomics 4.0.

3 Hypothesis

We hypothesise that Ergonomics is integral to the Industry 4.0 concept, thus supporting
the formulation of an Ergonomics 4.0 notion. We also hypothesise that DHM is an
elementary component of such a construct for Ergonomics 4.0.

4 Methods

Literature was searched in JCU One Search, an integrative library search tool which
access a large portion of the most common international publication databases. The
search for ‘Ergonomics 4.0’was limited to themost recently published articles in journals
and ejournals published in English language in the years 2019 and 2020 with full texts
available and yielded 1,230 results. The search was then refined to ‘Ergonomics 4.0’
AND ‘DHM’ which yielded 19 results. Ten publications were excluded after screening
and a qualitative evaluation of nine publications was performed using semantic analysis.

The findingswere then used to develop a theoretical taxonomyof enablers of Industry
4.0 and Ergonomics 4.0 based on various classifiers, which were structured and inter-
linked in a topological illustration. While the taxonomy is intended to expose connec-
tions, it does not provide information on the origin or leading element of a relationship.
Hence the quality of the relationships whichwere uncovered is not revealed or discussed.

5 Results

We identifiedfive clusterswhichwere categorized as Industry 4.0 technology (1: Industry
4.0), 2: Human Factors in Cyber-Physical Production Systems (CPPS), 3: Operator 4.0,
4: Human-Robot Collaboration (HRC) and Digital Twin and Digital Human Modelling
(5: Operator as a Digital Twin).

The proposed conceptual framework for Ergonomics 4.0 describes processes, tech-
nology, information, and relationships which connect Industry 4.0 with Operator 4.0,



A Conceptual Framework of DHM Enablers for Ergonomics 4.0 405

Human-Robot Collaboration, Operator as a Digital Twin, Digital HumanModelling and
eventually define Ergonomics 4.0 (Fig. 1).

Human Cyber-Physical-Systems (H-CPS) emerges as a central concept within this
framework which integrates Industry 4.0, Operator 4.0, Ergonomics 4.0 and Digital
Twin/DHM.

Fig. 1. Taxonomy of Ergonomics 4.0 in the context of Industry 4.0 and DHM.

6 Discussion

In the context of Industry 4.0, developments on Ergonomics are directed towards estab-
lishing real time evaluations and interventions in the production system, making the
human factor once again the object of production research (Rauch et al. 2019).

On this basis the human worker assumes a bi-directional interactive role in the
Industry 4.0 production system whilst making use of intelligent sensors, AR and VR
technologies, collaborative robots, and exoskeletons (Hietanen et al. 2020). Ahmed et al.
(2019) found that DHM enables ergonomic assessments and that it provides the means
to visualize human product interactions, predict unexpected errors in the design process,
and improve overall performance. Planning a human-centred workstation could thus be
performed virtually from scratch (Gualtieri et al. 2020).

The basic problems in implementation of an Industry 4.0 concept are data acquisition
and transmission of real-time production data from the manufacturing environment to a
cloud platform (Caputo et al. 2019; Lim et al. 2020), as well as extraction of practical
knowledge from heterogeneous data where cyber security issues can impact on opera-
tions (Lim et al. 2020). It is here where DHM simulation and the digital twin concept in
a digital factory are expected to become crucial enablers to resolve the imminent issues.
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7 Conclusion

This study proposes a conceptual framework for Ergonomics 4.0 and discusses DHM
related aspects that are essential in the understanding of the role of Ergonomics, and
integration of Ergonomics into Industry 4.0. In conclusion, we confirm the importance
of Ergonomics in Industry 4.0, and the significance of DHM in Ergonomics 4.0.
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Abstract. The cognitive phenomenon wherein operators lock in on one source of
information to the detriment of perceiving or processing others has been referenced
using a variety of different names, including attentional tunneling. Unregulated
and often used interchangeably, this list of terms makes cataloging research in this
area unwieldy, and compiling existing literature on design interventions difficult.
A search of relevant databases resulted in a review of literature on attentional tun-
neling and its variants. Terms and the contexts inwhich they are used are compared
against a standard definition to organize the use of vocabulary. Next, a series of
adaptive display interventions for attentional tunneling in the literature are sum-
marized. A characterization is proposed to help organize and inform attentional
tunneling literature for research planning and design.

Keywords: Attentional tunneling · Adaptive display · Cognitive
countermeasure · Intervention

1 Introduction

As is the nature of cognitive/psychological state research, myriad different names have
been used for attentional tunneling. Some are effectively interchangeable, yet others
refer to peripherally related phenomena. The widely-accepted definition of attentional
tunneling put forth by Wickens [24] is used in this paper to ground a shared under-
standing of the underlying phenomenon being referenced: “the allocation of attention to
a particular channel of information, diagnostic hypothesis, or task goal, for a duration
that is longer than optimal, given the expected cost of neglecting events on other chan-
nels, failing to consider other hypotheses, or failing to perform other tasks” (p. 812).
The literature on attentional tunneling is spread across subspecialties in human factors,
human-computer interaction, and psychology where terms are used inconsistently, often
with little explanation. This causes difficultieswhen classifying and interpreting research
as well as during the design process. If a consensus cannot be reached on the defini-
tion of a phenomenon, any resulting interventions designed to treat it will have likely
been created using differing approaches, making comparison of multiple interventions
difficult. This also creates a problem for researchers attempting to understand the scope
of interventions and/or compare them. Compounding these issues is a lack of in-depth
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explanation of existing interventions to attentional tunneling and the theoretical motiva-
tions behind their design. The objective in this paper is twofold. First, to summarize and
classify the terminology used in the literature surrounding attentional tunneling. Second,
to characterize the array of adaptive display interventions for attentional tunneling to
support future research and design.

2 Methods

A review of the literature was conducted. First, terms relating to attentional tunneling
were compiled and compared to differentiate the underlying phenomena and aspects
of cognition being considered under those terms. There appears to be no controlled
terminology for the concept of attentional tunneling, nor for any variant of the term. This
makes it difficult to ensure a search has captured all the relevant literature in databases
such as Scopus, Web of Science, Compendex, and PubMed. Even the same authors will
use different terms across papers. For example, the term cognitive tunneling is used in
[20, 23], but attentional tunneling is used in [24, 25]. Likewise, Engineering Psychology
and Human Performance [26] uses multiple terms in different contexts. For example, the
index entry for cognitive tunneling directs to the index entry for attentional narrowing,
which then refers to sections in the text that use “attentional narrowing or tunneling”
(p. 63), “engagement or cognitive tunneling” (p. 333), refers to attentional narrowing
as a form of selective attention (p. 364), and attentional tunneling (p. 393).

Next, a review of interventions designed to combat the attentional/cognitive states
referred by the aforementioned terms was conducted. The primary inclusion criterion
was that the goal of the article was to design and/or test a display intervention to treat
attentional tunneling (not necessarily exclusively). Interventions that relied on external
factors, such as operator training (e.g., [16]) or mood-based interventions (e.g., [22])
were not included. Included papers came from domains such as aviation (e.g., [6, 8, 11,
23]), air traffic control (e.g., [9, 17]), military (e.g., [5, 20]), construction (e.g., [18]),
and non-domain-specific research (e.g., [15]).

3 Results

Terms compiled included attentional tunneling, attentional narrowing, cognitive tun-
neling, cognitive narrowing, perseveration syndrome, selective attention, inattentional
blindness, and cognitive capture. The definitions and contexts of use for the terms implies
they were not always referencing the same phenomenon. Some terms refer to purely per-
ceptual or information-processingoccurrences,whereas others describe intentional focus
or failures to engage attention elsewhere. Terms used to describe, for example, a failure
to notice unexpected events or exclusively an inability to engage attention elsewhere
are not attentional tunneling. Though similar, these perceptual or cognitive failures are
not as encompassing as attentional tunneling, which involves a lock in on one source of
information and an inhibition of processing others, regardless of whether or not there
are unexpected events. However, from the review of literature, it appears that any variant
of attentional or cognitive narrowing/tunneling does align with the definition proposed
by Wickens [24] in this context.
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Delineation between concepts became a bit murkier with terms such as persevera-
tion syndrome, cognitive capture, and inattentional blindness. For example, one study
directly equates attentional tunneling and inattentional blindness by saying “…salient
but unexpected events can remain undetected even when presented in the foveal field…
this inattentional blindness phenomenon also known as attentional tunneling” [17] (p. 1).
Another study uses similar language to describe inattentional blindness as “…when an
observer who is engaged in a resource-consuming task fails to notice an unexpected
stimulus in front of their eyes” [16] (p. 513). Though the latter does not necessarily
equate inattentional blindness to other concepts such as attentional tunneling, both def-
initions rely to some extent on the presence of an unexpected event. However, being in
a state of attentional tunneling (or being inattentionally blind, for that matter) does not
depend on the presence or absence of some external event or stimuli. One can be in a state
of attentional tunneling when no unexpected event occurs. Kortschot & Jamieson [12]
propose a modification to Wickens’ [24] definition of attentional tunneling that bridges
this gap. They propose that the definition should be “the allocation of attention… for a
duration that is longer than optimal, given the potential (rather than expected) cost of
neglecting events”. If we are to say that attentional tunneling and inattentional blindness
are the same thing, then we should revise the definitions to include the scenarios in which
operators are attentionally tunneled with the potential to miss unexpected events.

This list of terms was then used to search for countermeasures to the respective
phenomenon. Because terms are used inconsistently, all related terms were used to
search for interventions in the literature. Only interventions adhering to the inclusion
criteria were used. The search revealed interventions that seek to break attention tunnels,
capture attention elsewhere, and create salient alarms, among other approaches. The
design choices across interventions point to differences in how attentional tunneling
is defined, differing in the information content shown, the behaviour it induces, the
location of the intervention, and the approach it takes to capture or switch attention (see
Fig. 1). Although the following sections outline examples for each design dimension,
each intervention displays characteristics of all categories (e.g., a design can be a global
display alert with forced action, motivated by bottom-up factors). There are successful
interventions that span the whole range of design choices, and vice versa - there are
unsuccessful interventions that span the range as well. That is to say that there is no
one set of design choices that guarantee a successful intervention. Success, in this case,
refers to whether or not the intervention had the intended result of breaking an attentional
tunnel and improving operator performance (however this may have been defined for
the given research paradigm).

3.1 Information Content

The information content dimension characterizeswhat the intervention alerts the operator
to: the fact that there is a problem, or what to do about the problem. Display interventions
act as a warning of an attentional tunnel, either notifying the operator of their state
or providing an alert of high importance. Command interventions guide the operator
to breaking their state and/or committing some prescribed action(s). Imbert et al. [9]
provide an example of a display intervention wherein inward-radiating circles converge
from one ATC icon to another, and Ververs & Wickens [23] describe a scene-linked
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Fig. 1. Dimensions of design choices for interventions. Note that an intervention may have any
combination of choices.

conformal symbology to guide flight path tracking. In contrast, Dehais et al. [6] tested a
command intervention wherein the area of interest (AOI) likely being tunneled on was
highlighted by a red circle, then replaced with a message to the operator (in this case,
a pilot being instructed to “go back to Blagnac”, the origin airport upon poor visibility
conditions).

3.2 Behaviour

The behaviour dimension describes what level of behavioural modification the inter-
vention spurs. Nudge interventions rely on choice architecture to alter an operator’s
behaviour. In contrast, forced interventions compel an operator to act a certain way.
Sato et al. [18] designed an intervention that nudges operators to break an attentional
tunnel by adding a secondary view on a teleoperation display that was landmarked to
be consistent with the main view. The secondary view would vibrate at 5 Hz when it
first appeared to attract attention. The addition of the secondary view (i.e., another chan-
nel of information) and the salient manner in which its presence is made known acts
as a strong suggestion for operators to broaden or switch their attention but does not
coerce any action. Dehais et al. [5] forced operator disengagement with a task to see
a low battery warning by obscuring the AOI for 1 s, adding a warning message on the
obscured area for 3 additional seconds, and then resuming the display with the warning
message still overlaid for a final 3 s before returning to the original display. The removal
of information as an intervention to attentional tunneling has been supported by previous
results (e.g., [4]), and it is suggested that it helps relieve the inhibition that suppresses
perception of information outside the attentional tunnel, forcing the operator to stop their
search, allowing a saccade to a different AOI.

3.3 Location

Within the location dimension, global designs are those act on most – if not all – of the
display.An example of this includesRedAlert, a systemdescribed bySaint-Lot et al. [17]
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where the entire display is occluded by a red-orange filter for 300 ms at a 15% opacity
such that the underlying field is still visible. Local interventions are those that are focused
on a smaller region of the display, which often result in interventions dedicated solely
to the space around a target AOI. Examples include alerts placed in specific areas of the
display as in Dowell et al. [8], or highlighting alerts with blinking or moving borders, as
inDehais et al. [6] and Imbert et al. [9] with a box animation. In some cases, interventions
have included both global and local aspects, such as a shadow mask in [9], where the
entire background and irrelevant targets are faded (global), then the relevant target is
animated to vibrate briefly (local). Another such design is the Trajectory Recovery
System described in [11] where extraneous or task-irrelevant display information is
cleared from the interface briefly (global), while a colour-coded bulls-eye appears to
indicate current and target states to the operator (local).

3.4 Design Approach

Interventions can also be classified in terms of the design approach: whether they were
created to capture attention from a bottom-up or top-down fashion, separating perceptu-
ally motivated and goal-directed interventions, respectively. Prinet [15] tested an inter-
vention designed to capture attention with high saliency wherein a bright green border
appears around the AOI being tunneled on, disappearing as another bright green bor-
der appears around the entire display. This is then repeated three times, resulting in the
entire intervention taking 1800 ms. Top-down interventions are particularly prevalent
in aviation head-up displays (e.g., [11, 23]), where the imposed symbology may not
be designed to be particularly salient, but it is meant to provide high-value informa-
tion where an operator expects to see it. Both approaches are valid design choices as
long as they achieve the desired effect. Moreover, a design can incorporate both motiva-
tions by adding salient stimuli (e.g., movement, different colours, etc.) and goal-relevant
adaptation(s).

4 Discussion

Where attentional tunneling, attentional narrowing, cognitive tunneling, and cognitive
narrowing are mostly used in reference to the common phenomenon of an operator
locking in on a source of information and inhibiting or locking out other sources, the
other terms listed are not always as clear. Especially in the context of aviation psychology,
perseveration syndrome is often used interchangeably with attentional tunneling, but it is
worth noting that in clinical psychology, perseveration is used to describe an inability to
switch focus. Though attentional tunneling does describe an inhibition of other sources
of information, it is not inherently an inability to switch focus. Inattentional blindness is
often used in this context as well. However, there are cases where it is used to refer to a
failure of visual perception [13, 19], rather than encompassing attention and cognition.
Likewise, it is often the case that the definition of inattentional blindness relies on the
presence of some secondary (often unexpected) event (e.g., [13, 17, 19]). As stated in
Sect. 3 and [12] attentional tunneling exists whether or not there is some additional event.
Selective attention is used to describe a mechanism of attention that allows agents to
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direct their attention where it needs to be, implying intentionality, whereas attentional
tunneling is an unintentional phenomenon. The term selective attention often involves
a characterization of attention as a spotlight beam [10], independent of eye fixations.
Though related to attentional tunneling, selective attention is often used to refer to a
feature of attention, not the maladaptive state of attentional tunneling. Cognitive capture
is used to describe seemingly diverse cognitive and attentional phenomena, each of
which are similar, but not quite interchangeable with attentional tunneling (e.g., [2, 3,
21]).

Although there are several examples of successful interventions to break attentional
tunneling, there are some examples in the literature inwhich the interventionswere either
not as effective as expected or resulted in worse operator performance than controls. In
testing five different alert types, Imbert et al. [9] found that simply colouring a peripheral
alert in red or causing it to blink does not sufficiently capture attention to break attentional
tunneling. In Prinet [15] and Saint-Lot et al. [17], participants were not forewarned that
display adaptations may occur or what they may mean, resulting in confusion. In both
studies, participants misinterpreted the purpose of the adaptations, which confounds
interpretation of performance data. In [15], this failure may have been compounded by
the fact that the intervention (a blinking border around the area researchers assumed
participants were tunneling on) was coloured in red. Red is often interpreted to signal
an error or failure, and the author proposed that participants may have confused the
alert to mean that the area required more attention, not less. Dowell et al. [8] point out
that the placement of information on a display is also vital to its success or failure in
breaking attentional tunneling. Not only does information in the centre of an out-the-
window scene in an aircraft cockpit not break attentional tunneling, but it also induces
it. In another study of cockpit information displays, Ververs and Wickens [23] found
that not integrating with the outside scene so that pilots could appropriately sample both
the display and the scene behind it led to performance degradation. These unsuccessful
interventions are still informative, however, and help build general design guidelines for
future work. Such guidelines include informing operators that display adaptations may
occur and what they indicate, making sure the intervention is salient and large enough
to be perceived even if in the periphery, and being judicious in the use of colour.

Future challenges include resolving operator habituation [17] to implemented inter-
vention designs as well as ensuring automation etiquette and transparency [1, 7] when
connecting interventions to classifiers and other imperfect automation. Because so many
interventions rely on some degree of salience, habituation poses a unique challenge: the
more an intervention is used the more operators will habituate to its presence and be able
to tune it out. Some authors suggest only using interventions for attentional tunneling in
safety-critical emergencies [5, 9], which would preserve the salience longer, but prevent
use of the interventions in everyday operations. The second core issue with adaptive dis-
plays is that they rely on automation, which is rarely perfect. Even if an intervention was
triggered by a classifier with an AUC value of 0.9 - a value generally considered to mean
that the classifier has excellent discrimination - there is still a 10% chance that the clas-
sifier will incorrectly interpret the cognitive state of the operator [14]. That 10% chance
could result in either the classifier not identifying a state of attentional tunneling (amiss),
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leaving the operator in a potentially dangerous state of attentional tunneling or the clas-
sifier identifies a state of attentional tunneling where one does not exist (false positive),
triggering the intervention needlessly and interrupting and/or frustrating the operator.
In either case, task performance would degrade. Balancing imperfect automation with
the context that it will be integrated in is key to avoiding successful implementation of
interventions on adaptive displays.

5 Conclusion

The characterizations provided can be used as a tool to organize and understand literature
relating to attentional tunneling and the adaptive display interventions created to combat
it. Synthesizing the divergence of terms used to describe attentional tunneling and the
divergence of phenomena referenced by those terms is a step toward defining attentional
tunneling as a cognitive state and establishing a shared understanding from which to
build effective interventions. The characterizations of interventions used in previous
research illuminates the range of alternatives available to display designers and informs
their choices.

References

1. Amershi, S., et al.: Guidelines for human-AI interaction. In: Conference on Human Factors
in Computing Systems - Proceedings. pp. 1–13 Association for Computing Machinery, New
York, New York, USA (2019). https://doi.org/10.1145/3290605.3300233

2. Blanco, M., et al.: The impact of secondary task cognitive processing demand on driving
performance. Accid. Anal. Prev. 38(5), 895–906 (2006). https://doi.org/10.1016/j.aap.2006.
02.015

3. Boston, B.N., Braun, C.C.: Clutter and display conformality: changes in cognitive capture.
Proc. Hum. Factors Ergon. Soc. Annu. Meet. 40(2), 57–61 (1996). https://doi.org/10.1177/
154193129604000211

4. Dehais, F., et al.: GHOST: experimenting countermeasures for conflicts in the pilot’s activity
(2003)

5. Dehais, F., et al.: Mitigation of conflicts with automation: use of cognitive countermeasures.
Hum. Factors J. Hum. Factors Ergon. Soc. 53(5), 448–460 (2011). https://doi.org/10.1177/
0018720811418635

6. Dehais, F., et al.: The perseveration syndrome in the pilot’s activity: guidelines and cognitive
countermeasures. In: Lecture Notes in Computer Science (including subseries Lecture Notes
in Artificial Intelligence and Lecture Notes in Bioinformatics), pp. 68–80 (2010). https://doi.
org/10.1007/978-3-642-11750-3_6

7. Dorneich, M.C., et al.: Considering etiquette in the design of an adaptive system. J. Cogn.
Eng. Decis. Mak. 6(2), 243–265 (2012). https://doi.org/10.1177/1555343412441001

8. Dowell, S.R., et al.: The effect of visual location on cognitive tunneling with superimposed
hud symbology. Proc. Hum. Factors Ergon. Soc. Ann. Meet. 46(1), 121–125 (2002). https://
doi.org/10.1177/154193120204600125

9. Imbert, J.P., et al.: Attentional costs and failures in air traffic control notifications. Ergonomics.
57(12), 1817–1832 (2014). https://doi.org/10.1080/00140139.2014.952680

10. Johnston, W.A., Dark, V.J.: Selective attention. Annu. Rev. Psychol. 37(1), 43–75 (1986).
https://doi.org/10.1146/annurev.ps.37.020186.000355

https://doi.org/10.1145/3290605.3300233
https://doi.org/10.1016/j.aap.2006.02.015
https://doi.org/10.1177/154193129604000211
https://doi.org/10.1177/0018720811418635
https://doi.org/10.1007/978-3-642-11750-3_6
https://doi.org/10.1177/1555343412441001
https://doi.org/10.1177/154193120204600125
https://doi.org/10.1080/00140139.2014.952680
https://doi.org/10.1146/annurev.ps.37.020186.000355


414 K. Pedret and G. A. Jamieson

11. Kasdaglis, N., et al.: Trajectory recovery system: angle of attack guidance for inflight loss
of control. In: Lecture Notes in Computer Science (including subseries Lecture Notes in
Artificial Intelligence and Lecture Notes in Bioinformatics), pp. 397–408. Springer Verlag
(2016). https://doi.org/10.1007/978-3-319-40030-3_39

12. Kortschot, S.W., Jamieson, G.A.: Classification of attentional tunneling through behavioral
indices. Hum. Factors J. Hum. Factors Ergon. Soc. 001872081985726 (2019). https://doi.org/
10.1177/0018720819857266

13. Mack, A.: Inattentional blindness. Curr. Dir. Psychol. Sci. 12(5), 180–184 (2003). https://doi.
org/10.1111/1467-8721.01256

14. Mandrekar, J.N.: Receiver operating characteristic curve in diagnostic test assessment. J.
Thorac. Oncol. 5(9), 1315–1316 (2010). https://doi.org/10.1097/JTO.0b013e3181ec173d

15. Prinet, J.: Attentional Narrowing: Triggering. University of Michigan, Detecting and
Overcoming a Threat to Safety (2016)

16. Richards, A., et al.: Predicting and manipulating the incidence of inattentional blindness.
Psychol. Res. 74(6), 513–523 (2010). https://doi.org/10.1007/s00426-009-0273-8

17. Saint-Lot, J., et al.: Red alert: a cognitive countermeasure tomitigate attentional tunneling. In:
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, pp. 1–6
ACM, New York, NY, USA (2020). https://doi.org/10.1145/3313831.3376709

18. Sato, R., et al.: Cognitive untunneling multi-view system for teleoperators of heavy machines
based on visual momentum and saliency. Autom. Constr. 110 (2020). https://doi.org/10.1016/
j.autcon.2019.103047

19. Simons, D.J., Chabris, C.F.: Gorillas in our midst: sustained inattentional blindness for
dynamic events. Perception 28(9), 1059–1074 (1999). https://doi.org/10.1068/p281059

20. Thomas, L.C., Wickens, C.D.: Visual displays and cognitive tunneling: frames of reference
effects on spatial judgments and change detection. Proc. Hum. Factors Ergon. Soc. Annu.
Meet. 45(4), 336–340 (2001). https://doi.org/10.1177/154193120104500415

21. Tönnis, M.: Time-critical supportive augmented reality issues on cognitive capture and
perceptional tunneling (2007)

22. Vanlessen,N., et al.:Happyheart, smiling eyes: a systematic reviewof positivemoodeffects on
broadening of visuospatial attention (2016). https://doi.org/10.1016/j.neubiorev.2016.07.001

23. Ververs, P.M., Wickens, C.D.: Designing head-up displays (HUDs) to support flight path
guidance while minimizing effects of cognitive tunneling. Proc. Hum. Factors Ergon. Soc.
Annu. Meet. 44(13), 45–48 (2000). https://doi.org/10.1177/154193120004401312

24. Wickens, C.: Attentional tunneling and task management. In: 2005 International Symposium
on Aviation Psychology (2005)

25. Wickens, C., Alexander, A.: Attentional tunneling and task management in synthetic vision
displays. Int. J. Aviat. Psychol. 19(2), 182–199 (2009). https://doi.org/10.1080/105084109
02766549

26. Wickens, C.D., et al.: Engineering Psychology and Human Performance. Routledge, New
York (2013)

https://doi.org/10.1007/978-3-319-40030-3_39
https://doi.org/10.1177/0018720819857266
https://doi.org/10.1111/1467-8721.01256
https://doi.org/10.1097/JTO.0b013e3181ec173d
https://doi.org/10.1007/s00426-009-0273-8
https://doi.org/10.1145/3313831.3376709
https://doi.org/10.1016/j.autcon.2019.103047
https://doi.org/10.1068/p281059
https://doi.org/10.1177/154193120104500415
https://doi.org/10.1016/j.neubiorev.2016.07.001
https://doi.org/10.1177/154193120004401312
https://doi.org/10.1080/10508410902766549


Digital Production Planning of Manual
and Semi-automatic Tasks in Industry Using

the EMA Software Suite

Michael Spitzhirn(B), Lars Fritzsche, and Sebastian Bauer

imk Automotive GmbH, Amselgrund 30, 09128 Chemnitz, Germany
Michael.Spitzhirn@imk-automotive.de

Abstract. The 3D planning software EMA offers a combined approach which
takes into account the factory planning level and the detailed planning at the sin-
gle work station level. Ema Work Designer supports digital production planning,
prospective ergonomics and productivity assessment by providing amore efficient
and accurate approach to 3D human simulation of manual and semi-automatic
tasks at the micro level. Additionally, the newmodule EMAPlant Designer allows
to include entire factories and production lines for evaluation of lead time, pro-
duction costs, material flow, buffer position, space and layout at the macro level.
An application example shows that ergonomic and productivity design don’t con-
tradict each other, if they are considered early in the design phase in one common
software system. Many practical experiences suggest that this approach facilitates
cooperation between different business units that are traditionally separated, such
as factory/facility planning, manufacturing engineering, industrial engineering,
production, and health & safety.

Keywords: Digital human modeling · Digital production planning · Digital
factory · Ergonomic assessment · Productivity assessment

1 Introduction

The shortened product life cycle, market launch and innovation cycles require that work
and production systems have to be planned and reconfigured faster and more frequently
(Spath et al. 2017).When planning and designing products, factories and work processes
- in addition to costs, times, quality, time-to-market and flexibility - the ergonomic design
for the user group as well as the skill-based deployment of the workforce must be taken
into account (Schenk et al. 2014; Schlick et al. 2018). However, especially small and
medium enterprises have only limited possibilities to use cost-intensive and complex
software systems due to a lack of qualification and financial resources. Moreover, many
software systems are isolated and work as a monolith, but missing interfaces to other
systems and business units in the same company lead to redundant and inconsistent data,
which finally impairs efficiency.

Separate digital tools are used for the design of factories at macro level and for the
detailed planning of work stations at micro level. These software systems differ, amongst

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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others, in functional scope as well as in the software handling. A common data basis is
not available or must be achieved through complex data conversions. This requires high
effort at companies for finding suitable systems and providing sufficient expertise for
the application. To improve the quality of results and to reduce the effort, it is necessary
that systems from different areas, such as factory and workstation planning, can easily
interact with each other. This paper presents a combined procedure to design manual
and semiautomatic production processes at factory and workstation level by using EMA
Work Designer (emaWD) and EMA Plant Designer (emaPD) software in the EMA
Software Suite. This software is being developed and distributed by imk automotive
GmbH, Germany.

2 Simulation Framework

In the planning phases before start of production, the holistic consideration of prod-
uct, process and resource is required because there are interdependencies and iterative
planning statuses between numerous planning disciplines (Dombrowski et al. 2018). In
order to achieve an economical and ergonomic design of production, a combined app-
roach to the planning and design of the factory and the individual workstations using the
software systems emaPD and emaWD is be presented using the example of a washing
machine production. The interaction of both systems between macro level of the factory
and micro level of the individual workstations is illustrated in Fig. 1.

Fig. 1. EMA Software Suite on different levels of factory/production planning

In the presented case study, emaPD is used to plan and evaluate the production pro-
cesses targeting a lean and highly efficient production system. emaPD enables computer-
aided modelling, analysis and optimization of plants or production areas based on
mathematical-analytical calculation methods such as queuing theory (Manitz 2008) and
determine manufacturing and material flow costs, required space, lead time, and buffer
positons needed. Bottlenecks and the critical path of the production can be identified
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and counter measures can be taken into account (e.g., adding a second machine or inte-
grating a back-up strategy). The detailed output of results forms the basis for optimizing
production including the operating resources, layout, and logistics with regard to lead
times and manufacturing costs.

These results are applied for detailed planning and design at the workstation level
with emaWD, which uses an algorithmic approach for self-initiated motion generation
based on objective task descriptions (Fritzsche et al. 2019). It allows the graphical mod-
elling of human work activities and the planning of assembly work stations involving
human-robot collaboration (HRC) as well as the detailed evaluation of production times
and ergonomic risks. The software provides a novel approach to simulate human work
in an intuitive and efficient way. emaWD includes a library of predefined»tasks« that is
used to create a parameterized job description solely by specifying the parameters per-
taining to the job to be executed and the work environment (objects to be handled, target
positions, etc.) (Fig. 2). This job description is subsequently evaluated geometrically by
a simulation module for plausibility. emaWD also includes a library of various human
models, lightweight and heavyweight robots (KUKA, Universal Robots, Yaskawa etc.)
and other process-relevant objects such as tables, racks, tools, etc. Performance require-
ments of the human model, such as gender-specific percentilized body measurements
(P05, P50, P95) and other characteristics (age) can be adjusted.

Fig. 2. Use case “washing machine production” simulated in EMA Work Designer

3 Simulation Results

The generated simulations are examined and optimized on the basis of industry stan-
dards such as MTM-UAS for production time estimation and Ergonomic Assessment
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Worksheet (EAWS) for ergonomic risk assessment. Other ergonomic standard methods
like NIOSH, RULA and OCRA might be included as well.

In the use case scenario different design alternatives were developed and evaluated
with emaPD and emaWD. A preferred variant was selected according to economic
key figures (time, costs, space requirements) while maintaining low ergonomic risks.
Taking into account the required daily production rate, a capacity utilization of 90%
was achieved in a 2-shift operation. At the level of emaWD, workplace design measures
such as the introduction of handling devices and a collaborative robot ensured that the
workplaces do not have ergonomically critical “red” workstations according to EAWS
(Schaub et. al. 2012; Fig. 3). Before redesigning the washing machine production four
red, two yellow and two green work places were included; after optimization no red,
four yellow and four green work places are available. Furthermore, improvements in
time and space requirements could be achieved through layout optimization.

Fig. 3. Example of ergonomic outcomes using EAWS in EMAWork Designer

4 Discussion

The combined use of emaPDand emaWD in the EMASoftware Suit enables a systematic
planning and dimensioning of the entire factory floor as well as a holistic process and
workplace design. One advantage of the combined approach is that the planning at the
factory level can be detailed using results from the work planning and vice versa. For
example, the necessary assembly times in emaWD can be precisely determined using
MTM-UAS and can be returned into emaPD to get more precise results regarding the
number of required work stations and layout space, respectively. At the same time, the
consideration of ergonomics at the factory planning level has great potential, which will
become even more relevant for companies in the next years.

Furthermore, the presented approach offers a high potential for deeper cooperation
between work planners and factory planners. In many large companies, these tasks are
carried out by different people in different departments.Using the holistic EMASoftware
Suite may result in considerable cost and time savings not only at the shop floor, but
also during the planning phase (e.g., by elimination of expensive corrective product
and process changes due to misunderstandings between planning departments). The
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3D visualization also supports communication and acceptance of the planned measures
among production workers and other stakeholders.
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Abstract. Three probabilistic analytical (“mathematical”) human-system-
integration (HSI) models and their application in ergonomics engineering are
addressed. The general concepts are illustrated by numerical examples. It is con-
cluded that such models should always be considered, in addition to computer
simulations, in every critical HSI effort.

Keywords: Probabilistic predictive modeling (PPM) · Human-in-the-loop
(HITL) · Human factor (HF)

Acronyms: ASD=Assessed Sight Distance ·DEPD=Double-Exponential-
Probability-Distribution ·HCF=Human Capacity Factor ·HITL=Human in the
Loop ·HLS=Helicopter Landing Ship ·HSI=Human-System-Integration ·
MWL=MentalWorkload · PDF= Probability Distribution Function · PPM=
Probabilistic PredictiveModeling

1 Introduction

By employing quantifiable andmeasurable ways of assessing the role and significance of
critical uncertainties and treating the human-in-the-loop (HITL) as a part, often the most
crucial part, of a complex man–instrumentation (both its hard- and software)–object-
of-control–environment system, one could improve dramatically the state-of-the-art in
ergonomics engineering, including its HSI aspect. In the analysis that follows several
recently employed probabilistic HITL/HSI models are addressed. The models are based
on the well-known general principles of applied probability (see, e.g., [1]) and can
be and, actually, have been applied, when a human fulfils a challenging mission or
encounters an extraordinary situation, and is expected to possess a high enough human
capacity factor (HCF) to successfully cope with an elevated mental workload (MWL)
[2]. The “object-of-control” could be, particularly, aerospace, automotive, railway or a
maritime vehicle; another human, such as, e.g., medical patient or a business customer,
particularly in the situations, when adequate trust is critical [3]. One cannot improve
anything, if he/she does not quantify things. And since nobody and nothing is perfect, a
physically meaningful and effective quantification should be done on the probabilistic
basis. Probabilistic predictivemodelling (PPM) is able predict, quantify and, if necessary
and appropriate, even specify an adequate and never-zero probability of failure of an
ergonomics undertaking of importance.
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Tversky and Kahneman [4] seem to be the first ones who addressed, in application
to decision making tasks in economics (2002 Nobel Prize in economics), various cog-
nitive “heuristics and biases” with consideration of uncertainties in human psychology,
but being top-notch, but still traditional, human psychologists, these authors discussed
such problems from the qualitative viewpoint, while the importance of the probabilistic
quantitative approach [5–28] that has been addressed and discussed here. It is note-
worthy that the analytical PPM was used in all the referenced publications [8] and that
the addressed ergonomics models originated from the models suggested and employed
earlier in electronics and photonics reliability engineering (see, e.g., [6, 7]). The first
attempt of doing so was undertaken in application to helicopter-landing-ship (HLS) sit-
uation [5]. It was shown that the likelihood that such landing would be successful and
safe, i.e., the helicopter’s undercarriage will not be damaged, if the probability that the
anticipated random time of the calm “widow” in the sea state exceeds appreciably the
sum of two random times: the actual time of landing and the times of the “go-non-go”
decision making by the officer on shipboard and the helicopter pilot.

2 Analysis

As has been indicated, the convolution model was introduced and applied first in the
HLS situation, and then employed in several other HSI problems [10–16]. Let us show, as
a suitable example, how thismodel can be applied for the assessment of the probability of
a head-on railway obstruction. Consider first a situation when the assessed sight distance
(ASD) Ŝ determined by the system’s radar and/or LIDAR is viewed as a non-random
variable and assume that the random pre-deceleration constant speed distance S0 and
the subsequent constant deceleration distance S1 (after the system and/or the machinist
detected an obstacle) are random variables distributed in accordance with the Rayleigh
law. Indeed, the most likely values of the breaking times and distances (modes) cannot
be zero but cannot be very long (large) either. In addition, in emergency situations of the
type in question, short times and small distances are much more likely than long times
and large distances. Because of that, the modes of their probability density distribution
functions (PDFs) should be heavily skewed towards short times and small distances.
The Rayleigh distribution is the simplest distribution that possesses these features. The
probability that the random distance S = S0 + S1 exceeds a certain non-random level Ŝ
can be found as a convolution of the two Rayleigh distributed random variables S0 and
S1 as follows:
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sionless parameters of the convolution (1); and �(α) = 2√
π

α∫
0
e−t2dt is the probability

integral (Laplace function). If the probability (1) is small (how small is “small” should
be determined, agreed upon and eventually included into the governing specifications),
then there is reason to believe that the train will stop before hitting the obstacle, so that
obstruction will be avoided. The calculated PS values are shown in Table 1. As evident
from the calculated data, the ASD parameter s plays the major role, while the ratio η of
the most likely deceleration and the pre-deceleration distances is much less important.

Table 1. Calculated probabilities PS of obstruction assuming non-random ASD

s/η 0 1.0 2.0 5.0 10.0 20.0

0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.25 0.9394 0.9975 0.9962 0.9870 0.9719 0.9579

0.5 0.7788 0.9656 0.9515 0.8890 0.8413 0.8071

0.75 0.5698 0.8629 0.8232 0.7059 0.6424 0.6058

1.00 0.3679 0.6848 0.6259 0.5817 0.4324 0.3997

1.50 0.1054 0.2818 0.2399 0.2181 0.1344 0.1197

2.0 0.0183 0.0645 0.0534 0.0328 0.0253 0.0216

3.0 1.234E-4 6.562E-4 5.395E-4 2.852E-4 1.980E-4 1.577E-4

4.0 1.254E-7 1.064E-6 6.384E-7 2.673E-7 2.078E-7 1.125E-7

5.0 1.389E-11 1.231E-10 9.847E-11 4.853E-11 2.924E-11 2.085E-11

The role of the ASD variability could be accounted for based on the following
reasoning. Assuming, based on the intuitively obvious physical considerations, that the
ASD is a normally distributed random variable, the probability that this variable is below
a certain level S is PA = 1

2 [1 − �(s)]. Obstruction will be avoided, when the random

distance S = S0 + S1 is below a level S
∧

(the probability of this situation is 1 − Ps) and,
in addition, if the ASD distance is above this level (this probability is 1−PA). Then the
probability that the obstruction is avoided can be evaluated as (1−Ps)(1−PA), and the
probability PSA that obstruction will occur is therefore

PSA = 1 − (1 − Ps)(1 − PA) = PA + Ps − PAPs = 1

2
[1 − �(s) + Ps(1 + �(s))]

(2)

The calculated PSA values are shown in Table 2. As one could see by comparing the
Tables 1 and 2 data, consideration of the variability of the ASD results in an insignificant
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increase in the predicted probabilities of obstruction and this difference decreases with
the decrease in this probability. For very low probabilities of obstruction, consideration
of the ASD variability does not make any difference at all (see italic data in the last two
rows of Table 2). Intuitively, such a behaviour could be anticipated from (2). Indeed,
when the prediction of the ASD is absolutely accurate and, owing to that, the probability
PA of obstruction caused by the inaccurate radar or a LIDAR measurements is zero
(PA = 0), then PSA = PS , and when PS is low, PSA is also low and is not different from
the PS .

Table 2. Calculated probabilities PSA of obstruction considering ASD variability

s/η 0 1.0 2.0 5.0 10.0 20.0

0 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000

0.25 0.9613 0.9984 0.9976 0.9917 0.9821 0.9731

0.5 0.8318 0.9738 0.9631 0.9156 0.8793 0.8368

0.75 0.6319 0.8827 0.8487 0.7484 0.7281 0.6627

1.00 0.4176 0.7096 0.6553 0.6146 0.4770 0.4469

1.50 0.1206 0.2940 0.2528 0.2314 0.1491 0.1346

2.0 0.0201 0.0662 0.0551 0.0346 0.0271 0.0234

3.0 1.334E-4 6.662E-4 5.495E-4 2.952E-4 2.038E-4 1.677E-4

4.0 1.254E-7 1.064E-6 6.384E-7 2.673E-7 2.078E-7 1.125E-7

5.0 1.389E-11 1.231E-10 9.847E-11 4.853E-11 2.924E-11 2.085E-11

The double-exponential-probability-distribution (DEPD) model uses the DEPD
function. This function could be introduced in many ways, depending on a particular
problem of importance. In vehicular, such as, say, avionic engineering, if one intends
to evaluate the impact of the HCF F , the MWL G and the time t on the probability
Ph(F,G, t) of the pilot’s non-failure, this function can be sought in the form:

Ph(F,G, S∗) = P0 exp

[
−

(
γSS∗t + G2

G2
0

)
exp

(
−F2

F2
0

)]
. (3)

HereP0 is the probability of human non-failure at the initialmoment of time and/or in
the case of a very lowMWL levelG, but could be defined also as the level for the situation
when the HCF F is extraordinarily high, while the MWL G is still finite, and so is the
time t; S∗ is the threshold (acceptable level) of the continuously monitored/measured
human health characteristic (symptom), such as, e.g., body temperature, arterial blood
pressure, etc.; γS is the sensitivity factor for the symptom S∗;G ≥ G0 is the actual
(elevated, off-normal) MWL; G0 is the MWL in normal operation conditions; F ≥ F0
is the actual (off-normal) HCF exhibited or required in the extraordinary condition of
importance; F0 is the most likely (normal, specified) HCF; γS is the sensitivity factor for
the governing symptom S∗. While measuring the MWL has become, for many years, a
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key method of improving safety, HCF is a relatively new notion (see, e.g., [2, 3, 10, 11])
that playswith respect to theMWLmore or less the same role as strength or capacity play
with respect to stress or demand in structural analysis and in some economics problems.
The function (3) makes physical sense. Indeed, when time t, and/or the level S∗ of the
governing symptom, and/or the level of the MWL G are significant, the probability of
non-failure is always low, no matter how high the level of the HCF F is; when the level
of the HCF is high, and the time t, and/or the level S∗ of the governing symptom, and/or
the level of the MWL G are finite, the probability Ph(F,G, S∗) becomes close to the
probability P0; when the HCF F is on the ordinary level F0 the formula (3) yields:

Ph(F,G, S∗) = Ph(G, S∗) = P0 exp

[
−

(
γSS∗t + G2

G2
0

)]
, (4)

and for a long time in operation (t → ∞) and/or when the level S∗ of the governing
symptom is significant (S∗ → ∞) and/or when the level G of the MWL is high, the
probability (4) of non-failure will be always low; at the initial moment of time (t = 0)
and/or in the case of a very low S∗ level (S∗ = 0), the Eq. (4) yields: Ph(F,G, S∗) =
Ph(G) = P0 exp

[
−

(
G2

G2
0

)]
; when the MWL G is high, this probability is low. In the

function (3) there are two unknowns: the probability P0 and the sensitivity factor γS . The
probabilityP0 could be determined by testing a group of highly qualified individuals. Let
us show how the sensitivity factor γS can be determined. The Eq. (4) can be written as

− lnP

γSS∗t+G2

G2
0

= exp

(
−F2

F2
0

)
. Let accelerated testing be conducted on a flight simulator for

the same group of individuals with the same high HCF F/F0 level (Captain Sullenberger
[12] is a good example), but at two different elevated (off-normal) MWL conditions,G1
and G2. Let the governing symptom has reached its critical level S∗ at the times t1 and
t2 from the beginning of testing, respectively, and the percentages of the individuals that
failed the tests were Q1 and Q2, so that the corresponding probabilities of non-failure

were
⇀

P
1
and

⇀

P
2
, respectively. Since the same group of individuals was tested, the right part

of the above relationship should remain unchanged, and because of that the condition

− lnP1

γSS∗t1+G2
1

G2
0

= − lnP2

γSS∗t2+G2
2
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0

should be fulfilled. This condition yields: γS = 1
S∗

G2
1

G2
0
− lnP1

lnP2

G2
2

G2
0

lnP1
lnP2

t2−t1
.

After the sensitivity factor γS is determined, the probability Ph(F,G, S∗) of human non-
failure can be evaluated on the basis of the formula (3). Let the accelerated testing on a
flight simulator was conducted twice for a group of individuals with high HCF F

F0
levels

at loading conditions, G1
G0

= 1.5 and G2
G0

= 2.5. The tests have indicated that the value
of the symptom S of the critical magnitude of, say, S∗ = 180, has been detected in 70%
of individuals (P1 = 0.3) during testing under the loading condition of G1

G0
= 1.5 after

t1 = 2 h of testing and in 90% of individuals (P2 = 0.1) during the second set of testing
under the loading condition G2

G0
= 2.5 after t2 = 1 h. Then the sensitivity factor γS is as
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follows: γS = 1
S∗

G2
1

G2
0
− lnP1

lnP2

G2
2

G2
0

lnP1
lnP2

t2−t1
= 1

180
2.25− −1.2040

−2.3026 6.25
−1.2040
−2.3026−2

= 3.8288x10−3hr−1, and the Eq. (4)

results in the following probability of the human non-failure:

P = Ph(F,G, S∗)

P0
= exp

[
−

(
γSS∗t + G2

G2
0

)
exp

(
−F2

F2
0

)]
= exp

[
−

(
0.68918t + G2

G2
0

)
exp

(
−F2

F2
0

)]

For a pilot of ordinary skills
(

F
F0

= 1
)

(normal HCF) and for a normal MWL(
G
G0

= 1
)
this formula yields: P = exp[−0.3679(0.68918t + 1)]. In 10 h this prob-

ability will be only 5.48%. However, for an exceptionally highly qualified indi-
vidual, like Captain Sullenberger, whose estimated HCF level is as high as F

F0
=

3.14 [12], the probability of the navigator’s non-failure is considerably higher:
P = exp

[−(0.68918t + 1) exp(−9.8596)
] = 0.9996. For an individual with the

HCF of, say, F
F0

= 2.0 this probability is significantly, by 13.5%, lower: P =
exp

[−(0.68918t + 1) exp(−4.0)
] = 0.8654. These results indicate particularly the

importance of the HCF in the addressed HITL problem.
The probabilistic segmentation model [11, 15] was used to quantify a HSI related

situation, when a vehicular mission of interest consists of a number of consecutive
segments/phases characterized by different probabilities of occurrence of a particular
harsh environment or and/by other extraordinary conditions during the particular seg-
ment of the mission, and/or by different durations of these segments/phases; and/or by
different failure rates, of the equipment and instrumentation and/or the navigator(s).
According to the probabilistic segmentation model, the probability of the mission non-
failure can be calculated as the sum of the products of the likelihood qi of the occur-
rence of a harsh environment of the given severity at each segment of the route, the
probability Pe

i (ti) of non-failure of the equipment and the probability Ph
i (ti) of non-

failure of the navigator(s). The probability of the mission failure can be determined as

Q =
n∑

i=1
qiQi(ti) = 1 −

n∑
i=1

qiPe
i (ti)P

h
i (ti). If at a certain segment of the fulfilment of

the mission of interest the human performance is not critical, then the corresponding
probability Ph

i (ti) of human non-failure should be put equal to one. On the other hand, if
there is confidence that the equipment (instrumentation) failure is not critical, or if there
is a reason to believe that the probability of the equipment non-failure is considerably
higher than the probability of the human non-failure, then it is the probability Pe

i (ti)
that should be put equal to one. Finally, if one is confident that a certain level of the
harsh environment will be encountered during the fulfilment of the mission at the i−
th segment of the route, then the corresponding probability qi of encountering such an
environment should be put equal to one. Let, for instance, the duration of a particular
vehicular mission is 24 h, and the vehicle spends equal times at each of the six segments
(so that ti = 4 hours at the end of each segment), the failure rates of the equipment
and the human performance are independent of the environmental conditions and are
λ = 8x10−4 1/h, the shape parameter in the Weibull distribution in both cases is β = 2

(Rayleigh distribution), theHCF ratio is F2

F2
0

= 8
(

F
F0

= 2.828
)
, the probability of human
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non-failure at ordinary flight conditions is P0 = 0.9900, and the MWL Gi/G0 ratios are
given vs. the probability qi of occurrence of the environmental conditions in Table 3.

Table 3. Calculated probabilities of mission failure

i 1 2 3 4 5 6

qi,% 95.30 3.99 0.50 0.10 0.06 0.05

Gi/G0 1 1.414 1.732 2.000 2.236 2.4495

Pi 1 0.9991 0.9982 0.9978 0.9964 0.9955

Phi 0.9900 0.9891 0.9882 0.9878 0.9864 0.9855

Pei P
h
i 0.9900 0.9891 0.9882 0.9878 0.9864 0.9856

qiP
e
i P

h
i 0.9435 0.0395 0.0049 0.0010 0.0006 0.0005

The computations of the probabilities of interest yield:

Pe
i =exp

[
−(λti)

2
]

= exp

[
−

(
8 × 10−4 × 4

)2] = 0.99999,

Ph
i =P0P̄i exp

[
(λti)

2
]

= 0.9900 × 0.99999P̄i = 0.99P̄i

The probability of the mission’s non-failure is
n∑

i=1
qiPe

i (ti)P
h
i (ti) = 0.9900, so that

the probability of mission failure is Q = 1 −
n∑

i=1
qiPe

i (ti)P
h
i (ti) = 1 − 0.990 = 0.01 =

1%.

3 Conclusion

Asuccessful/safe outcome of anHSI related effort cannot be assured, nor even improved,
if this outcome is not quantified. Since nobody and nothing is perfect, and the probability
of failure is never zero, such a quantification should be done on the probabilistic basis, and
the established never-zero probability of failure should be made adequate for a particular
system, individual(s) and application. Analytical (“mathematical”) predictive modelling
should always be considered, in addition to computer simulations, in every critical HSI
effort. These two types of models are based, as a rule, on different assumptions and
use different calculation techniques, and if the predictions based on these models are in
agreement, then there is a good reason to believe that the obtained data are both accurate
and trustworthy.
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Abstract. Spacesuits demonstrate unique motion patterns due to their mechan-
ical design. These motion patterns may contribute to increased musculoskeletal
stresses and injury risks for the astronaut and therefore it is important to understand
how suited motion patterns correlate with injury risk. This study analyzedmotions
from manual material handling lifting tasks performed in the Mark-III spacesuit.
The motion capture data were projected onto a reposable suit model for kinematic
derivation of joint angles. Singular value decomposition (SVD) was performed on
the time series of the joint angles, which identified the primitive motion patterns
(“eigenpostures”) across each task and their weightings as a function of time. The
total joint displacement, low back moments, and postural stability were calculated
as biomechanical risk metrics for each eigenposture. The eigenposture weightings
were compared across tasks. Each eigenposture was associated with a different
level of biomechanical stresses and some tasks, such as object pickup from the
floor, had a higher composition of “risky” eigenpostures. The results of this work
can be used to improve task and suit design to minimize risky movement patterns
for injury mitigation.

Keywords: Ergonomics ·Motion analysis ·Manual material handling · NASA

1 Introduction

Future lunar surface missions will require astronauts to perform manual materials han-
dling (e.g. lifting, pulling, dragging) and other tasks requiring forceful exertions (e.g.
geological sampling) while wearing a pressurized planetary spacesuit. Since spacesuits
have shown reduced range of motion and strength capabilities [1], there is an increased
risk formusculoskeletal injuries. Furthermore, motion restrictions imposed by the space-
suit (e.g. suit pressurization and mechanical joints) result in unique movement patterns
during extravehicular activity (EVA). Thus, EVA motions and the associated biome-
chanical stresses from wearing a spacesuit should be examined to define ergonomic
guidelines and ensure safe spacesuit and mission design.
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Traditionally, motions have been analyzed using individual joint angles. However, an
alternative technique was considered to provide new insights and a different perspective
into motion patterns previously unavailable. With this technique, a complex motion was
decomposed into a weighted sum of primitive motions through a singular value decom-
position (SVD) technique. Different studies have used SVD to decompose gait patterns
into basic movements and evaluate subtle differences across different test conditions
[2]. In this study, the unique motion patterns in suited lifting tasks were quantified using
SVD. Each motion primitive was then quantified for the corresponding musculoskeletal
loading and injury risks, which help in assessing the biomechanical risk factors for the
astronauts performing EVA tasks.

2 Methods

Several different lifting motions were identified from a past IRB-approved study for a
male subject performing simulated EVA tasks while wearing aMark III Space Suit Tech-
nologyDemonstrator (MK-III spacesuit). The subject had over three years of pressurized
suited experience. Lifting tasks were varied, ranging from a 12 × 12 × 10-inch crate
pickup to one handed cross-body object transfer (Fig. 1). All lifted loads were under 5
lbs. The suit motions were recorded using a motion capture system (Vicon Motion Sys-
tems LTD UK), where markers were placed on the suit components and limbs (medial
and lateral positions at the elbow, wrist, knee, ankle joints).

In order to extract the suit joint angles, theCADmodels of individual suit components
were incorporated into a 3D modeling environment. Mechanical configurations and
motions of the spacesuit were represented in aDenavit-Hartenberg kinematic convention
[3]. Virtualmarkerswere placed onto the 3D suit componentmodels that correspondwith
the physical placement of the retroreflective markers placed on the suit during the lifting
task. The markers were linked to the suit components and inherited the 3D orientation
of each suit component. For each frame of motion capture data, an iterative closest point
(ICP) algorithmwas performed to align the virtualmarkers to the physicalmarkers. After
the initial alignment from ICP, an optimization was performed to manipulate the suit
joint angles to align the virtual markers on the limbs to the physical marker positions.
A bound-constrained optimization was performed to minimize the distance between the
two sets of markers. Mechanical joint range of motion limits were used as boundary
conditions.

For each task, all joint angles were normalized to the corresponding angles at 100%
task completion. The time series of joint angles across the different tasks were con-
catenated into one matrix. The SVD method was used to extract features from the joint
angle time series, where the singular vectors were defined as eigenpostures (EP). Thus,
progression of suited motion in each task was explained by a linear weighted combina-
tion of EPs, each of which the eigenvalue represents the relative contribution toward the
overall motion. In this study, the three largest 3 EPs were considered, which combined
to explain 59% of the total variance. All other EPs with smaller eigenvalues were not
considered as they described only minor variations between arm and hand motions. The
EP weightings were compared across all lifting task types.

Several metrics were also defined and measured to assess associated biomechanical
loading for each EP, namely the total joint displacement, moments at the low back
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joint (about the flex ring pivot point), and total center of gravity (projected onto the
ground) excursion. Themoment and center of gravity were calculated using the suit joint
kinematics and the documented component-wise weight distributions. For simplicity,
human body segment masses were not incorporated into this calculation. These metrics
were selected as they are assumed to bemeaningfully associatedwith themusculoskeletal
demands during lifting, thus enabling a structured analysis of EVA kinematics. These
metrics were compared across different EPs and task types.

3 Results

The resulting EPs from the SVD analysis are illustrated in Fig. 1. Suited movements
were stereotypical due to the idiosyncratic joint bearing rotations needed for movement
actuation. The first eigenposture (EP1) was associated with hip and knee lifting motions
and the second eigenposture (EP2) was more representative of arm motions. EP3 repre-
sented an isolated waist flexion/extension motion. The compositions of EPs were found
to be different across the task types (Table 1). When compared across different task
types, the relative weight of EP1 was largest with the object pickup from the floor task,
while being the smallest with the cross-body pickup.

Each EP was associated with different levels of biomechanical demand metrics.
For example, EP1 was associated with the largest joint angular displacement, low back
moment, and center of gravity excursion (Table 1), compared to EP2 and EP3. Thus,
EP1 was assumed to impose a larger biomechanical stress than other EPs. Conversely,
EP2 which represents arm motions, had the lowest biomechanical stress.

Table 1. Cumulative weighting across tasks (top) and biomechanical stresses (bottom) for EP

Task Name EP1 EP2 EP3

Static standing trial (baseline) 6 3 2

Crate pickup 600 116 54

Object pickup from floor 676 7 50

Cross-body pickup object from floor 396 42 139

Lateral-body object pickup 471 19 15

Total joint angular displacement (degrees) 701 321 345

Maximum low back moment (Nm) 641 361 480

Total center of gravity excursion(cm) 24.5 5.3 8.4
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Fig. 1. Left: Task Types A: crate pickup, B: pickup from floor, C: cross body pickup, D: lateral
pickup. Right: Eigenposture progression with normalized motion time.

4 Discussion

In this study, EVA motions were decomposed into a weighted sum of primitive motions
(i.e. EPs). Each observed EP was associated with different levels of biomechanical
stress. The EVA tasks containing a higher proportion of EP with high biomechanical
stress can be labeled as more risk-prone compared to the other tasks. For example,
lifting an object from the floor had a higher composition of EP1, which had the greatest
joint displacement and low back moment. Thus, these tasks may need interventions to
mitigate biomechanical risk factors. In this case, if the object location were to be raised
by redesigning the task or hardware, EP1 and EP3 scores can decrease. As mechanical
moment about the waist ring was used to define the low back moment, muscular and
spinal strain was not considered in this analysis. Adding load and body properties would
enable stronger conclusions on low back muscular strain.

The results from this study and the developed methodology can be used to train
astronauts to avoid specific risky movements. The risky suit postures may need to be
monitored for the frequency and magnitudes during EVA. If a task can be achieved with
different combinations of EPs, movement strategies can be investigated to identify alter-
native EP combinations which would minimize biomechanical risks. Such alternative
movement strategies can be used as a reference for astronaut training. Suit engineers
can also improve geometric and mechanical configurations of a spacesuit to reduce the
risk-prone EP and improve overall movement patterns. EVA task designers can then
incorporate these recommendations into the EVA concept of operations.



Assessment of Biomechanical Risk Factors 433

References

1. Carr, C.E., Newman, D.J.: Space suit bioenergetics: framework and analysis of unsuited and
suited activity. Aviat. Space Environ. Med. 78(11), 1013–1022 (2007)

2. Troje, N.F.: Decomposing biological motion: a framework for analysis and synthesis of human
gait patterns. J. Vision 2(5), 2 (2002)

3. Denavit, J., Hartenberg, R.S.: A kinematic notation for lower-pair mechanisms based on
matrices. Trans. ASME J. Appl. Mech. 23, 215–221 (1955)



A Preliminary Study on the Effects of Foam
and Seat Pan Inclination on the Deformation

of the Seated Buttocks Using MRI

Xuguang Wang(B) , Léo Savonnet , and Sonia Duprey

Univ Lyon, Univ Gustave Eiffel, LBMC UMR_T9406, 69622 Lyon, France
xuguang.wang@univ-eiffel.fr

Abstract. The objective is to investigate the effects of foam and seat pan incli-
nation on soft tissues deformation in the gluteal region using an open MRI. Four
healthy male subjects, aged from 28 to 52 years old and BMI from 20 to 28 kg/m2

participated in the experiment. A positional MRI scanner (Paramed® 0.5 T) was
used. Each participant tested three seating configurations defined by varying the
seat pan angle (A_SP) and cushion material while the back was fixed at 22° from
the vertical: 1) A_SP= 7° without foam (Reference), 2) A_SP= 0° without foam
(Shear), 3) A_SP = 7° with a 50 mm thick foam on the seat pan (Foam). In addi-
tion, one configuration (Unloaded) with the trunk-thigh angle about 105° and the
buttock unloaded, was also scanned for comparison. After segmentation and 3D
reconstruction, volumes of bone, gluteal muscle, fat, and other tissues in three
regions of interest (ROIs) under the ITs were calculated. The largest tissue defor-
mation was observed for Shear, while the smallest was found for Foam. Though
these findings were expected, to our knowledge, this is the first time that the effect
of shear force on tissue deformationwas quantified directly, providing quantitative
data needed for validating buttock-thigh finite element models. The findings of
the present study also confirm that the tissue beneath their ITs was predominantly
composed of fat and connective tissue and the gluteal muscles slided away from
the IT.

Keywords: Seating comfort · Soft tissue · Deformation · Biomechanics ·
Human modeling

1 Introduction

Sitting for a long period is common in modern societies, either for leisure or occupa-
tional activities or due to mobility impairments. However, long-term sitting may lead
to discomfort [1, 2], and even to pressure sores for people confined to a wheelchair [3].
Among biomechanical factors affecting seating discomfort, we can mention high peak
pressure [1] and high shear force on the seat [4], which may lead to large deformation of
soft tissues and reduction of blood flow. A full understanding of the soft tissues deforma-
tion particularly in the gluteal region in a seated position would be helpful for reducing
discomfort and injury risk of seated people [5]. Thanks to recent development in medical
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imaging, direct observation of soft-tissue strain under a realistic sitting loading condition
is now possible using an open MRI. Recent MRI investigations by Sonnenblum et al.
(2018) and Brienza et al. (2018) [6, 7] mainly focused on the effects of wheelchair cush-
ion type on tissue deformation. To our knowledge, few researchers have investigated the
effects of shear force and cushion type and their possible interaction on tissue deforma-
tion. The main objective is to investigate their effects on soft tissues deformation in the
gluteal region using an open MRI.

2 Materials and Methods

2.1 Participants

Four healthy male subjects were recruited and their characteristics are summarized in
Table 1. Université Gustave Eiffel (formerly French Institute of Science and Technol-
ogy for Transport, Development and Networks – IFSTTAR) ethics committee approved
the experimental protocol. Informed consent was obtained prior to experiment for all
participants.

Table 1. Participant characteristics

Participant 1 2 3 4

Age (yrs) 28 52 35 31

Stature (cm) 173 163 169 187

BMI (kg/m2) 20.3 25.9 27.6 23.6

2.2 Experimental Conditions

Participants were scanned in three seated and one unloaded positions in an upright MRI
scanner (Paramed® 0.5 T (Fig. 1). The resolution of the scans was set to 3.1 mm slice
thickness, and 3.1 mm slice gap. The field of view was adjusted to be 300 × 300 ×
300 mm in sagittal, coronal and transversal planes respectively. We used two wooden
plates as for seat pan and backrest. Three seating conditions were defined by varying
the seat pan angle (A_SP) and cushion material while the back was fixed at 22 degrees
from the vertical: 1) A_SP= 7° without foam (Reference), 2) A_SP= 0° without foam
(Shear), 3) A_SP = 7° with a 50 mm thick foam on the seat pan (Foam). Compared to
Reference, Shear had a shear force on the seat pan surface about 5% of body weight
higher on average observed in our previous study [8], while Foam had a more uniform
pressure distribution with a much lower peak pressure under the ischial tuberosities
(ITs). For the unloaded position, we built a specific device so that participants could
support their body by the arms, back, knees and feet while keeping the buttock and
thighs unloaded. The backrest was reclined 50° from the vertical to support most of
body weight. We controlled the back-thigh angle by a goniometer to be 105°, close to



436 X. Wang et al.

the reference seating position. The unloaded condition was tested the first, then followed
the conditionsReference, Foam and Shear. Because of the limited field of view, two scans
were needed to cover the buttocks and most part of the thighs. Each acquisition took
about 8 min during which participants had to keep immobile.

Reference raehSmaoFdedaolnU

7°

22° 22° 22°50°

7°

Fig. 1. Illustration of the four positions in the upright MRI scanner environment.

Fig. 2. Region of interest (ROI) characterized by a cylinder, illustrated for a Reference sitting
condition. Three cylinders of 100 mm in length and 50, 20 and 10 mm in diameter were used.
Their axis was perpendicular to the seat pan surface and centered at the ischium point which had
the shortest distance to the seat. They were positioned so that the external circle of the upper
surface was in contact with the ischium.

2.3 Data Processing

Raw DICOM data were imported into the open source software 3D Slicer (www.sli
cer.org) for segmenting the pelvis, femur, gluteus maximus and subcutaneous fat. Once
segmented, 3D objects in two scans were merged and re-meshed using Meshlab. We
defined three regions of interest (ROI) by three cylinders of 50, 20 and 10mm in diameter.
They were perpendicular to the seat pan surface and centered at the ischium point which
had the shortest distance to the seat (Fig. 2). For the unloaded condition, which had no

http://www.slicer.org
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seat pan, the same ROIs as Reference were used by aligning the two pelvises. Volumes
and average thicknesses of bone, gluteal muscle, fat, and other tissues inside the ROIs
were calculated using a custom Matlab (R2020b) tool.

3 Results

For the three seating conditions Reference, Foam and Shear in case of ROI of 50 mm,
tissue thicknesses reduced to 17.3, 19 and 15.9 mm on average respectively, representing
a deformation of 65.5, 62.4 and 68.1% with respect to the unloaded condition (Table 2).
The same trends were found for two other ROIs.

Table 2. Average thickness in mm of the soft tissues under the ischial tuberosity for the three
cylindrical ROI of 50, 20 and 10 mm for the four conditions

Part. Unloaded Reference Foam Shear

50 20 10 50 20 10 50 20 10 50 20 10

1 49.3 43.8 42.9 13.9 11.3 9.3 15.8 11.3 10.5 14.8 7.7 6.8

2 61.2 59.8 59.2 15.6 12.8 12.1 18.6 15.6 15.7 15.2 12.1 11.1

3 48.0 44.5 43.8 19.6 12.8 11.9 20.5 16.6 17.0 15.8 10.7 9.9

4 46.5 39.2 38.0 20.3 12.6 11.6 21.0 15.6 14.8 18.5 11.2 10.6

M 51.2 46.8 46.0 17.3 12.4 11.2 19.0 14.8 14.5 16.1 10.4 9.6

SD 6.7 9.0 9.2 3.1 0.7 1.3 2.4 2.4 2.8 1.7 1.9 1.9

Table 3. % of gluteus maximus within the three cylindrical ROI of 50, 20 and 10 mm for the four
conditions

Part. Unloaded Reference Foam Shear

50 20 10 50 20 10 50 20 10 50 20 10

1 55.1 71.0 72.8 10.2 0.0 0.0 2.1 0.0 0.0 5.3 0.0 0.0

2 13.4 4.3 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0

3 8.4 0.0 0.0 0.0 0.0 0.0 4.9 0.0 0.0 3.3 0.0 0.0

4 27.1 33.6 37.2 0.0 0.0 0.0 5.7 0.0 0.0 0.6 0.0 0.0

M 26.0 27.2 27.5 2.6 0.0 0.0 3.2 0.0 0.0 2.3 0.0 0.0

SD 20.9 32.8 34.9 5.1 0.0 0.0 2.6 0.0 0.0 2.4 0.0 0.0

Regarding different composition of soft tissues in ROI, there were almost no gluteal
muscles in the ROIs of 10 mm and 20 mm, while it was present in the ROI of 50 mm
(Table 3), suggesting that the muscles slided away. Thus, only the fat tissues wrapped
around the IT when seated.

There were large differences in soft tissue thickness and composition between the
participants when looking at the unloaded condition. For the ROI of 50 mm, tissue
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thicknesses were 49.3, 61.2, 48.0, 46.5 mm and the percentages of gluteus maximus
were 55.1, 13.4, 8.4, and 27.1% for the four participants.

4 Discussion and Conclusions

The largest tissue deformation was observed for Shear, while the smallest was found
for Foam for all participants. Though these findings were expected, to our knowledge,
this is the first time that the effect of shear force on tissue deformation was quantified
directly, providing quantitative data needed for validating buttock-thigh finite element
models [9]. The findings of the present study also confirm that the tissue beneath their
ITs was predominantly composed of fat and connective tissue, suggesting that the gluteal
muscles slide away from the IT area when seated. Muscle sliding in a sitting position
has to be considered when performing simulation using FE models as already suggested
by Sonenblum et al. (2018) [6].
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Abstract. The ergonomic design of future automated vehicles will require new
posture prediction features in digital human models to consider the large variety
of non-driving related activities. This paper describes the experimental, model-
ing and implementation work to achieve new posture models for that kind of
activities. In the experiment subject poses are measured while adopting a set of
predefined sitting postures in a mock-up. These postures result from a pre-study
which determined the most frequently observed postures for non-driving related
activities. These poses are transferred to a digital human model and build the pool
from which primary posture models are derived. Several methods are developed
to create new secondary posture models out of them by joining upper and lower
sub postures of significantly frequent posture combinations according to that pre-
study. These methods and non-driving related posture models are implemented
into a digital human model extending the standard posture prediction process. For
simulating a desired activity in an automated vehicle design, a user can select the
corresponding posture model taking into account the specific frequency rates.

Keywords: Digital human modelling · Automated driving · Ergonomic
simulation

1 Introduction

With an increasing level of automation in future vehicles new concepts for interiors have
to be developed due to the changing role of the driver. The number of non-driving related
tasks will significantly increase which requires new concepts for the human-machine-
interaction.

Current digital ergonomic design and validation tools have been established and
applied for conventional vehicle concepts for decades [1]. But they hardly can be used
to develop future automated driving concepts, since the corresponding occupant behavior
cannot be properly simulated [2].

The goal of the presented study is the development of knowledge-based tools to
simulate the occupant behavior in interiors of automated vehicles (SAE level 3 & 4) [3]
by a 3D digital human model. The work splits up into the acquisition of appropriate
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posture data for non-driving related activities and the integration of the related methods
and posture models into a digital human model.

The principal procedure is based on a former procedure of developing a simulation
tool for the predict of manual driving postures consisting of experimental data collec-
tion and posture modelling [4]. The main difference is the large variety of potential
non-driving related activities compared to the single well-defined conventional manual
driving activity.

Hence the study focuses on the measurement of a reduced set of primary posture
configurationswhich summarize themost frequently observedpostures in important non-
driving related tasks. Finally, several methods are developed to exploit these primary
postures and generate new secondary postures for simulating a wide range of frequent
non-driving related activities.

2 Methodology

2.1 Participant Study

From the findings of [5] eight postures were derived. These postures were chosen with
regard to their occurrence probability. Figure 1 shows these postures which represent
the combinations of lower and upper body postures deemed most significant.

Fig. 1. Primary posture configurations 1 through 8 selected for the data pool

50 participants (average body height 175.3 cm, SD ± 8.8 cm) were recorded per-
forming these postures using the Simi motion capturing system [6] portrayed in Fig. 2.
Each posture was recorded three times in three different seat height configurations with
H30 being 200 mm, 350 mm and 500 mm. This leads to nine recordings per posture and
participant. With 50 participants, 8 postures, three H30s and three runs a total of 3600
recordings were gathered as a data pool for the posture modelling.
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Fig. 2. Experiment setup

2.2 Data Transfer

The static motion capture recordings were processed to generate corresponding skeleton
animations. These animations were transferred to the digital human model RAMSIS
using the well-known bvh animation format (Fig. 3).

Video based mo on capture

Transfer Transfer

Skeleton anima on Digital human model

Fig. 3. Posture measure data transfer process

Since the skeleton structures of the Simi motion capture system and RAMSIS are
not identical, a specific transfer method was implemented to match joint information
(position and orientation) between the models and to fit the RAMSIS skeleton to the
motion capture skeleton by an inverse kinematics solver.

2.3 Modeling

Following the approach in [4], for each posture and H30 configuration the corresponding
150 posture trials were statistically analyzed. In particular the frequency distribution was
derived for each degree of freedom (DOF) in the kinematical human model.
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These distributions were individually approximated by polynomial functions which
have their maximum value of 1 at the DOF average and run to zero at the anatomical
DOF limits (Fig. 4).

0
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0.2

0.3

0.4

0.5

0.6

-100 -50 0 50 100 150
Degree of freedom

Posture distribu onRight shoulder joint (Flexion / Extension)

Fig. 4. Approximation of frequency distribution of right shoulder flexion/extension

All frequency distribution functions build the activity-specific posture model for the
corresponding posture and H30 configuration. These 24 primary posture models are
ready to be used in an optimization for calculating realistic task-specific postures.

2.4 Exploitation Methods

The generated 24 primary posture models build the basis to cover a wide range of non-
driving related activities. Several methodswere developed to automatically generate new
secondary posture models taking into account important non-driving related activities,
activity-depending torso angles and arbitrary H30 configurations. These methods and a
corresponding graphical user interface were finally implemented into the digital human
model system RAMSIS.

Non-driving Related Activities and Torso Angles. Using the sub posture occurrence
frequency results in [5] the most important non-driving related activities (NDRA) were
assigned to combinations of upper and lower body postures out of the measured primary
posture configurations (Fig. 1). In addition, for each upper and lower sub posture a
NDRA-specific occurrence frequency rate was calculated (Fig. 5), such that the total
frequency of these composite posture models can be predicted.
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Make phone call

Read book

Eat / Drink

Watch landscape

Do paperwork

Talk to passenger

Use smartphone

Use tablet

Read newspaper

Work with laptop

Relax

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

N
DA

Posture: Upper 1-8 / Lower 1-8

Frequency of posture combina ons (Level 3)

0%-20% 20%-40% 40%-60% 60%-80% 80%-100%

Fig. 5. Upper and lower sub posture frequency for non-driving related activities (level 3)

Furthermore, the preferred average torso angle was measured in a separate experi-
ment and determined for each non-driving related activity [7].

Finally, a method was developed to split the primary posture models into their upper
(torso and arms) and lower (legs) body part and to automatically recompose them to new
secondary posture models while considering the NDRA specific torso angle (Fig. 6).

NDA Torso 
angle

Fig. 6. Composing posture from upper and lower body and matching NDRA torso angle

First, the composed posture inherits all joint angles from the corresponding upper
and lower body posture. Second, the torso is rotated to match the NDRA torso angle.
Third, the hip joint angles are adjusted such that the thigh orientation fits to the given
lower part and the chest rotation is adjusted such that it fits to the given upper body part.

H30 Configurations. A posture model for a given H30 value is generated by linear
blending between posture models of neighbor measured H30 configurations.
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3 Results

The graphical user interface developed for support an end-user defining a non-driving
related posture model for a task analysis follows the subsequent process (Fig. 7):

1. The user selects the SAE level for automated driving (3 or 4).
2. Depending on the selected level, the user selects the non-driving activity (e.g.

relaxing, using a smartphone).
3. In addition, the user defines the H30 value of the vehicle design.
4. For the selected level and activity, a list of themost frequent upper and lower postures

and the corresponding frequency rates are displayed (see Fig. 5).
5. After the user selected the preferred upper and lower posture, the total posture model

is automatically composed using themethods in Sect. 2.4, and the resulting combined
occurrence probability rate is displayed.

NDA
Make phone call

Read book

Eat / Drink

Watch landscape

Do paperwork

Talk to passenger

Use smartphone

Use tablet

Read newspaper

Work with laptop

Relax

Take over vehicle

Level
3

4

1. Selec�on Level & NDA(Level) 2.

Fig. 7. Process and GUI for building NDRA specific posture models

This combined model can be used in a standard calculation process to predict a
manikin posture subjected to user-defined restrictions (e.g. heels on floor, H-point on
seating reference point) within an interior geometry of an automated vehicle (Fig. 8).
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Posi oning

3D Environment

Posture model

Fig. 8. Positioning manikins into an automated vehicle design

The resulting posture is the input for various ergonomic analyses such as reachability,
visibility and space requirements.

4 Discussion

The presented method is suitable to provide flexible posture models for inverse kinemat-
ics based posture prediction and can be applied for future use cases.While this procedure
was already validated for the manual driving use case, the validation for the variety of
non-driving activities has not yet been completed.

The compositionof postures is a possibility to generate additional probabilistic digital
human models from recorded data. Considering the high effort required to generate
data pools for such models, this provides a promising approach. Nevertheless, it still
has to be proved that this methodology generates valid output. A major concern is the
occurrence of unrealistically small angles between the torso and the legs. In the case
presented these configurations do not occur as the probabilities of the upper and lower
body postures generating such compositions are extremely low. For example, the leaned
forward posture is only probable for NDRAs where a leg crossed posture is unlikely.

In addition, a challenge will be the comparison between real and simulated postures,
because non-driving postures are less restricted by the interior (e.g. no contact to steering
wheel and pedals). It might be necessary to divide the validation into smaller sub-
validations to generate comparable data, e.g. validating the posture itself in relation to
the H-Point and then validating the position of the H-Point in relation to the interior. This
can compromise the validation and is thus to be discussed and tested in future work.

5 Conclusions

The presented approach applies a modelling method, which has been established in the
ergonomic design of conventional manually controlled vehicles, to automated vehicles.
Themain difference is the larger posture variability. In order to handle this variabilitywith
limited resources, a method was introduced to compose postures from upper and lower
sub postures. This gives end-users a maximum flexibility in simulating and assessing
occupant behavior in automated vehicle concepts.



446 H.-J. Wirsching and M. Fleischer

Future work will focus on the evaluation of the presented methods. Additionally, the
posture simulation process has to be extended by the interaction of the occupant with
movable geometrical objects (e.g. tablets, cups) and with own body parts (e.g. put hand
on thigh) in order to cover important aspects of occupant behavior in automated vehicles.

Since nobody knows how occupants will definitely interact with future vehicle
interiors, the presented approach should be open for new non-driving related tasks.

Acknowledgments. This study was conducted in the context of the project INSAA funded by
the Federal Ministry of Education and Research of the Federal Republic of Germany.
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Abstract. Digital human models have not yet reached their full potential for
proactive virtual assessment of ergonomics in engineering and industrial design.
Especially the modelling of interaction between user and product often is time
demanding, cumbersome, unstandardized and embedded insufficiently in the
computer-aided engineering environment. On the one hand, the interaction mod-
elling needs to be applicable for a majority of products and shall contain as much
a-priori knowledge regarding human behavior as possible. On the other hand, the
method needs to be appropriate for designers, without special ergonomic exper-
tise or human behavior training. In this contribution, we present an interaction-
modelling framework based on the concept of affordances, which ought to resolve
these partly contradictable demands. Hence, 31 elementary affordances, describ-
ing fundamental physical interaction possibilities between human end effectors
and rudimental (product) geometries, were deduced using a classification method.
The elementary affordances shall serve as a medium for interaction modeling. For
this purpose, we introduce an interaction modelling routine, implemented in a
CAD system, which makes use of the identified elementary affordances in terms
of CAD-features. Those enable designers to apply interaction possibilities directly
to a CAD-model in order to define the constraints for a DHM simulation.

Keywords: User product interaction · Digital human models · Affordance ·
CAD · Interaction modelling

1 Problem Statement

Digital human models (DHM) bear the potential for proactive virtual assessment of
ergonomics in engineering and industrial design [1–3]. Usually simulated as a virtual
mockup containing a virtual product model (e.g. CAD-model), a virtual environment
and a human behavior model [4], DHM tools have not yet reached their full potential [5].
According to various publications, prevalent DHM tools are either cumbersome to use
[6], unstandardized [7], time-demanding or not trustworthy [8]. Wolf et al. [4] deduced
five requirements for interaction modelling approaches (utilizing DHM) to be suitable
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for engineering design: According to their research, interaction modelling requires a (1)
genuinely proactive/predictive and (2) a universally valid modelling approach as well as
(3) a standardized, time-efficient and intuitive and (4) a comprehensible and straightfor-
ward modelling procedure. Additionally, the interaction modeling approach (5) should
provide the opportunity of data consistent embedment in the computer-aided engineer-
ing environment. While the first two requirements deal with issues in human behavior-
prediction the remaining requirements demand for a concept / framework, which enables
designers to easily model the interaction between a chosen DHM and virtual product.
The literature contains several examples of interactionmodelling frameworks. Jung et al.
[9] present aHuman-Product Constraint Management Function to model interactions in
CAD for vehicle interior design.Mardberg et al. [10] utilize a formal high-level language,
composed of an instruction grammar and extended finite automaton. Bauer et al. [11]
present a task-based method, where tasks represent definite human activities in terms of
a movement satisfying kinematical constraints. Unfortunately, none of the frameworks
prevalent in literature allows a universal application for DHM-Tools in engineering and
industrial design. While the approaches of Bauer et al. [11] and Mardberg et al. [10]
support themodelling of occupational processes, the approach of Jung et al. [9] is limited
to a specific use case (vehicle interior design).

2 Research Objective

Our overall research aim is to develop a proactive virtual ergonomics tool for engineering
design, consisting of a user-product interaction-modelling framework in CAD (frontend)
which serves as an intuitive interface for a predictive DHM simulation tool (backend). In
this contribution, we want to present the framework (method) for interaction modelling
and its implementation. The identification and development of this method required the
consideration of several demands derived from the above listed requirements. On the
one hand, the method needs to be universally applicable (for a majority of products)
and shall contain as much a-priori knowledge regarding human behavior as possible, in
order to provide valid constraints for the predictive DHM simulation. On the other hand,
the method needs to be appropriate for designers, without special ergonomic expertise
or human behavior training, and needs to be intuitive, standardized, and time-efficient in
use. The research question was to identify a way to resolve these partly contradictable
demands.

3 Methodology

One key element for resolving this research question was using the concept of affor-
dances. Affordances (artificial term for ‘to afford something’) describe the possibilities
of interaction directly linked to physical objects, resulting from the abilities of the actor
and the characteristics of the object. Originally introduced by Gibson [12] in psychol-
ogy, the concept of affordances is now widely used in engineering [13] and industrial
design [14]. In our framework, affordances serve as a medium for interaction modeling.
Just as intuitively, as humans use affordances in their daily lives, designers shall use
affordances to model user-product interactions. The basic hypothesis for our framework
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is, that many interaction concepts existing in technology can be reduced to a relatively
small set of elementary affordances. This grants universal applicability while allowing
for an intuitive, standardized, and time-efficient application. Another key element was
the decision, to predict human behavior as a posture rather than a movement. The results
of Wolf et al. [4] suggest that it is more likely to achieve a universal prediction of human
behavior by predicting postures. Although posture evaluation is not sufficient for cer-
tain user-product interactions (because time-dependent factors such as inertia cannot be
accounted for), they are easier to predict because the temporal dimension does not have
to bemodelled (e.g. maintaining dynamic balance). Hence, elementary affordances were
defined as physical interaction possibilities existing between human end effectors (e.g.
hand or foot) and rudimental geometries (e.g. surface, cylinder or cuboid). Additionally,
elementary affordances shall be aim-independent, since the exclusion of interaction
aims again removes a whole level of abstraction and thereby complexity. Based on the
empirical data of Hu and Fadel [15] and Wolf et al. [16], we have developed a taxon-
omy of elementary affordances using a method introduced by Nickerson et al. [17].With
help of this taxonomy, elementary affordanceswere derived and described. Using feature
technology [18], the identified elementary affordances were implemented as affordance-
features in a CAD-System with an accompanying graphical user interface (GUI). The
implementation was realized as a plugin for Siemens NX, which was developed using
the API OpenNX and the Block-UI-Styler.

4 Results

The resulting taxonomy contains four dimensions – the rudimental interaction geometry,
the end-effector posture, the kinematic minimal-dependency and the dynamic minimal-
dependency –, each composed of differentmutually exclusive but collectively exhaustive
characteristics (see Fig. 1).
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Fig. 1. Mechanical description of "hand grabs cylinder" (One of the 31 elementary affordances)

With help of the taxonomy, 31 elementary affordances were deduced from the empir-
ical data. It turned out that a purely semantic description of the characteristics is advan-
tageous for the development of the taxonomy, while for the resulting specification of
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elementary affordances a mechanical description of the characteristics seems to be more
efficient. Figure 1 shows the mechanically described characteristics of one affordance
“hand grabs cylinder”. In this case, the rudimental interaction geometry includes infor-
mation regarding the geometry’s proportions in respect to the position and orientation
of the local Cartesian coordinate system (CCS). The end effector posture includes the
posture of the fingers (for illustrative purposes depicted as an opened hand in Fig. 1) and
the local CCS position and orientation. In the example, the x-axis is oriented along the
so-called thenar palmar crease, while the distance to the palm corresponds to the cylinder
radius. The kinematic minimal-dependency is described via a mechanical joint defini-
tion (parent-child dependency), restricted by the proportions of the rudimental geome-
try. Lastly, the dynamic minimal-dependency contains possibilities of force transmission
along the parent’s CCS axes, restricted by threshold forces and moments resulting from
the weight of the respective extremities. Each of the 31 elementary affordances is repre-
sentable/expressible via a unique combination of such mechanical characteristics. The
implementation of the elementary affordances as CAD-features was conducted as a plu-
gin for Siemens NX but is based on a method/routine that may be implemented for any
other CAD system as well (see Fig. 2).
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Fig. 2. Schematic of the User-Product Interaction-Modelling Framework

The method allows the designer to choose from the 31 elementary affordances (e.g.
hand grabs cylinder) and to apply those to a geometry of a CAD-model (e.g. a handle).
The abstraction of elaborate shapes to rudimental geometries (e.g. abstracting a fancy
handle with a cylinder) is accomplished via a bounding volume function (implemented
via the ToolingBoxBuilder in Siemens NX). In a next step, the designer can further refine
the kinematic dependencies (e.g. the exact alignment of the end effector to the rudimental
geometry). In the last step, the dynamic dependencies may be refined, by adding external
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forces or support forces in height anddirection.Once an affordance is completely defined,
it unites geometrical information about the interaction geometry – extracted from the
CAD-System –, the end effector posture (stored in the taxonomy data) and kinematic
and dynamic information (stored in the taxonomy-data and optionally further refined by
the designer). Hereby, a sum off affordance-features describes an interaction scenario,
which can be exported into a DHM tool as kinematic and dynamic constraints. As shown
by many publications [3, 9], these can be used to predict postures using DHM tools.

5 Discussion

The developed interaction-modelling framework provides a universally applicable
method,while keeping a comprehensible structurewith amanageable amount of elemen-
tary affordances. The designer does not have to contribute with own a-priori knowledge
regarding human behavior, since the provided mechanical descriptions solely need to be
specified, instead of being modelled from scratch. The elementary affordances contain
sufficient a-priori knowledge, enabling the distinct deduction of end-effector positions
and orientations for a DHM posture prediction. The developed taxonomy shall not be
understood as a comprehensive solution but rather than one possible solution, since there
may be use cases, which were not considered during development. This is not problem-
atic however, since extendibility is an important characteristic of a useful classification
[17]. A validation of this method will be useful after researching and implementing the
entire methodology. Therefore, the presented implementation of the taxonomy as an
interaction-modelling framework in CAD provides all basic functionalities. Hence, this
framework needs to be coupled with a predictive DHM simulation tool in a next step.

6 Conclusion

The presented framework demonstrates how the integration of user-product-interaction
modelling into the computer-aided engineering environment, can be achieved in a com-
prehensible and straightforwardway. The resulting simplicity and accessibilitymay con-
stitute one key factor in order to exploit the potential of DHM simulation and proactive
virtual assessment of ergonomics in engineering and industrial design.
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2913/31–1 by the German Research Foundation (DFG).
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Abstract. In 3D gesture interaction, people engage in contactless interactionwith
computers through arm and palmmovements. The aim of this studywas to develop
and verify a reasonable evaluation scheme for 3D gesture usability through empir-
ical methods and finally form an efficient, natural, and standard gesture library
for 3D interaction. Two experiments were performed. In the first experiment, an
evaluation scheme for 3D gestures with different weighted indexes of usability
was developed, and then the ratings of the usability dimensions of 30 gestures
within 10 operations in the 3D interaction were compared with one another. The
purpose of this comparison was to summarize a set of 3D gestures with the highest
usability. In the second experiment, the validity of the gesture set acquired in the
first experiment was verified by comparing the usability differences between the
high- and low-rated 3D gestures. An optimal set of 3D gestures was obtained by
comparing the usability ratings of the different gestures and then verifying the
superiority of the operation performance and users’ satisfaction of this 3D gesture
set in a real operation task.

Keywords: 3D gestures · Usability · Human–computer interaction

1 Introduction

Gesture interaction has gradually become a meritorious mode owing to its natural and
efficient attributes and to the maturation of recognition technology. Meanwhile, 3D
gesture interaction, also called gesture somatosensory interaction, refers to a new way
in which people engage in contactless interactions with computers through arm and
palm movements (Pallotta et al. 2007). In comparison with the 2D interactive mode, the
current 3D gesture interaction mode is more adaptable and enables a more natural form
of interaction with a machine. It can also reduce people’s cognitive load because it is
not limited to the form of hardware (Pantic et al. 2006).
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Although new products or new recognition algorithms were used in previous studies
for the design and evaluation of specific actions, most of them failed to include all the
gestures that a platformmay use. Considering the previous 3D gesture studies mentioned
before, which mainly investigated the optimization of the gesture recognition algorithm
or the usability for single or multiple gestures, it is necessary to use a reasonable multi-
metric usability assessment method and obtain a set of gesture combinations with a high
level of availability. Moreover, as the unified and effective evaluation criteria have not
been formed yet, neither the specific index system of the evaluation of 3D gesture nor
the weight of each index in the system is consistent. Thus, the existing standards or
guidelines of 3D gesture design need to be improved to match the high requirement for
human–machine interaction especially in complex tasks (Nielsen 2010).

The aim of this study was to develop and verify a reasonable evaluation scheme for
3D gesture usability through empirical methods and finally form an efficient, natural,
and standard gesture library for 3D interaction. Two experiments were performed. In the
first experiment, an evaluation scheme for 3D gestures with different weighted indexes
of usability was developed, and 30 college students with minimal experience in using 3D
interactive devices were recruited to rate the usability of 30 gestures within 10 operations
by comparing with one another. The purpose of this comparison was to summarize a set
of 3D gestures with the highest usability. In the second experiment, another 60 novices
were recruited, and the validity of the gesture set acquired in the first experiment was
verified by comparing the usability differences between the high- and low-rated 3D
gestures. An optimal set of gestures was obtained by comparing the usability ratings of
the different gestures and then verifying the superiority of the operation performance
and users’ satisfaction of this 3D gesture set in a real operation task.

2 Experiment 1

The aim of this experiment was to develop an optimal 3D gesture combination. The
usability of 30 alternative gesturemotions corresponding to 10operationswere compared
with one another.

2.1 Method

Participants. A total of 30 Chinese undergraduates (mean age = 22.4 years, SD =
1.2 years) participated in this study, who haveminimal experience in using 3D interactive
devices, such as Leap Motion or Xbox.

Experiment Design. A within-subject design with one independent variable was con-
ducted. The independent variable was the gesture motion for various operations, and
each operation included three corresponding gesture motions. The dependent variable
was the usability evaluation of gestures, which included four aspects, namely, learn-
ability, metaphor, memorability, and comfort (Table 1). We presented the experimental
materials randomly to avoid the order effect that may influence learning, evaluation, and
recall of different gestures.



Usability Study on a New Assembly of 3D Interactive Gestures 455

Table 1. Evaluation indexes of 3D gesture usability.

Index Explanation Operational definition

Learnability Whether the gesture is easy to learn or
not

The number of practice attempt when
the gesture motion is completed twice
correctly

Metaphor Whether the gesture is consistent with
users’ intuition and expectation or
conform to users’ cognition in daily
life

The result of assigning the gesture to
one operation

Memorability Whether the gesture is easy to
remember

Accuracy of recognition task

Comfort Whether the gesture can be
effortlessly completed

Grade of subjective comfort

Material and Procedure. In order to determine the most frequently used gesture op-
erations in 3D gesture interactions field, we first listed the gesture operations that exist
on common 3D interactive devices (Leap Motion, Xbox and Kinect). Then, based on
the 3D gesture interaction design principles proposed in previous studies, three expert
users rated the listed gesture operations, considering their importance and frequency in
actual use. Finally, the most typical 10 gesture operations and the most common three
gesture motions for each operation were selected.

Experiment 1 consists of six tasks: evaluation task, learning task, practice task,
gesture comfort rating task, recognition task, and index weight assignment task. All the
materials for the tasks were presented with E-Prime in one Laptop except the material
for the gesture motion practice task, which was presented with Leap Motion application
in another Laptop. Figure 1 shows the entire procedure of this experiment.

Fig. 1. Experiment 1: schematic diagram of experimental procedures.



456 B. Wu et al.

2.2 Results

Outliers outside three standard deviationswere removed for each experimental treatment,
and the sifted data accounted for 1.18% of the total data.

Considering that the data ofmemorabilitywas enumerative,we performed chi-square
tests to test the differences in memorability among the three schemes. Table 2 shows
the results. We used one-way ANOVA to compare the three schemes with respect to
learnability, comfort, and metaphor for each gesture task (Table 3).

Table 2. Results of chi-square tests for memorability.

Operation Gesture 1 Gesture 2 Gesture 3 χ2

True False True False True False

Left click 16 14 18 12 11 19 3.467

Right click 17 13 18 12 10 20 5.067

Page up/down 18 12 16 14 26 4 8.400*

Page left/right 25 5 25 5 26 4 0.180

Zoom 11 19 11 19 23 7 12.800**

Max/min 18 12 11 19 4 26 14.067**

Switch 27 3 29 1 1 29 70.048***

Volume control 25 5 8 22 20 10 21.020***

Double click 24 6 13 17 16 14 8.904*

Pause/start 17 13 23 7 29 1 13.260**
*p < 0.05, **p < 0.01, ***p < 0.001

The analysis of the three gestures of Page up/down, Zoom, Max/min, Switch, Volume
control, Double click, Pause/start showed significant differences in memorability, but
no difference in memorability was observed among the three gestures of Left click, Right
click and Page left/right (ps > 0.05).

The three gestures of each operation all presented significant differences in learn-
ability (ps < 0.05), comfort (ps < 0.001), and metaphor (ps < 0.01) except Max/min,
Right click in learnability (ps > 0.05), Switch in comfort (p > 0.05) and Page up/down
in metaphor (p > 0.05).

Table 4 shows 10 optimal gesture designing schemes (the highest overall score of
the three gestures of each operation).
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Table 3. Results of one-way ANOVA for learnability, comfort, and metaphor.

Operation Gesture Gesture evaluation dimension

Learnability Comfort Metaphor

Mean Da) Mean Da) Mean Da)

Left click 1.1 .0676 A .2945 B −.6039 A

1.2 −.2563 A .4915 B .9128 B

1.3 1.8405 B −1.1969 A −.3006 A

F 46.460*** 35.988*** 27.282***

Right click 2.1 −.0858 A .3508 B −.5212 A

2.2 .3404 A .1820 B .1682 B

2.3 .3915 A -.7466 A −.3833 A

F 2.124 14.289*** 5.851**

Page up/down 3.1 −.7166 A .6041 B .3888 A

3.2 −.5290 A .4915 B .3613 A

3.3 −.1369 B −.9999 A −.1075 A

F 9.972*** 37.162*** 2.491

Page left/right 4.1 −.4779 A .6604 B .4991 B

4.2 −.5461 A .7729 B .9955 C

4.3 .6813 B −1.3657 A −.5763 A

F 29.882*** 101.049*** 37.418***

Zoom 5.1 −.5461 A .6322 B .4716 B

5.2 -.1710 A −.0994 A .4164 B

5.3 .2040 B −.2683 A −.6867 A

F 6.316** 10.630*** 13.213***

Max/min 6.1 −.3074 A .7448 C .6094 B

6.2 .0506 A .1257 B −.4109 A

6.3 −.1029 A −.9436 A −.4109 A

F 1.363 32.373*** 15.033***

Switch 7.1 −.0347 A −.0713 A .6094 C

7.2 1.2439 B −.2683 A .1131 B

7.3 −.2904 A .0131 A −.7142 A

F 23.986*** .780 23.916***

Volume control 8.1 −.2733 B −.4371 A .6922 B

(continued)
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Table 3. (continued)

Operation Gesture Gesture evaluation dimension

Learnability Comfort Metaphor

Mean Da) Mean Da) Mean Da)

8.2 −.6995 A .4352 B −.3833 A

8.3 −.6995 A .3508 B −.2454 A

F 11.641*** 14.541*** 13.090***

Double click 9.1 .5109 B .3227 A 1.0507 B

9.2 −.2222 A .5197 B −.5212 A

9.3 1.5507 C −.9155 B −.3833 A

F 22.447*** 28.787*** 29.746***

Pause/start 10.1 −.3927 A .8011 C .1958 B

10.2 −.3756 A .2101 B −.6867 A

10.3 −.0176 B −.6904 A −.5488 A

F 4.043* 34.164*** 11.402***

Note: Da), Duncan’s multiple range test

Table 4. Gesture illustration and schematic of 10 optimal 3D gestures.

Task Action description Schematic

Left click
Open your palm, click downward with your index 
finger lightly

Right 
click

Open your palm and turn it; bend your index finger, 
and then reverse it slowly

Page 
up/down

Spread out your fingers, point upward to turn pages up, 
and point downward to turn pages down

Page 
left/right

Slide your five fingers left and right

Zoom
Extend five fingers to the screen (zoom in); shrink out 
five fingers off the screen (zoom out)

Max/min Open hand up /create a fist

Switch Turn the palm up and move upward

Volume 
control

Point to the sound equipment, summon the menu, and
move up or down to adjust

Double 
click

Click twice with a single finger

Pause/start Supinate
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3 Experiment 2

The aim of this experiment was to verify the effectiveness and subjective satisfaction
of gesture combinations developed in Experiment 1 in different operation tasks. The
gesture combinations were compared with one another.

3.1 Method

Participants. A total of 60 Chinese undergraduates (mean age = 22.1 years, SD =
1.4 years) participated in this study, who haveminimal experience in using 3D interactive
devices, such as Leap Motion or Xbox.

Experiment Design. Abetween-subject designwith one independent variablewas con-
ducted.The independent variable is the gradeof gesture combination: high- and low-rated
groups. The high-rated gesture combination was developed by the 10 optimal gesture
motions that had been verified in Experiment 1. The low-rated gesture combination was
composited by 10 gesture motions that were randomly selected from one of the other
two gesture motions of each operation.

Material and Procedure. The material and procedure of Experiment 2 was simplified
in comparison with Experiment 2. In this experiment, we developed only three sets
of materials (gesture learning materials, gesture task program materials, and gesture
subjective satisfaction rating materials) for three corresponding tasks (gesture learning,
gesture operation, and subjective satisfaction rating). Gesture learning material and task
were identical to those in Experiment 1.

Five simulated operation tasks that may be encountered in real-life context were
designed. Each operation task required four gesture operations to complete and must
be performed twice in each operation task. The participants were instructed to use the
gestures recently learned to perform the actual operation in accordance with the require-
ments of actual situations. The time of accurately completing an operation task was
recorded.

3.2 Results

Outliers outside three standard deviationswere removed for each experimental treatment,
and the sifted data accounted for 1.52% of the total data. Table 5 shows the descriptive
data and the results of comparing two groups.

The high-rated group performed significantly better than the low-rated group among
all five operation tasks: Task 1, t(58) = 2.291, p < 0.05; Task 2, t(58) = 2.615, p < 0.05;
Task 3, t(58) = 2.912, p< 0.01; Task 4, t(58) = 2.536, p< 0.05; and Task 5, t(58) = 2.723,
p < 0.01.

For the subjective satisfaction, the high-rated group performed significantly better
than the low-rated group in the four tasks (Task 1, t(58) = 2.541, p < 0.05; Task 2, t(58)
= 3.831, p< 0.001; Task 4, t(58) = 2.435, p< 0.05; and Task 5, t(58) = 3.307, p< 0.01),
except Task 3 (t(58) = 0.241, p = 0.810).

These results suggest that the optimal gesture combinations that were developed
in Experiment 1 indeed show operational advantage to cope with simulated operation
scenarios.
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Table 5. Operating performance and subjective satisfaction of high- and low-grade gestures.

Operating performance Subjective satisfaction score

Task High grade
group

Low grade
group

t High grade
group

High grade
group

t

1 20.28 ± 4.48 21.11 ± 4.90 2.291* 4.46 ± 1.04 3.81 ± 0.92 2.541*

2 26.50 ± 4.96 27.82 ± 4.70 2.615* 4.07 ± 0.96 3.13 ± 0.92 3.831***

3 20.55 ± 4.97 22.16 ± 4.45 2.912** 4.15 ± 0.93 4.09 ± 0.95 0.241

4 32.95 ± 6.42 35.54 ± 7.31 2.536* 3.59 ± 0.78 3.11 ± 0.70 2.435*

5 25.85 ± 5.92 27.99 ± 5.65 2.723** 3.93 ± 0.71 3.27 ± 0.80 3.307**

4 Discussion

Basing on previous studies and questionnaire surveys, we presented a comprehensive
evaluation system, which included learnability, metaphor, comfort, and memorability as
indicators with different weights for the 3D gesture design. In accordance with this com-
prehensive evaluation system, we conducted an optimal set of 3D gestures by comparing
the usability of the different gestures and then verified the superiority of the operation
performance and users’ satisfaction of this 3D gesture set via a simulated operation task.

This study partially solves the lack of existing 3D gesture design proposed by (Nor-
man 2010). First, the 3D gesture motions suggested by our study is natural and can be
easily learned and memorized and also with a high level of availability. Second, high-
rated gesture combinations suggested by our study had been proven to be effective in
terms of usability and user satisfaction in complex operations.

This study had the following limitations and prospects. The usability data of all
gestures proposed in this experiment were collected from college students. Given that
gesture movements are affected by physiological and psychological factors, people with
different ages and culturesmay have different attitudes toward each gesture. In the future,
exploring the preference differences on 3D gesture interaction among different age and
cultural groups is necessary. Previous studies have suggested that as a result of the
deterioration of the mobility of the elderly or the lack of athletic ability of some disabled
people, 3D gesture interactionwithout actual touching is suitable for these special groups
(Kobayashi et al. 2011; Leonardi et al. 2010; Murata and Iwase 2005). Moreover, using
neurophysiological indicators, such as electroencephalogram or myoelectricity, may
offer new insights into the design and usability test of 3D gestures.
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Abstract. Container lashing teams experience a number of repetitive and phys-
ically demanding tasks. These labor intensive tasks force container lashers into
awkward postures which can lead to an increase of the biomechanical risk factors
resulting in work related musculoskeletal disorders. An observation concluded
that there is a knowledge gap between training and workplace practice. A compar-
ison between the body posture of a dockworker instructor and a container lasher
in the workplace should be examined. Conducting the ergonomic assessments
requires a broader knowledge on how to implement the acquired observation tools
in a port environment. A preliminary analysis of the container lashers lashing and
de-lashing technique was created by applying recordings from a wearable inertial
measurement units (IMU) mocap system, Xsens (MVN Awinda, Enschede, The
Netherlands) to the rapid entire body assessment (REBA) and rapid upper limb
assessment (RULA) tools. Representative ergonomic assessment scores for con-
tainer lashers should include a broader interpretation of the load score and coupling
score in RULA and REBA, as well as a detailed comparison of the anthropometric
characteristics and the work experience of the container lashers.

Keywords: Maritime transportation · Container lashing · Ergonomic
assessment ·Wearable inertial mocap system · DHM

1 Introduction

1.1 Container Lashing in the Port of Antwerp

Dockworkers, otherwise known as riggers, stevedores or container lashers are indispens-
able in lashing and de-lashing of containers that enter the port facilities and use a lashing
technique conform with the learned craftsmanship respecting the safety measurements
and prevailing legislation [1]. Container lashing is one of the high-risk professions in
maritime cargo [2, 3]. Hence the dockworkers (container lashers) in the port of Antwerp
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can suffer from chronic pain (neck, low back…) [4]. Due to the repetitive nature of
lashing and de-lashing operations, the previously mentioned body parts obtain a rapidly
increasing risk in musculoskeletal disorders (MSD) [5]. In Antwerp (Belgium), CEPA
(employer’s organization) [1] and OCHA (port labor training center) [6] are investing
resources for training and prevention in order to build a dedicated training course on
lifting techniques and ergonomic behavior to correctly lash containers [3].

1.2 Problem Statement

In the current setup, there is no comparison with the learned craftsmanship at the training
center and the technique used when working on a ship. A comprehensive analysis of
the observation constraints is required in order to correctly implement the innovative
observation techniques within a port environment [7–9].

2 Materials and Methods

2.1 Setup of the Protocol

For this study participants demonstrate their regularly used lashing and de-lashing tech-
nique in the training center ofOCHA.The training center possesses a simulation platform
to help newly trained container lashers exercise the lashing technique in a safe environ-
ment. The training area consists of a container wall with a height of 5 containers and a
width of 6 containers. In front of the container wall the platform is constructed. Partici-
pants are observed on top of the platform. As the observing researcher will not ascend the
platform, participants are asked to perform the techniques from memory, thus actuating
intuitive motions and gestures.

The container lashers will work in pairs, alternatingly performing the pre-determined
lashing and de-lashing techniques while wearing an IMU wearable mocap system [10,
11]. Xsens Awinda (MVN Awinda, Enschede, The Netherlands) [11] is introduced to
the pair of container lashers. Accurate body measurements are acquired, to generate
a representative digital human model (DHM) of the participant. The container lasher
wearing the mocap system [11] performs a calibration walk in front of the simulation
platform. The observing researcher evaluates the successful calibration and requests
the container lashing duo to ascend the platform. The recorded container lashing duo
performs alternatingly a lashing and de-lashing task. On both sides of the platform video
cameras aremounted to record the performedmovements [12]. The recordedmovements
are converted by MVN Analyze [11] into kinematic datasheets (Excel).

2.2 Data Collection and Processing

The rapid entire body assessment tool (REBA) and the rapid upper limb assessment
(RULA) [12–14] demand the kinematic data obtained by Xsens [11]. Inserting all pro-
vided joint angle data generates an ergonomic risk assessment score for the observed
motions. The DHM assists in marking the relevant movements within the exported
kinematic data to insert into the ergonomic assessment tools [13, 14].
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3 Results

Due to the metal interference experienced in the port, the preliminary observations with
Wearnotch [15] were rendered invalid. Xsens Awinda provided representative kinematic
data [16]. In order to obtain a similar origin point for motion capturing [16], the cali-
bration process was repeated up to six times to produce a good result in Xsens MVN
Analyze. The use of video cameras deemed obsolete, rendering only the upper limbs and
body parts of participants. Due to the high mass of container lashing rods and turnbuck-
les [17], the load score in REBA and RULA received for every participant the maximum
value. The small operational floor of the platform, translates the coupling score in REBA
to the maximum for every participant. The preliminary data analysis generated for all
participants a score higher than the perceived maximum in REBA and RULA.

4 Discussion

The limited amount of voluntarily participantswithin container lasher profession resulted
in a generalized population sample. Therefore, also rendering less representative results
originating fromREBA and RULA. A successive study needs to include detailed anthro-
pometric data of the participant [18]. As work experience could have an effect on the
performed lashing technique, the subsequential study requires a comparison between
participants based on work experience [19]. The small operational space onto ships
expects the use of a mocap system capable of recording biomechanical data in situations
presenting severe occlusion [20].

5 Conclusion

The paper investigates the presented constraints while conducting a preliminary study
between the taught and executed lashing technique performed by container lashers.
The initial results from REBA and RULA do not differentiate between participants. In
order to understand the biomechanical origin of musculoskeletal disorders within the
container lashing profession, a detailed categorization of the population sample and
more in depth comparison between participants needs to be considered. Future research
should investigate the implementation of a rapid ergonomic assessment optimized for
container lashing profession.
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Abstract. For many years, the Association of German Engineers (VDI) has been
issuing guidelines for simulating production and logistics systems as well as for
Digital Factory tools. The target group encompasses experts from science, con-
sulting institutions, industrial companies, interest groups and software houses.
The guidelines represent the state of the art, but in individual cases can also be
regarded as a preliminary stage of a standard. This opens up the possibility of
publication without the topic already being viewed as capable of being standard-
ized. An individual guideline can contain several guideline parts. In simulation
software and Digital Factory tools, the working human is playing an increasing
role. From this background, special guideline parts have already been published,
which deal with the modeling of humans in production-logistic simulation and
with ergonomic aspects in the Digital Factory. The last-mentioned guideline part
deals with the work task and especially with related anthropometric and work-
physiological aspects. A further guideline part is currently in the process of being
published and regards the stresses and strains from the work environment. This
guideline part with its close relation to Occupational Health and Safety is dis-
cussed in the following. It reveals that a large field of research and development
issues still needs to be clarified in order to integrate these aspects into Digital
Factory tools.

Keywords: VDI guidelines · Association of German Engineers (VDI) ·
Stress-strain concept · Occupational health and safety ·Work task ·Work
environment

1 Objectives and Target Groups of VDI Guidelines

Since more than 20 years, the Association of German Engineers (VDI) has been dealing
with questions relating to the simulation of production and logistics systems, including
the planning of such systems with Digital Factory tools. The aim is, among others, to
issue guidelines on related topics and to publish them as state of the art, at least for
German-speaking countries.

A VDI guideline can include several parts that deal with a common main topic. The
guidelines are not regarded as standards, but can - in individual cases - be viewed as their
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precursors. Thus, there is the option of already publishing the state of the art without the
topic being already considered worthy of standardization.

The purpose of a guideline is to inform those interested in the topic about the level
of knowledge that has been achieved. The guidelines therefore address planners of work
systems, experts in ergonomic work design, occupational health and safety responsibles,
plant physicians and company managers and works council members. The guidelines
also aim at experts who are involved in the further development of simulation andDigital
Factory tools.

2 Development Process

In order to develop a new guideline or a part of it, the initiating Technical Committee
of the VDI appoints a Guideline Committee of experts for this purpose. The members
of this Guideline Committee work on a voluntary unpaid basis. For example, the last
Guideline Committee - VDI 4499 Part 5 - met up to the preliminary first version 17 times
in face-to-face meetings and recently 8 times in webmeetings. A total of 18 experts from
science, consulting institutions, industrial companies and software houses took part in
the development of this guideline part.

After editing by the VDI organization, there is a preliminary first version, the so-
called green print, which will be put up for public discussion. Only after the possibly
existing objections have been dealt with will the final version be published by Beuth
(Berlin), in German and English.

3 Options for Ergonomic Evaluation

The guideline parts presented here are based on the well-known stress-strain concept and
thus the influences on working humans from their work task and the work environment
[1, 2]. They offer some possibilities for the ergonomic evaluation of work systems.

This development began in 2001with the publication of Part 6 of VDI guideline 3633
[3]. It concentrated on the evaluation of work systems by means of production logistic
criteria, which today can be regarded as generally available. This part of the guideline
is currently being revised.

The macro-ergonomic evaluation criteria contained therein are primarily the effects
of different skills and the workload of employees. In addition, the effects of different
working time models are also considered.

A number of micro-ergonomic forecasting procedures in connection with the Digital
Factory already exist. In Part 4 of VDI guideline 4499 [4], above all anthropometric and
work-physiological aspects are considered. There are hardly any procedures with regard
to occupational psychological and sociological aspects, as these are not regarded to be
predictable.

Part 5 of VDI guideline 4499 [5] concentrates on the physical environmental influ-
ences in an indoor work space which the guideline committee has recognized as having
priority. This part divides the environmental influences into the aspects of indoor work
space, room air, mechanical vibrations and electromagnetic oscillations (Fig. 1).Work in
negative and positive pressure, artificial optical rays (except for lighting) and radioactive
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corpuscular radiation are not dealt with. Chemical and biological factors that can occur
during (tactile or ingestive) contact with work objects and materials are generally not
dealt with. In this respect, the discussion is limited to the spread in the enclosed work
area due to physical effects such as ventilation.

VDI GUIDELINES  
VEREIN

DEUTSCHER
INGENIEURE

Digital factory
Prognosis of environmental influences 

on the working person 

VDI 4499
Part 5

Status October 2020ICS xxx

Internal draft version
in German

1 Areas of application 
2    Definition of specific terms 
3    Basics principles

3.1    Stress-strain concept 
3.2    Evaluation and assessment methods 
3.3    Legal framework 

4    Environmental influences in the work system 
4.1    Indoor work space 

(geometry, reflection, absorption) 
4.2    Room air 

(climate, hazardous substances spread) 
4.3    Mechanical vibrations 

(noise, vibrations) 
4.4    Electromagnetic oscillations 

(lighting, electromagnetic fields) 
5    Application examples 

5.1    Example of combined environmental stressors
5.2    Further visualization for environmental influences
5.3    Summary of the prognosis of environmental influences

Draft

Fig. 1. VDI draft guideline 4499 part 5.

The exposure to the individual environmental influences is first evaluated and then
assessed for compliance with existing normative specifications, for example from stan-
dards and directives. Evaluation methods relate on the one hand to point in time and
period-related aspects, on the other hand to workplace and person-related ones. As far
as a prognostic instrument is available, the strain on the working human is finally dealt
with.

4 Discussion and Further Development Needs

The integration of procedures to forecast environmental influences in Digital Factory
tools has proven to be particularly difficult. There are numerous software procedures
for evaluating individual types of exposure, but these are for the most part isolated and
not integrated into Digital Factory systems. In contrast, the assessment is easier, as there
are many regulations from the field of Occupational Health and Safety that specify limit
values for comparison. Only in a few cases are there already forecasting procedures for
types of strain, i.e. for the effect of a type of stress on working humans. Furthermore, the
connection to simulation procedures is still largely in the development phase, although
this is necessary for the forecast of period-related stressors.

There is a certain need for research on the environmental influences, which are not
dealt with in the VDI Guideline 4499 Part 5. This relates not only to stressors, but
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especially to the related strains, because there still exists a lack of appropriate research
knowledge. The integrative evaluation of several environmental influences stays a long-
known problem. Approaches to solving this problem using lexicographic order methods
can only be a first approach [6].

1.3 m/s 

73 dB(A)

4,340 kJ/d

Teq = 19.5 

430 Ix7,410 step/d

tt = 790 TMU

PUT = 87 %

Legend of evaluation criteria:

Production logistics Work task Work environment

Fig. 2. Vision of forecasting stress in the Digital Factory

Finally, to avoid multiple data entries a common database is required. Modeling
based on the Industry Foundation Classes [7] could be a possible way. In summary, it
can be stated that a wide field opens up for further research and development. Anyhow,
there is still a long way to go in the future to arrive at the vision of predicting the
production-logistical and ergonomic stress values in a common model (Fig. 2).
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Abstract. The level of performance of a control console operator is associated
with the speed of data processing, so that the contextual reconstruction of data,
whether collaborative or individual, depends on aspects such as knowledge of the
actual and effective technical operation, knowledge of the functional and opera-
tional history of the process units to be controlled; this is closely related to the
physical, biomechanical and physiological availability. This study approaches the
physiological aspects in two elements considering their relationship with neuro-
logical aspects that may affect the monitoring and control tasks. It also examines
the relationship between professional experience and cognitive abilities bringing
closer to the understanding of specific aspects of anticipation and their relationship
with the elaboration of a knowledge base.

Keywords: Cognitive analysis · Neuro-musculoskeletal · Activity analysis ·
Control process · Knowledge architecture

1 Introduction

From an ergonomics and human factors point of view a control room is both a collab-
orative workspace and a decision center, in these scenarios experienced operators have
extensive process knowledge, act appropriately in case of unexpected events, provided
they have an excellent overview of the process status and are in the best physical and
cognitive health conditions.

In the control room, the surveillance of a process is an activity, which is both focused
and comprehensive. It is a focalized activity, because operators must concentrate their
attention on the actions, they are carrying out in order to avoid errors, they must direct
their perception to certain parts of the installations to apprehend certain phenomena in
advance. At the same time, they must maintain an overall view in order not to overlook
certain dysfunctions or to be able to recognize general changes in the process. The
operator of a control roommust not only identify deviations (be they positive or negative)
fromalarms or temporary status of the control units, hemust also develop skills to achieve
a comprehensive screening of the information that is in front of him, distributed in graphs,
pages, data, values and projections; this implies understanding as a whole the meaning
they carry in order to establish where, when and how to intervene to obtain the best
results in the management and control of the components of its operating unit.
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The cognitive aspects of control activities are composed of operational modes of
action sequences, gestures, evidence search and information processing, communica-
tions, verbal or graphic identification, incidents or disturbances that characterize the
actual task performed by the operator [1]. Several studies show that it is impossible to
design automated systems that are reliable without human intervention, which increases
the importance of operators to ensure the proper functioning of an industrial facility,
being essential the participation of workers in the solution of production problems [2].

Mental activities depend on the availability of information related to the ongoing
process of control and the use of memory for decision making. Appropriate design of a
system’s work prevents mental overloads, including loss or misinterpretation of signals,
and facilitates quick and correct actions [3]. There was evidence in the literature that
neural plasticity is experience-dependent and can be stimulated by both physical and
mental practice to different degrees, depending on the content of the training and the skills
to be tested. Compared to physical training, greater improvements in executive functions
were observed after cognitive training. Cardiovascular and coordination training elicited
differential changes in sensorimotor and visuospatial networks [4]. These observations
are important for both cognitive improvements and motor learning.

In this order of ideas, a study was developed in 2019–2020, focused on understand-
ing the human aspects (cognitive and physiological) associated with the anticipation of
adverse events in the control roomof the oil Refinery. The studywas focused on establish-
ing a health profile of the control room workers given the importance of understanding
the relationship between physiological availability and the nature of the cognitive pro-
cesses required for the proper development of supervision and control tasks. In addition,
an analysis of ergonomic aspects was carried out, characterizing some workstations and
defining worker profiles based on experience. At the same time, an analysis of workload
perception and visual fatigue was carried out.

2 Methodological Aspects

This study was performed in the framework of the concepts developed by Bisseret and
Enard, [5, 6], who found that the controller has in his memory a certain amount of data
about the situation under his control and that he has a kind of “complementary device for
the presentation of information that seems to increase his ability to control the situation”.
This temporary memory of current data has been described as “operational” to mean
that it is organized and structured by working processes.

To understand this “complementary device” of the operators, the study is organized
into five analytical dimensions; these comprise first a work session to address resources
for activating collaboration; then using talk-aloud (self-reflective) processes, operational
resources are identified from semi-directive interviews; the profile of the operators is
completed through a risk profile questionnaire; the participants are then evaluated with
a cognitive assessment battery for reasoning in order to identify the six key cognitive
dimensions in the control processes (Perception,memory, reasoning, attention, coordina-
tion). Finally, a panel of experts led by the shift leaders is developed, where the essential
aspects of the control task and the aspects of anticipation of events are analyzed. This
panel is complemented with a questionnaire that examines the judgment skills of the
experts.
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2.1 Data Analysis

The development of the study involved a multi-method approach, which involved active
observation, participatory observation, interviews, surveys, monitoring, physical eval-
uation and analysis of information processing sequences. For the control processes,
content analysis of technical reports and validation with workers was used, including
console operators, shift supervisors and other workers who interact and are involved in
the control process.

In the first phase, a neuro-musculoskeletal analysis was performed, from which
individual reports were produced for 96 workers; this information was consolidated into
a database. Surveys of workload perception (NASAX method), of visual fatigue (INRS
method), of physical activity (Stanford questionnaire) were also applied. In the second
phase, 36 workers participated, 25 of whom were operators and board supervisors from
the refinery’s control center, who were selected based on the criteria of experience and
operational function. Six shift supervisors also participated in the role of experts.

The datawere analyzed in content and structure of the data obtained in the joint reflec-
tion and discussion sessions, the data from the questionnaires were analyzed according
to the dimensions of these in qualitative terms, the battery was analyzed once normalized
in a maximum scale of 800 points, where the participants are examined according to the
scores achieved by classifying them into three risk zones.

Given the characteristics of the data collected, the treatments of these were carried
out according to their function, i.e., the discussion derivatives are analyzed collectively
and the questionnaires at the individual level.

2.2 Nature of the Activities

In the control room, the key actors in event management are the panel operator and the
camp operator (together with the teams that interact in the control of the production
units). The central interest of these interaction processes is to establish the functional
and operational status of the different units. To achieve this, parallel actions are carried
out that include strategies derived from the operating experience and those associated
with the seasonal operation of the units.

This makes it possible to generate a knowledge base closely associated with the
operation, variations and foreseeable effects of the possible events that occur. The lat-
ter results in the establishment of monitoring periods and specific strategies to define
thresholds and operational limits linked to the behavior of the different units.

These elements constitute the cognitive reference base, since they imply the use of
processes of identification, retrospective analysis and prospective estimates, which are
based on individual and sometimes group experience andmake possible the development
of types of actions and interventions that facilitate the regulation or stabilization of the
processes of each operational unit and therefore the integrity of the process. the question
to be answered is: How can an organization strike a balance between, on the one hand, a
level of anticipation that allows it to describe themost frequent responses to a wide range
of situations and, on the other hand, leave front-line operators with a capacity to adapt
when situations encountered fall outside the scope of anticipated situations? Figure 1
shows how the approach to answer this question has been performed.
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Fig. 1. Our methodological approach allows to identify from the activities of the control room
operators, the differences in the tasks of surveillance, supervision and control, including actions
of Data Retrieval [R], Validation data [V] and Options exploration [E].

3 Findings

3.1 Neuro-Musculoskeletal Evaluation

The purpose of the clinical neuro-musculoskeletal evaluationwas to determine structural
deficiencies that could represent a risk factor for suffering amusculoskeletal disorder that
in turn could lead to a limitation in functional capacity. Its focus was given by quadrants,
that is to say, the structural and functional interrelation from the spine to the upper and
lower limbs was considered. This evaluation was oriented from two components: the
first was subjective, supported by an interview with the worker about his general health
condition and the presence or absence of symptomatology. The second component was
objective, in which tests and measurements were applied that allowed the examiner to
approach the deficiencies in the inert and contractile tissues.

96 workers were evaluated, 97%were men and 3%were women. Of those evaluated,
43% were in the 35 to 41 age range, followed by 33% in the 29 to 34 age range, 19%
in the 42 to 48 age range and the remaining 5% in the 49 to 54 age range. 71% of
the workers evaluated had specific experience in the job for 1 to 6 years, 27% for 7 to
12 years, 1% for 13 to 18 years and the remaining 1% for 19 to 24 years. 61% of the
workers assessed where overweight, 24% obese and 15% within normal parameters.

72% of the workers evaluated presented some type of musculoskeletal symptom and
48% did not report any type of symptomatology. Among the segments involved, there



Cognitive Aspects in Control Rooms 477

was a greater manifestation of pain in the lumbar and cervical region. Concerning the
duration of pain, they indicate that of the 48% of the workers with musculoskeletal pain,
37% have chronic pain, 6% have acute pain and 2% have both acute and chronic pain.
56% of the evaluated workers presented forward head position which is characterized
by a flexion of the cervical spine in the lower sector, and an extension at the level of
the upper cervical spine, this behavior is identified by the presence of a forward head,
accompanied by a lower cervical rectification and a horizontal vision.

72% of the evaluated employees presented an increase in dorsal kyphosis, this behav-
ior is usually accompanied by forward head. 41% of the workers evaluated presented
lumbar hyper lordosis, which is characterized by an increase in lumbar lordosis. 56%
of the evaluated employees present elevation of the right hemipelvis and 69% present
pelvis rotation to the right.

3.1.1 Neuro-Musculoskeletal Conclusions

When the atlanto-occipital joint is in extension, the atlas approaches the occipital and can
generate compression in the neurovascular structures in the suboccipital area. Keeping
the cervical spine in an extension posture can compress the vertebral arteries and as
a consequence can produce symptoms such as dizziness, vertigo, headaches, nausea,
paresthesia, loss of balance and alterations of the myofascial system [7, 8].

Dorsal hyper kyphosis can produce alterations in both the form and function of the
rib cage by increasing the anterior-posterior diameter, which can eventually affect the
respiratory capacity [9].

3.2 Cognitive Analysis

The study of the activities of the controllers was focused on the cognitive components
that play a central role not only in the control processes, but also in those associated with
the structuring of a knowledge base based on the experience of each operator, it is very
important to take into account that each of the analyses performed present a synthesis
that seeks to integrate the greatest number of elements of the situation, However, it is
not exhaustive given the inter-individual differences, for example, experiencing facts,
events, emergencies provides a knowledge that helps the operator to find shorter routes
to manage the changes, temporary variations or adjustments necessary to keep the units
in operation.

It is also important to consider that the idea of operational normality differs greatly
from the idea of operational optimum, which can be explained by the characteristic
variables of a process that in its dynamics retains an operating interval with variations
associated with multiple factors. Therefore, the results presented here tend to show
through different elements how the state of balance between expected performance and
obtained performance is achieved, with the purpose of identifying actions to maintain
or guarantee the availability of cognitive resources that contribute to anticipate. In any
case, throughout the process, operators in general, as well as shift managers, show a
clear awareness of the unpredictability and uncertainties of the process, while showing
confidence in their decision-making and cognitive skills and the role of prior and evolving
knowledge of the processes and equipment with which they interact on a daily basis.
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Age distribution of the population included in the study; the sample consisted of 96
COR console operators. The age curve indicates that an important part of the population
is above the average age of 37 years; 76% of the sample is in the group over 36 years
of age. In addition, in this group the accumulated work experience is 67.6 months on
average.

It is not age as such that determines knowledge, but rather it is experience that
provides the basis for understanding the positive correlations observed between advanc-
ing age and knowledge development (whether declarative or procedural knowledge).
Consequently, subjects’ experience can support and facilitate cognitive activity through
knowledge acquired throughout the life course, which allows a person to apply com-
pensatory strategies, such as adapting their activity and action patterns to maintain or
increase their effectiveness.

There are three types of experience-related strategies: temporal strategies (antic-
ipation, verification), strategies for building and using the collective (co-activity,
cooperation) and control strategies.

When studying the risk behavior of the operators, it was found that the risk is taken
through a concrete action before doing it to obtain a benefit, theway inwhich the possible
development of the events could be controlled is examined, which shows an exercise of
precaution when establishing the relationship between taking the action and effectively
following its development, this is typical of the scenarioswhere uncertainty has a relevant
weight when observing the possible effects of taking a risk through a concrete action.

Due to the scenarios that imply a dynamic situation, where unexpected and cyclical
events may occur, the operators indicate that this is indeed the case since they must
deal with the events immediately, however, the planning of the worst scenario divides
opinions, this is due to the fact that the worst scenario is not completely plausible, this is
evidently known, but the risk control taken does not always include the worst scenario,
but rather by the accumulated experience and by the analogous situations dealt with, the
possible outcome is visualized. For this reason, operators focus on having quality and
sufficient information on the temporal status, define monitoring segments, and call on
the field operator to complete the image of the variable set. Some examples are found in
the shift reports.

a. Regarding a crude oil tank “…vaporization continues to gradually decrease. once
percentage normalization request occurs…”.

b. …“Follow up on the desalter level control…this is slow, and conditions are going
very much at the lower and upper limit….”

It can be observed that the current status is established, then the recorded behavior is
stated and finally the focus of attention to be followed up is indicated, this same structure
is generally found in the reports regarding the statuses identified by the operators; the
indications imply the commitment to followup and help to define the follow-up strategies
to be taken up by the operator of the next shift. It is from these temporary states that
operators search for data and locate information, formulating hypotheses that help them
to identify the best solution path. An example allows to better understand the use of this
hypothesis extracted from a report:
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“... low water flow has been occurring during cooling, during the shift several actions
were performed to improve this condition, although it is not ruled out that it is due to
an obstruction in the veins of the drum, it is strange that it is repeated in all drums...”;
“... it is presumed that the check in this line has a pass and is generating recirculation
in the pumps and a decrease in the flow to the drums...”

Fig. 2. This model shows the decision-action continuum paths for the three operator profiles
identified in this study. In each case, the decision states explored by the operator are observed,
which are also related to the speed required to find the most viable option to solve an operational
or functional situation. This is also a way to refine the significance of alarms and signals associated
with functional disturbances, which are useful for operators to develop quick access repertoires
to perform control interventions. It is also presented how each operator profile approaches a
functional problem.

The hypotheses are partly built on experience, also on information accumulated in
dealing with similar situations, also included in these constructions of the operators
include options for exploring causes (Fig. 2), that facilitate finding a solution, this also
helps to establish how the operator can find temporary means of control and defines the
aspects to be closely monitored.

The elaboration of these resources implies the availability of cognitive elements that
help the operators to produce them, and they also contribute to the fact that together
they can not only control the operation, but also help to understand the barriers that
are presumed to be critical to anticipate events in the process. To understand the role
of these cognitive elements, it is necessary to see if the operators have them, to study
these elements and get an approach to this, the operators participating in the study were
invited to complete a series of tests that allowed to obtain a record of the main elements
using the cognitive assessment for reasoning, the results of this test will be presented
below.
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Abstract. Outdoormobility and access to transport modes are important for inde-
pendence and an active life. Polio survivors often have impaired muscle function
that can result in mobility problems including driving. This study sought to detail
the modification of a vehicle for a polio survivor to achieve independent driv-
ing and investigate the impact of independent driving on the self-esteem and
the health-related quality of life of the polio survivor with bilateral weakness of
the lower limbs (paraparesis). This multi-level research utilized a mixed method
combining quantitative and qualitative data collection. It is a case report of a polio
survivor with inability to drive conventional vehicles. The Rosenberg self-esteem
questionnaire and the SF-12 were administered and a direct interview was con-
ducted to elicit qualitative responses on the self-perceived challenges of lack of
independent mobility and consequence of modification of vehicle. The design and
fabrication of a hand-powered pedal controls for modification of conventional
vehicle was reported. Improvements were observed in the self-esteem and the
HRQoL when current scores were compared to scores before driving. The nar-
ration has also changed with increased independence in several aspects of living
especially mobility, with respect to driving achieved by modification of conven-
tional vehicle. Independence in mobility-related activities such as driving can lead
to improved self-esteem and HRQoL. Rehabilitation focus should be on simple
and affordable modification of vehicles for persons with disability such as polio
survivors to increase independence.

Keywords: Polio survivor ·Mobility · Independent driving · Vehicle
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1 Introduction

Poliomyelitis is a debilitating viral disease that attacks the brain and ventral horn of
the spinal cord [1]. Damage to the lower motor neurons usually results in atrophy and
weakness of muscle groups, perhaps paralysis and possibly deformity [2]. Many people
who suffer from the late effects of polio have impaired walking ability due to reduced
balance, muscle strength and pain, which impacts their daily life [4]. Polio survivors
often have impairedmuscle function that can result inmobility problems [5]. Community
mobility may include walking, using mobility devices, using public transportation like
buses or trains, using private transportation such as a ride from a friend or familymember
and driving a car. Independent mobility, i.e., having access to transportation, is critical
for ensuring access to employment and education [6].

Mobility is of major importance for health, autonomy and wellbeing [5], and many
different lifestyles and living patterns require transportation and mobility [7–9]. Being
able to move independently from one place to another is essential for quality of life
and for participation in many activities [7–10], especially for people with polio. It is
particularly important to understand how polio survivors commute from one place to
another and how the late effects of polio affect patients in their daily lives. While little
emphasis has been placed on the state of mobility of people with disabilities in terms of
ambulation, less emphasis is placed on the mode of transport and their ability to drive.

This study is a multi-level research which sought to investigate the mobility status
of the participants, means of transportation and the ease of commuting. This report
focuses on one of the participants whose vehicle was modified to allow him achieve
independence in driving. The study utilized a mixed method combining quantitative and
qualitative data collection incorporating direct interview.

2 Methods

The subject’s demographics were obtainedwith a self-developed questionnaire andmus-
cle oxford grading systemwas used tomeasure themuscle power. The participantwas not
able to drive initially because of the power in the lower limbs and lack of modified cars in
the localmarket.With the challenges of independentmobility occasioned by the inability
to drive in mind, the Rosenberg self-esteem questionnaire and the health related quality
of life (HRQoL)were administered on the subject to obtain self-esteem andHRQoL. The
current self-esteem and HRQoL scores (post self-driving) were assessed and recorded.

2.1 The Modification

The modification to the car was a product of necessity. He went for a ride in a friend’s
car which was converted into a specification for persons with disabilities (PwD) but we
realized that the process of the conversion was cumbersome, costly and time-consuming.

The subject then ordered for a generic hand-powered pedal controls which he saw
online. The cost was $ which was considered high in a country where the minimumwage
is $50 permonth. The product however took a very long time to be deliveredwhichmeant
he had to continue relying on friends and family to drive him around. In the course of
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waiting for the imported product, we decided to design and fabricate a pair of metallic
hand-powered pedal controls, as stop gaps.

The first step was for us to search for various specifications of hand driven cars both
locally and internationally. So we decided to investigate deeper on YouTube and other
relevant sites but could not get anything cheaper than the type we ordered for. The search
however gave us an insight, as it became obvious to us that the technology required in
the conversion of a conventional car into a modified car could be something very basic.
It did not need to be highly technical. So we approached an artisan (known in our local
parlance as a welder), described and drewwhat wewanted on a paper.When he delivered
it was exactly what was described. This consists of two pairs metal plates with a hole
drilled at each end (Fig. 1). The top plate was placed on the accelerator pedal of the car
while the other plate was placed below the pedal. The two plates were connected (held)
together with a pair of bolt and screw. The process was repeated for the brake pedal.
Each of the top plates had a small cylindrical connecting rod in which a longer rod was
inserted, thus allowing the driver to use his hand to move and stop the car whenever he
pressed the accelerator and brake pedals respectively. The modification means he could
drive any model of car with an automatic transmission without any form of restriction
(Fig. 2).

We applied the hand-powered controls to the car pedals and checkedwith the autome-
chanic to be sure that they were not an extra burden on the car, safe and would serve the
function intended.

The car can be easily reverted to the default (factory) mode as the modification is
removable, thus enabling others (including people without disability) drive it whenever
they want. It cost less than $20 to produce the hand-powered pedal control which we
have called the Ibadan Hand-Powered Pedal Control (IHPPC).

2.2 Direct Interview

A direct interview was conducted to elicit qualitative narration on the challenges of
inability to drive and the benefits of being able to drive. It was intended to further elicit
responses in line with the two thematic construct of self esteem and HRQOL and have a
more qualitative description of the effects of non-driving and driving on his self esteem
and quality of life. The subject was free to answer in any particular order as we avoided
leading him into any preempted response. Some of the questions were:

1) “has driving made any impact on your life and wellbeing?” 2) “what were
the advantages or otherwise of driving yourself?” 3) “when you were not driving
yourself, did you encounter any challenge you would want to talk about?” 4)
“would you say life is better compared to when you were nor driving.”

The responses were recorded and transcribed by one of the researchers. The tran-
scriptions were then sent to the subject to confirm whether they represented the true
expressions of his thoughts.
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3 Results

The subject is a 37 year old male polio survivor. The past medical history was consistent
with the clinical presentation at the time of this study, the polio said to have occurred
during the epidemic of the 80s. The bilateral lower limbs were affected presenting with
paraplegia: the muscle power grades in the lower limbs were grossly 0 with no flicker of
movements in the large muscles of the limbs, while the upper limb muscles grades were
grossly 5 on the Oxford Muscle Grading System. For him to maintain upright standing
and stability, the subject donned a pair of above-the-knee calipers. The calipers had
hinges at the knee region to allowing flexion and extension movements at the knee. He
also used a pair of elbow crutches for ambulation (four-point gait) adopting a bilateral
waddling gait.

3.1 Self-esteem and HRQOL

The pre-driving self-esteem and Health Related Quality of Life (HRQOL) scores were
lower compared to the respective post-driving self-esteem and HRQOL scores.

3.2 Direct Interview

The main purpose of the direct interview was to elicit qualitative narration on the chal-
lenges of inability to drive, the desire for driving and the perceived benefits of driving.
Quoting the subject’s direct response to some of the questions:

“… growing up I have come to accept the things I’m not able to do, although often
times I might just find a way around. For example, I discovered that I won’t be able
to play with my legs so I decided to become a goalkeeper when I was pretty young”.
Nevertheless, I had always believed that activities like driving were beyond my
reach. I considered myself a burden to those who had to take me around. Worst
still, I must depend on others’ schedule, having to fit my plans into theirs, since I
required them to drive me around.” The option of public transport was raised, and
in his words “Public transport was not safe and easy to come by: the experience
of falling off a motorcycle was both demeaning and dangerous; cabs and taxis did
not want to pick me because of the time it would take to board and alight from
their vehicles“.

He, however, admitted that he had several loving people who were always ready to
chauffeur him around.

The game changer was when he decided to undertake a postgraduate programme.

“I knew it would not ‘blend’ well with my friends’ schedules and others who drove
me around. We therefore decided, at that point, to look for a way out.”

Theneed to drivewas compelling in order to be able to attend classes and keep upwith
the rigour of the academic work required of him during the postgraduate programme. In
his words.
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“there was no one who would be able to keep up with the demands of driving me
around except a paid driver. The schedule of lectures and clinical were flexible
but unpredictable. I could not come to asking anyone to go through such trouble
for me. It would have been insensitive on my part. And an affirmation that I am a
burden on people.”

With respect to the ability to drive on his own, “My joy knows no bound.”

4 Discussion

The objective of this study was to describe the experience of outdoor mobility of an
individual with late effects of polio living in Nigeria.

Unsurprisingly, the participant reported some kind of outdoor mobility problem
which additionally affected his self-image, acceptance and overall quality of life. For
example, he felt as though he was constantly struggling to fit in and be accepted. This is
similar to what Gray et al. (2008) reported in their survey of environmental facilitators
and barriers to participation by people with mobility impairments. They suggested that
this group of people most often have mobility limitations [3].

Participant described one of the benefit of mobility as a facilitator rather than barrier
for example he reported being able to take up additional money making opportunities.
This partly agrees with the work [8] done among polio survivors in Sweden which
assesses their outdoor mobility experiences. which reported that outdoor mobility could
both be a facilitator and barrier For example, the use of mobility aids made both their
disability and their decreased mobility function visible to others, something they expe-
rienced as harmful to their self-image. Similar perception was found in a recent study
regarding mobility, where powered wheelchair users (different diagnoses) perceived the
aid as an enabler for independence and activities but also that it impacted on their identity
and self-esteem [9].

A theme that emerged in the interview of the participant is the importance of car in
his live in order to maintain an active lifestyle with friends and family. Furthermore, by
using a car, the participants felt less different from people without disabilities, which
also increased their own self-esteem which confirms what has previously been reported
[8–11].

Town planning in sub-saharan aimed at allowing citizen to move freely from one part
to another with the appropriate transportation types or means requires modernization for
people with physical disabilities to move freely like everyone else [10]. The partici-
pant reported some barriers ranging from difficulty in getting the appropriate means
to individual refusing to stop and carry him, inaccessible bus stations and the level of
acceptance of people with physical disability in the society. This is in tandem with the
work of Sjodin et al. who recorded an interaction of human and environmental barriers
as some of the barriers which are common in Europe [6, 12].

Strengths and Limitations
A strength of the present study was the use of a qualitative design which made it possible
to enable a better understanding of outdoor mobility and the role of car in the life of
polio survivors. However, the unavailability large sample size serves as weakness to this
study.
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5 Conclusions

Independent mobility is a major enabler for improved self esteem and being able to use
a car increases the chances for integration into society for individual with late effects
of polio. Driving can prevent involuntary isolation, facilitate participation and improve
self esteem. An independent driving can improve the overall quality of life of individual
with late effect of polio.
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Abstract. People living with disabilities (PLwD) experience limitations in their
functional performance and reintegration into the community. Stroke survivors
(SS), persons with spinal cord injuries (SCI) and amputees are the commonly
encountered community dwelling persons with disabilities in Nigeria. There
appear to be no study that has compared the functional potentials (FP) and
community reintegration (CR) among community dwelling SS, SCI and limb
amputees (LA). This study described and compared the level of functional poten-
tial and community reintegration among SS, SCI and amputees. Sixty (60) com-
munity dwelling PLwD (SS = 20, SCI = 20, LA = 20) participated in this study.
Their functional potential (FP) and level of community reintegration (CR) were
assessed using Barthel Index and Reintegration to Normal Living Index respec-
tively. Data was analyzed descriptively, and with one way ANOVA. The level of
significance was set at α = 0.05. The participants’ age ranged from 21 to 74 (51.25
± 14.50) years, withmean scores of FP and CR of 58.83± 27.61 and 22.32± 3.98
respectively. There was a significant difference in FP (F= 107.80, p< 0.001) and
CR (F= 8.03, p= 0.001) across the three groups. The pair-wise post-hoc compar-
ison of FP revealed significant difference between SS > SCI (MD = 49.25, p <

0.001), LA > SCI (MD = 53.73, p < 0.0001) only. Similarly, the pair-wise post-
hoc comparison of CR revealed significant SS > SCI (MD = 3.90, p = 0.003),
significant LA> SCI (MD= 3.95, p= 0.003) only. PLWD (SS, SCI and LA) have
a low FP and CR. Persons with SCI have the least FP and CR, while LA have the
highest FP and CR among these cohorts.
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1 Introduction

According to World Health Organization [1], disability is the restriction in the ability to
perform activities of daily living or inability to function independently in terms of basic
activities of daily living or instrumental activities of daily living. There are different types
of physical disabilities that affect an individual, common among which are spinal cord
injuries, amputations, stroke and so forth. Research has shown that disability generally
results in poor physical function, physical role performance andgeneral health.Disability
may impact negatively on mobility, emotion and social function. People with disability
will experience awide range of activity limitation and participation restrictionwhichmay
affect their ability to participate in activities of daily living as well as their reintegration
into the community.

One of the leading causes of disability is stroke [2]. Many people who have had
a stroke live with physical and psychological problems and may also experience par-
ticipation restriction [3]. This is also true for patients with spinal cord injury [4], and
amputation [5]. Participation restriction is the problem an individual may experience in
the involvement in life situations [6]. People with disability usually experience a wide
range of activity limitation and participation restriction which may affect their ability to
return to and maintain work, maintain social relationship, participate in leisure activities
and be active member of the community; these collectively are regarded as community
reintegration [7].

Research has shown that disability generally results in poor physical function, phys-
ical role performance and general health [8–10]. Disability may impact negatively on
mobility and social function, thus people with disability may experience a wide range
of activity limitation and participation restriction which may culminate in decreased
functional potential and community reintegration [11]. It remains to be known, how-
ever, the level of functional potential and community reintegration of a mixed group of
people with disability.We sought therefore, to assess and compare the level of functional
potential and community reintegration among community dwelling persons living with
stroke, spinal cord injury and limb amputation.

2 Methods

2.1 Participants

Community dwelling persons living with disabilities post stroke, spinal cord injury or
limb amputation were recruited into this cross-sectional exploratory study using quota
and snow-balling techniques. Community dwelling persons with multiple disabilities
(e.g. a limb amputee with spinal cord injury) were excluded from the study.

2.2 Sample Size

Minimum Sample size was calculated using the population standard deviation effect.
A minimum of 58 participants (stroke survivors = 19, persons with SCI = 19, limb
amputee = 19) was derived from the calculation using a standard variate (Z) at 95% CI
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of 1.96, standard deviation (σ) of population estimated from Billinger et al. [12], of 3.9
and using a precision (e) of 2.21. However, a total of 60 participants (stroke survivors =
20, persons with SCI = 20, limb amputees = 20) completed this study.

2.3 Materials

2.3.1 Barthel Index [13]

The Barthel Index of Activities of Daily Living (BI) has been in use since 1955 [13].
It is used to quantify the ability of a patient with a neuromuscular or musculoskeletal
disorder to care for him/herself (regardless of particular diagnostic designations). It is,
perhaps, the most widely usedmeasure of functional disability. The Barthel index is very
simple, consisting of 10 common activities of daily living (ADL) activities, administered
through direct observation. Eight of the ten items represent activities related to personal
care; the remaining two are related to mobility. The index yields a total score out of
100 – the higher the score, the greater the degree of functional independence [14]. The
Barthel index can take as little as 2–5 min to complete by self-report and up to 20 min
by direct observation [15].

2.3.2 Reintegration to Normal Living Index (RNLI) [16]

RNLI was used to measure community reintegration of the participants. The RNLI
is an 11-item instrument questionnaire developed to measure how people living with
chronic conditions (like SCI) perceive and/or are satisfied with their participation in the
society in terms of functional activities of daily life, social and recreational activities,
and interactions with people. To score the RNLI, participants are asked to rate on a 4
point (1–4) scale how much they agreed with the various RNLI statements. The total
scores range from 11–44. The scores for the items were reversed and summed, with
higher scores indicating greater community reintegration.

2.3.3 Ethical Consideration

Ethical approval was sought and obtained from theHealth Research Ethics Committee of
the University of Nigeria TeachingHospital, Enugu, Nigeria. Participants were informed
about the research and duly signed informed consent obtained before their participation
in the study.

2.3.4 Procedure

The study commenced after obtaining ethical approval from the Medical and Ethics
Committee of the University of Nigeria Teaching Hospital. Informed consents of par-
ticipants were obtained after ensuring that they have met the eligibility criteria. The
participants’ demographic details were recorded using a bio-data proforma. The various
outcome measures as itemized above were then given randomly to the participants to
so as to avoid data setting. The filled outcome measures were then retrieved from the
participants. At the end of the data collection phase, all the filled outcome measures
were prepared for data extraction and analysis.
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2.3.5 Data Analysis

Data obtained were analysed descriptively using frequency and percentage, mean and
standard deviation. Also, inferentially, one wayANOVAwas used to compare functional
potential and community reintegration across the groups while post-hoc Bonferoni test
was performed to accentuate pair-wise comparisons in areas with significant difference.
Level of statistical significance was set at α = 0.05.

3 Results

A total of 60 community dwelling persons with physical disability participated in this
study. They were equally distributed across the three groups of disability (20 amputees,
20 stroke survivors and 20 spinal cord injured patients). The participants’ age ranged
from 21 to 74 years, with a mean age of 51.25 ± 14.50 years.

The total mean scores of all the participants’ functional potential and community
reintegration were 58.83 ± 27.61 and 22.32 ± 3.98 respectively. The participants with
limb amputation had higher levels of functional potential and community reintegration
respectively (78.25 ± 9.36 & 23.65 ± 3.67) than the stroke survivors (73.75 ± 16.61
& 23.60 ± 4.38) and those with spinal cord injury (24.50 ± 11.46 & 19.70 ± 2.39).
There was a significant difference in functional potential (F = 107.80, p < 0.001) and
community reintegration (F = 8.03, p = 0.001) across the three groups as shown in
Table 1.

The post-hoc analysis revealed that the significant difference in functional potential
across the three groups laid in the pair-wise comparison between the groups with stroke
and spinal cord injury (MD = 49.25, p < 0.001) as well as between the groups with
spinal cord injury and limb amputation (MD= −49.25, p< 0.001). Also, the significant
difference in community reintegration was found between the groups with stroke and
spinal cord injury (MD = 3.90, p = 0.003) as well as between the groups with spinal
cord injury and limb amputation (MD = −3.95, p = 0.003) as shown in Table 2.

Table 1. Comparison of Functional Potential and Community Reintegration of Community
Dwelling Persons with Disability (N = 60)

Variables Total (n = 60) SS (n = 20) SCI (n = 20) LA (n = 20) F p

Functional
Potential
(x/100)

58.83 ± 27.61 73.75 ± 16,61 24.50 ± 11.46 78.25 ± 9.36 107.80 <0.001*

Community
Reintegration
(x/44)

23.32 ± 3.98 23.60 ± 4.38 19.70 ± 2.39 23.65 ± 3.67 8.03 0.001*

Key: SS = Stroke Survivors; SCI = Spinal Cord Injury; LA = Limb Amputees; * = Significant
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Table 2. Post-Hoc Pair-wise Comparison (Bonferoni) of Functional Potential and Community
Reintegration across Groups (N = 60)

Variables Types MD Significance

Functional potential SS – SCI 49.25 <0.001*

SS – LA −4.5 0.818

SCI – LA −49.25 <0.001*

Community reintegration SS – SCI 3.90 0.003*

SS – LA −0.05 0.965

SCI – LA −3.95 0.003*

Key: SS = Stroke Survivors; SCI = Spinal Cord Injury; LA =
Limb Amputees; MD = Mean Difference; * = Significant

4 Discussion

Physical disability encumbers functional activities as well as social participation that
may result in problems of reintegrating fully well into the society post injuries or ail-
ments. Ergonomics plays a crucial role in the tertiary prevention of these problems in
persons with disability through participatory ergonomics programme (PEP), inclusive
designing, return to work/driving programme etc. An important element in PEP from the
perspective of a neuroergonomist is the understanding that activity limitation and partici-
pation restriction differences exist when comparing heterogeneous groups of community
dwelling individuals with physical disabilities [17]. Activity limitations and participa-
tion restriction as a result of neurological impairments such as spinal cord injury may
differ markedly from those due to musculoskeletal impairment like limb amputation.
This knowledge is therefore helpful in setting up both macro- and micro-ergonomics
interventions for these cohorts. This study assessed and compared the functional poten-
tials and community reintegration of community dwelling personswith limb amputation,
spinal cord injury and stroke.

Generally, the participants in this study had reduced functional potential and commu-
nity reintegration (about 50% of the expected maximum scores). The descriptive result
however revealed that the participants with spinal cord injury had the least scores in these
variables while those with limb amputation had the highest. The Sinoff’s guidelines for
the interpretation of the (Barthel index) used in this study to assess functional poten-
tial defined scores between 20 and 39 (reported among the participants with spinal cord
injury) as being very dependent, while scores between 60 and 79 (reported among partic-
ipants with spinal cord injury and stroke) are interpreted as being minimally dependent
[18]. There was a significant difference in functional potential across the three groups;
the participants with spinal cord injury had significantly lower functional potential than
those with stroke and limb amputation but not between participants with stroke and
those with limb amputation. Spinal cord injury is neurological condition that affects the
sensory [19], motor [20], and autonomic nervous systems [21].

Sensory signals from the body is transmitted through peripheral sensory nerves to
the spinal cord, where they are carried by ascending tracts (eg spinothalamic tracts or



492 E. N. D. Ekechukwu et al.

dorsal column – medial leminiscal pathway) in the spinal cord that also transverses the
brainstem before reaching the thalamus (the ventro-postero-lateral nucleus) and fan out
to the sensory cortex in the postcentral gyrus. The clinical significance of this is that an
injury to the spinal cord eg a complete cord transaction or injury to the funniculi (dorsal or
anterolateral), signals carried by the sensory nerve are abolished from getting to the sen-
sory cortex and are therefore not interpreted (sensory loss). These sensory impairments
reduce functional potential. For example proprioceptive or nociceptive impairments can
result in joint or tissue damage. Although stroke is also a neurological disorder usually
due to focal disruption of brain tissue perfusion, it rarely affects the sensory apparatus
except in few cases of thalamic stroke or blood disruption to the post-central gyrus.
Comparatively, in persons with limb amputation, only affects the peripheral sensory
signals from the non-existing limb is lost, function can however be compensated for or
carried out by the other limb(s).

Similarly, the motor impairments in spinal cord injury results mainly from the affec-
tation of the descending tracts (eg corticospinal tract - CST) in cases of complete cord
transaction or injury to the anterior horn. Also, the sensory loss (eg proprioception)
contributes also to motor impairments as a result of perceptual deficits that ought to be
relied upon for motor programming and execution. Motor impairments post-stroke usu-
ally present as hemiplegia or hemiparesis unlike SCI that can present with tetraplegia.
Therefore, the unaffected side of a stroke survivor can be relied upon to compensate for
the affected side, thus less functional disability compared to persons with SCI. Persons
with limb amputation as explained above also have less functional limitation when com-
pared with individuals with SCI; more so if it is a high level, complete cord transaction.
Community dwelling personswith SCI rely heavily on assistive devices that are in reality
not available especially in rural communities. Only 5–10% of persons with SCI in low
and middle income countries like Nigeria have access to assistive devices [22]. This lack
of assistive devices further compounds the functional disability of community dwelling
persons with spinal cord injury.

The disruption of the interaction between supraspinal centres (eg brainstem) and
the spinal autonomic components seen most traumatic spinal cord injuries result in
several autonomic abnormalities such as compromised urinary, thermoregulatory, GIT,
respiratory, cardiovascular and sexual activities [23]. Although autonomic dysreflexia
may sometimes characterize certain types of stroke, its consequences are not as pro-
nounced as in high level traumatic SCI. Limb amputation compared with the other two
conditions appears to have the least autonomic consequences. It is pertinent to note that
these autonomic dysregulation that characterizes most SCI have its psychological conse-
quences such as anxiety, depression and emotional disturbances that further deteriorates
functionality and quality of life in persons with SCI.

Community reintegration is a positively correlated with functional potential [24].
This may explain the significantly lower level of community reintegration seen in the
group with spinal cord injury compared to the other two groups. Just as production is
incomplete until the goods and services gets to the hands of the final consumers; so also,
is neurological rehabilitation incomplete until the patient is reintegrated into the society.
Therefore this finding poses a great challenge on rehabilitation of persons with disabil-
ities, more so, those with spinal cord injury to improve their functional potential with
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a view to reintegrating them faster into their communities. Also, ergonomist especially
neuroergonomists should be advocates for environmental accessibly, disability-friendly
designs (inclusive design), system thinking etc.

5 Conclusion

The functional potential and community reintegration of stroke survivors, persons with
limb amputation and spinal cord injury are low. Community dwelling persons with
spinal cord injury suffer greater disabilities than stroke survivors and those with limb
amputation. Efforts should be made at reducing these disabilities.
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Abstract. Virtual Reality (VR) is an emerging neuroergonomics tool for stroke
rehabilitation. It can be employed to promote post-stroke recovery during reha-
bilitation as a result of its neuroplasticity enhancing effects. This study system-
atically reviewed and meta-synthesised evidence on the effectiveness of virtual
reality on selected markers of neuroplasticity among stroke survivors (SSv). The
databases searched were PEDro, CINHAL, the Cochrane Library, and PUBMed
using combinations ofMedical subject heading (MeSH) terms and keywords in the
titles, abstracts and text for the population, intervention andmajor outcome (PICO
format). The studies included were randomized clinical trials that compared the
effects VR among adult SSv. The PEDro scale was used for quality appraisal of
the included studies. Forest plot (RevMan version 5.3) was used for the metasyn-
thesis of the results, level of significance was set at α = 0.05. A total of 6 studies
were included in the meta-analysis (involving 441 stroke survivors). The pooled
effects on the improvement inmotor function (SMD=−1.05; CI=−1.53,−0.56,
Z = 4.22, p< 0.0001, I2 = 93%) and balance performance (SMD = −3.06; CI =
−3.80, −2.32, Z = 8.11, p< 0.0001, I2 = 94%) was significantly in the favour of
VR. There is evidence that virtual reality is an effective neuroergonomicsmodality
for encouraging neuroplasticity through its effects on the motor function, balance
and muscle strength of stroke survivors.
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1 Introduction

Stroke is the major cause of disability worldwide, with a high social-economic impact
[1, 2]. One out of every four stroke cases is fatal and between 25 to 50% of the survivors
requires a rehabilitative treatment [3, 4]. The World Health Organization reported that
15 million people globally experience a stroke annually [5]. Of these, 5 million die
and another 5 million are left permanently disabled, placing a burden on family and
community. Stroke affects about 62 million people worldwide [6], and is the second
leading cause of death and the third leading contributor to burden of disease globally
[6–8].

Stroke rehabilitation is complex, long lasting and expensive and its functional out-
come is influenced not only by the brain lesion site and extension, but also by med-
ical, demographic and neuropsychologic factors. Neurorehabilitation after a stroke is
valued highly by patients, and studies have shown a strong evidence for its effective-
ness [2, 9–11]. There are various models of neurorehabilitation techniques available for
the management of stroke patients. The two conventional models commonly described
are rehabilitation through facilitation like Bobath technique and the motor re-learning
model [8]. There are other specific neurorehabilitation techniques for which systematic
reviews are available, they include constraint induced movement therapy (in which the
unaffected arm is immobilised for few hours each day in order to encourage learned use
of the affected arm), body-weight supported treadmill training and other aerobic exercise
training [7]. Stroke recovery and management requires neurorehabilitation techniques
that enhances neuroplasticity. Current trend and studies have shown a transitioning from
these conventional therapies to neuro-engineering models. Such emerging approaches
to stroke rehabilitation include virtual reality, motor imagery and robotics [8].

Virtual reality is a new technology that simulates a three-dimensional virtual world
on a computer and enables the generation of visual, audio, and haptic feedback for the
full immersion of users [12]. Users of virtual reality can interact with and observe objects
in three-dimensional visual space without limitation. Virtual reality is a neuroergonomic
tool [13], capable of enhancing neuroplasticity/learning [14], thus supporting its use in
neurorehabilitation. At present, virtual reality training has been widely used in rehabil-
itation of balance dysfunction [15]. When patients perform virtual reality training, the
prefrontal, parietal cortical areas and other motor cortical networks are activated [16].
Growing evidence from clinical studies reveals that virtual reality training improves
the neurological function of patients with spinal cord injury [17], cerebral palsy [18],
and other neurological impairments [19–21]. These findings suggest that virtual reality
training can activate the cerebral cortex and improve the spatial orientation capacity of
patients, thus facilitating the cortical control on balance and improvedmotor functioning
in stroke patients.

Literature appears unsettled with regards to the effects of virtual reality on the health
outcomes of stroke survivors. While the study by Wang et al. reported significant bene-
ficial effects of virtual reality in improving motor function of stroke survivors [22], the
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study by Brunner et al. reported a non-significant effect [23]. When literature becomes
shrouded with conflicting reports from primary studies, systematic reviews can be used
to provide superior evidence [24]. This study therefore systematically reviewed the evi-
dences from randomised clinical trials on the effects of virtual reality in the rehabilitation
of post-stroke patients.

2 Methods

2.1 Design

A systematic review with meta-analysis of randomized controlled trials on the effects
of virtual reality on functional outcome of stroke survivors.

2.2 Inclusion Criteria

Types of Studies: Original research manuscripts in peer-reviewed journals published
in English Language were included. Only randomized control trials that evaluated the
effects of virtual reality on functional outcomes of stroke survivors were included.

Types of Participants: The participants in the primary studies were adults of any
gender with a clinically diagnosed incidence of stroke.

Types of Intervention: Only studies whose primary aim was to determine the effects
of virtual reality as an intervention for stroke rehabilitation were included.

Types of Outcome Measures: Studies involving any of post stroke functional out-
come measures such as barthel index, functional independence measure, Fugl-Meyer
assessment scale etc.

2.3 Information Sources

An extensive search strategy to recognize studies that can be used for the review was
grouped into the search of bibliographic database and grey literature and eligibility
criteria system of study inclusion. This procedure was created in accordance with the
rules of the Cochrane Handbook of systematic reviews of intervention [25]. And advice
for Healthcare review by the centre for reviews and dissemination [26].

Search Strategy: An extensive study strategy created to search bibliographic databases
and grey literature that involved several combinations of search terms from Medical
subject Heading (MeSH) terms and keywords in the titles, abstracts and text for the
population, intervention and major outcome measures first in a pilot search to establish
sensitivity and specificity of the search strategy. A host of commands which included the
use of Boolean logic and search truncations was employed for the searches. There were
modification of the strategy to suit the syntax and subject heading of the databases. The
databases for the search were PEDro, CINHAL, the Cochrane Library, and PUBMed.
Trial register and directory of open-access repository websites including https://www.
clinicaltrial.gov, https://www.opendor.org and the web of science conference proceed-
ings were also searched. Additionally, hand search was done from the reference list of
identified studies and suggested articles.

https://www.clinicaltrial.gov
https://www.opendor.org
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Study Record and Data Management: Search results were exported to Ref works to
check for duplication of studies. Bibliographic records were exported from Ref works
into Microsoft Excel (Microsoft 2010) to facilitate articles inclusion and exclusion. On
the basis of inclusion criteria, eligibility review questions and structures for the studies,
considerations to the two levels of eligibility assessment were produced, piloted and
refined when appropriate.

Selection Process: The eligibility criteria were liberally applied at the beginning to
ensure that relevant studies were included and that no study was excluded without thor-
ough evaluation. At the outset, studies were only excluded if they clearlymet one ormore
of the exclusion criteria. Screening was conducted online simultaneously on the title and
abstract by two reviewers to identify potentially relevant studies. Each reviewer cross-
checked the initial screening results of the other. The two reviewers then read through
the full text of selected studies for further screening (using the prior eligibility criteria).
Differences of opinions occurring at any stage regarding inclusion or exclusion were
resolved by discussion and reflection, in consultation with a third reviewer if warranted.
When decision could not be made based on available information, study authors were
contacted (to the maximum of three email attempts) to clarify issues of selection of any
study. Studies were excluded and the reasons for exclusion were recorded when authors
fail to respond to requests for clarifications on unclear issues regarding their reports.
Details of the flow of studies throughout the process of assessment of eligibility and
study selection were presented, along with the reasons for exclusion in a flow chart
(PRISMA diagram).

2.4 Data Collection Processes

Quality Appraisal for Included Studies: The quality of the selected studies were
assessed using the Physiotherapy Evidence Database (PEDro) quality appraisal tool.
The PEDro is an eleven-item scale in which the first item relates to external validity and
the other ten items assess the internal validity of a clinical trial. One point is given for
each satisfied criterion (except for the first item) yielding a maximum score of 10. The
higher the score, the better the quality of the study and the following grades were used:
9–10 (excellent); 6–8 (good); 4–5 (fair); <4 (poor). A point for a particular criterion
was awarded only if the article explicitly reported that the criterion was met. A score of
one was given for each yes answer and zero for no, unclear and not applicable (N/A)
answers. The overall score was reported as a tally of all yes answers out of 10 based
on the applicable answers for each study. Scores of individual items from the critical
appraisal tool were added to present the total score.

Data Synthesis and Assessment of Heterogeneity: The Research question on the
overall effects of virtual reality on the functional outcomes of stroke survivors were
asked and answers attempted and appropriate statistical method was used. Given that
the variables were on the ratio scale (continuous variable), weighted mean difference
was used when outcomes were consistent or standard mean differences when there was
the existence of variation in outcomes with a confidence interval of 95%. Meta-analysis
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was done whenever two or more studies existed that assessed similar outcomes using
similar intervention. This was done to determine the pooled effect sizes across studies
using a random effect model and relying on the level of heterogeneity of the outcomes.
Assessment of heterogeneity was done via the Cochrane Chi-square test (10% signifi-
cant level) and Higgins I2 for which values of 25%, 50% and 75% were interpreted as
low, medium and high heterogeneity respectively as stipulated by the guidance on the
Cochrane Handbook for Systematic Reviews of interventions [25].

2.5 Data Analysis

Investigation and presentation of outcomes were made using the main outcome. Studies
that were homogenous in study design, intervention and control were pooled together for
meta-analysis using a random effect model [25]. Appropriate statistical techniques were
used for each type of continuous (weighted mean differences if outcomes are consistent
or standardmeandifference if different outcomeswere used,with 95%CI). Interpretation
of studies that are heterogeneous was done by narrative synthesis following the guideline
of the Centre for Reviews and Dissemination to investigate the relationship and findings
within and between the included studies [26]. Data analysis (Meta-analysis) was done
using RevMan 5.3 software.

3 Results

3.1 Flow of Studies through the Review

The initial searches identified a number of potential relevant papers. The flow of papers
through the process of assessment of eligibility is represented with reasons for exclusion
of papers at each stage of the process as in Fig. 1.

3.2 Characteristics of Included Trials

A total of 5,496 articles were generated from the aforementioned search strategy (Fig. 1)
while 5,490 articleswere eliminated after reading the abstracts and titles. Only six studies
that contributed data for 441 stroke survivors were finally included in this review (see
Table 1). All and none of the studies had random and concealed allocations respectively
as shown inTables 2 and 3. Considering both the PEDro ratings and sample size used, one
study provided level-1 evidence whereas the others were considered as level 2 studies
as shown in Table 3.
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3.3 Methodological Quality Appraisal

Themethodological quality of the included trials ranged from fair to good,with a average
PEDro score of 7.9. Two trials had methodologically good quality with scores ≥6. The
individual PEDro items satisfied by almost all the trials were random allocation to groups
and point estimates and variability data as shown in Table 2.

Studies/publications excludedSearch strategy

Potentially relevant publications 
obtained by combined searches 

from PubMed, PEDro, CINAHL 
COCHRANE library (n =5,496)

Titles and abstracts screened       
(n = 4,569)

Full texts Screened (n=20)

Full texts evaluated (n=6)

• Not an RCT (n=2,285)
• Ineligible intervention (n = 1,111)
• Ineligible participants (n= 1,153)

Published protocols, pilot and 
feasibility studies and non English 

language articles (n= 927)
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• Mixed Participants: Stroke and 
non- Stroke (n = 8)

• Duplicates (n = 6)

Fig. 1. PRISMA flow chart of studies through the review

3.4 Interventions

The major intervention used was exercise based virtual training. The most common
exercise frequency and duration of time used was 3–5 days per week and 40–60 min per
day, respectively. The most commonly prescribed treatment duration of the programme
was ≥4weeks as shown in Tables 1 and 4.
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Table 1. Summary of study characteristics

Study ID n Intervention Intervention Parameters Location Outcome
measuresFreq Time Duration

Wang et al. [22] 26 VR 1 × 5 45 min 4wk China WMFT

Brunner et al. [23] 50 VR 1 × 5 60 min 4wk Norway ARAT

Kim et al. [27] 24 VR 1 × 3 40 min 4wk korea Balancia
Software

Bang et al. [28] 40 VR 1 × 3 40 min 8wk korea Pedoscan

Park et al. [29] 30 VR 1 × 5 30 min 8wk korea BioRescue

Yang et al. [30] 14 VR 1 × 3 40 min 3wk Taiwan Footscan

Keys: n: number of participants, Freq: Frequency of treatment (session*days/week), VR: Virtual
Reality, ARAT: Action reach arm test, WMFT: Wolf Motor Function Test

3.5 Outcome Measures

The Pedoscan, Biorescue, Footscan and Balancia Software were used to assess balance.
Action reach arm test (ARAT) and Wolf motor function test (WMFT) were used in
assessing motor function.

3.6 The Effect of Virtual Reality on Motor Function

The meta-analysis incorporated three trials that assessed motor function resulting in a
total of 93 participants. There was a significant pooled effect (Z = 4.22, p< 0.0001) on
motor function in favour of virtual reality group (SMD = −1.05; CI = −1.53, −0.56).
The included studies were weakly homogenous (X2 = 27.63, I2 = 93%) and a moderate
risk of bias (42.8%). All the studies were however in favour of the experimental group
as shown in Fig. 2.

3.7 The Effect of Virtual Reality on Balance Performance

The meta-analysis incorporated three trials that assessed balance performance resulting
in a total of 87 participants. There was a significant pooled effect (Z= 8.11, p< 0.0001)
on balance performance in favour of the virtual reality group (SMD = −3.06; CI = −
3.80, −2.32). The included studies were strongly homogenous (X2 = 35.57, I2 = 94%)
and had a moderate risk of bias (57.1%). All the studies were in favour of virtual reality
as shown in Fig. 3.
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Table 3. Summary of quality and level of evidence of the studies

Methodological quality Number of studies %

Pedro rating criteria

Random allocation to groups
Concealed allocation
Groups similar at baseline
Subject blinding
Therapist blinding
Assessor blinding
Less than 15% dropout
Intention to treat analysis
Btw groups statistics reported
Point estimates & variability data

6
0
4
1
1
2
4
5
6
2

100
0
66.7
16.7
16.7
33.3
66.7
83.2
100
33.3

Pedro total score

Excellent (9–10)
Good (6–8)
Fair (4–5)
Poor (0–3)

1
1
4
0

16.7
16.7
66.7
0

Level of evidence

Level 1
Level 2

1
5

16.7
83.3

Table 4. Summary of treatment protocols

Variables Categories N % Studies

Treatment time per session (mins) <20 0 0 None

21–30 2 33.3 27, 29

31–40 1 16.7 28

41–50 1 16.7 22

51–60 2 33.3 23, 30

Number of treatment session per week 1–2 1 16.7 23

3–5 6 100 22, 23, 27–30

>5 0 0 None

Duration of treatment program (weeks) 1–3 1 16.7 30

4–8 5 83.3 22, 23, 27–29
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Study or Subgroup
Brunner et al, 2014
Kutner et al, 2010
Wang et al, 2017

Total (95% CI)
Heterogeneity: Chi≤ = 27.63, df = 2 (P < 0.00001); I≤ = 93%
Test for overall effect: Z = 4.22 (P < 0.0001)

Mean
-28.8

-28
-0.46

SD
16.1

1.5
0.11

Total
25
10
13

48

Mean
-23.2
-17.9
-0.16

SD
19
4.5

0.04

Total
25

7
13

45

Weight
75.8%
10.0%
14.2%

100.0%

IV, Fixed, 95% CI
-0.31 [-0.87, 0.25]

-3.12 [-4.66, -1.58]
-3.51 [-4.80, -2.22]

-1.05 [-1.53, -0.56]

Experimental Control Std. Mean Difference

Risk of bias legend
(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Blinding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Selective reporting (reporting bias)
(G) Other bias

+ + + +
+ + + + +
+ + +

Risk of Bias
A B C D E F G

Std. Mean Difference
IV, Fixed, 95% CI

-4 -2 0 2 4
Favours [experimental] Favours [control]

– – –

– –

– – – –

Fig. 2. Forest Plot for the Meta-analysis on the effects of Virtual Reality on Motor Function of
stroke survivors

Study or Subgroup
Bang et al, 2016
Kim et al, 2015
Park et al, 2016

Total (95% CI)
Heterogeneity: Chi≤ = 35.57, df = 2 (P < 0.00001); I≤ = 94%
Test for overall effect: Z = 8.11 (P < 0.00001)

Mean
-5.8

-0.13
-78.7

SD
1.35
0.07

0.1

Total
20
10
15

45

Mean
-3.3
0.08

-56.4

SD
0.1

0.05
1.8

Total
20

7
15

42

Weight
74.8%
22.7%

2.5%

100.0%

IV, Fixed, 95% CI
-2.56 [-3.42, -1.70]
-3.18 [-4.73, -1.62]

-17.02 [-21.70, -12.34]

-3.06 [-3.80, -2.32]

Experimental Control Std. Mean Difference

Risk of bias legend
(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Blinding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Selective reporting (reporting bias)
(G) Other bias

+ +
+ +
+ + + + +

Risk of Bias
A B C D E F G

Std. Mean Difference
IV, Fixed, 95% CI

-20 -10 0 10 20
Favours [experimental] Favours [control]

– – – – –

– – – – –
– –

Fig. 3. Forest Plot for theMeta-analysis on the effects of Virtual Reality on Balance Performance
of stroke survivors
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4 Discussion

Virtual reality is an approach to user-computer interface that involves real-time simula-
tion of an environment, scenario or activity that allows for user interaction via multiple
sensory channels [31]. It creates sensory illusions that produce a more or less believable
simulation of reality with the aim of fostering brain and behavioural responses in the vir-
tual world that are analogous to those that occur in the real world [32]. VR simulations
can be highly engaging, which provides crucial motivation for rehabilitative applica-
tions that require consistent, repetitive practice. Following damage to the brain as seen
in stroke survivors, their ability to interact with the physical environment is diminished,
thus compounding their disability. Virtual reality may potentially help reduce the bur-
den of such physical limitations by providing an alternative, favourable environment in
which to practice motor skills. It can be used to deliver meaningful and relevant stim-
ulation to an individual’s nervous system and thereby capitalise on the plasticity of the
brain to promote motor learning and rehabilitation [33].

In this review, the use of virtual reality was found to be effective in promoting motor
functional recovery among stroke survivors. It may be argued that motor plan is rep-
resented by the two premovement components [Negative Slope (NS) and Bereitschaft
Potential (BP)] of the Motor Related Cortical Potential (MRCP) from an electroen-
cephalogram (EEG) [34]. While the NS-wave (activity in the premotor area) which
starts about 500 ms before the movement is believed to represent the urge to act, the BP
(seen 1–3 s before themovement) is thought to reflect the early motor preparation (motor
programme) in the supplementary motor (SM) area, as well as the superior and inferior
parietal lobe [34–37]. Similar cerebral motor plans in the motor and pre-motor areas
have been reported for real and virtual tasks actions [34]. It is therefore possible that
virtual reality rehabilitation mimics the neural mechanisms of actual neurorehabilitation
viz-a-viz the neuroplastic effects.

Virtual reality faccilitates the motor functional recovery of the paretic upper limb
through neural reorganization. This can be clinically revealed by a functional magnetic
resonance imaging (fMRI) scan that is capable of measuring the blood oxygen level
dependent (BOLD) signal. Changes in both the location and level of the BOLD signal
can reveal evidence of neuroplasticity [38]. In an RCT on the effects of Leap-Motion
based virtual reality of motor functional recovery and cortical reorganization of subacute
stroke survivors, Wang and his colleagues using an fMRI reported a shift in the activated
motor area from the ipsilateral to contralateral motor area that was more obvious in the
experimental groups [22]. This led to a significantly improved motor function compared
with the control group that received conventional therapy. This change may be attributed
to increased practice-induced neuroplasticity as a result of repetitive practice associated
with virtual reality training and/or imitation-dependent neuroplasticity initiated in the
virtual environment and carried out by the patient in the real world through mechanisms
such as synaptic pruning, Hebbian mechanism, or long term potentiation (LTP) [37].

Therewas also a pooled significant improvement in the balance performanceof stroke
survivors in favour of virtual reality training [39]. The control of human balance is a
comprehensive process relying on the integration of visual, vestibular and somatosensory
inputs to the central nervous system.Balance performance can be therefore be affected by
a dysfunction in the proprioceptors, muscle weakness, joint immobility and instability,
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pain or visual deficits; these impairments characterizes post-stroke morbidity. Balance
as an outcome measure has been identified to be one of the key areas to be considered
during stroke rehabilitation. About 70–80% of stroke patients experience a fall as a
result of balance dysfunctions [30]. Virtual reality can be used to encourage long term
potentiation of the vertibular cortext and its pathways for balance functioning through
the visual feedback enhanced in a virtual environment; thus, “pathways that fire together,
wire together”. In an RCT to determine the effects of a community based virtual reality
training on the balance performance of chronic stroke survivors, Kim et al. found that
virtual reality significantly decreased the anterioposterior and total postural sway path
lengths as well as the postural sway speed [27].

A major advantage of virtual reality training over conventional neurorehabilitation
approach is adherence. Virtual reality is an entertaining, motivating and fun-therapy
and thus encourages patient-participation, repetition, attention and enjoyment which are
recipes for neuroplasticity. However, virtual reality is notwithout its own demerits. These
include problems of availability, affordability, acceptability and adaptability especially
in low and middle income countries where stroke morbidity and mortality is greatest.

5 Conclusion

Virtual reality is an effective neuroergonomic tool for the neurorehabilitation of stroke
survivors by harnessing its neuroplastic effects.
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Abstract. Most stroke survivors, advanced in age are encumbered by physical
and psychosocial disabilities such as motor impairments, balance dysfunctions,
depression, activity limitation, participation restriction etc. These disabilities also
characterize ageing as seen among older adults. It is therefore not know if the
post-stroke disabilities are due to ageing or intrinsic neurological deficits. This
study sought to know if the physical and psychosocial disabilities of stroke sur-
vivors are due to ageing or stroke specific impairments. This cross-sectional study
with a matched design compared selected physical and psychosocial attributed
between stroke survivors (SS) and their age- and sex-matched apparently healthy
older adults (ASMAHOA). Physical attributes such as functional ability (FA),
participation, balance and motor function (MF) and psychosocial variables such
as depression, self-esteem, and self-efficacy were assessed using validated instru-
ments. Data obtained were analysed using descriptive statics and paired t-test.
Level of significant was set at α = 0.05. A total of 34 SS and 34 ASAMAHOA
participated in this study, 19 (55.9%) males and 15 (44.1%) females in each group
with a mean age of 69.02± 5.55 years and 68.89± 5.40 years respectfully. Stroke
survivors had significantly (p < 0.05) lower scores compared to ASAMAHOA
(SS vs ASAMAHOAl) on FA (24.65 ± 8.57 vs 44.56 ± 8.36), MF [upper-limb
(68.62 ± 28.24 vs 97.09 ± 15.03), lower-limb (50.71 ± 25.14 vs 72.74 ± 8.40)],
self-esteem (63.18 ± 15.42 vs 77.94 ± 7.20) and self-efficacy (47.82 ± 25.48 vs
88.65 ± 17.94), but a significantly higher depressive symptoms (13.53 ± 8.23 vs
10.32 ± 4.30). Stroke survivors experience significantly greater disabilities than
their age- and sex-matched apparently healthy older adults. Therefore, post-stroke
disabilities are not primarily due to ageing.
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1 Introduction

Stroke is a sudden neurological event that is usually followed by an abrupt onset of dis-
ability thatmight be life-long.Having a stroke often entails amajor life-course disruption
[1, 2]. The prevalence of fatigue after stroke is severe [3, 4], and physical performance is
poor [5], due to the presence of disability and the experience of discontinuity in their lives.
They are not only confronted with physical problems but also mental and psychosocial
problems such as depression, anxiety, lower self esteem and poorer self-efficacy [6, 7].

Many of these impairments and disabilities such as motor disabilities, balance dys-
functions, gait abnormalities, lower self-efficay etc. have been reported to characterize
normal ageing [8]. It is also a known fact that ageing is a risk factor of stroke [9].
And most stroke debilitations are commonly seen among the older cohorts [10]. It is
therefore possible that these physical and psychosocial disabilities seen among older
stroke survivors may be primarily due to ageing and not merely stroke specific impair-
ments and disabilities. This study therefore set out to determine whether the physical
and psychosocial impairments seen in older stroke survivors are primarily due to ageing
or otherwise.

2 Methods

2.1 Participants

Only older adults (≥60 years)with stroke and their age/sex-matched healthy counterparts
were included in this exploratory study. Stroke survivors with additional neurological or
disabling co-morbidities such as spinal cord injury, limb amputation, osteoarthritis etc.
were excluded from the study.

2.2 Sample Size

Minimum Sample size was calculated using the population standard deviation effect. A
minimumof 34 stroke survivorswas derived from the calculation using a standard variate
(Z) at 95%CI of 1.96, standard deviation (σ) of population estimated fromBillinger et al.
[11], of 3.9 and using a precision (e) of 1.2. These stroke participants ought to bematched
equally by 34 apparently healthy older adults giving a total of 68 participants.

2.3 Materials

2.3.1 Geriatric Depression Scale (GDS) [12]

GDSwas used to assess depression. TheGDS is a self-rating scale comprised of 30 items.
Questions require simple yes/no answers and were intended to be both non-threatening
and age-appropriate. The respondent provided responses to each question with reference
to the past week. One point is given for each “yes” response and the number of points
is summed to provide a single score. Scores from 0 to 10 are considered normal, while
scores 11 indicate the presence of depression. Depression can be further categorized into
mild (11–20) and moderate-severe (21–30) depression [13].
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2.3.2 Fugl-Meyer Assessment (FMA) [14, 15]

FMA was used to assess sensori-motor function. The scale comprises five domains;
motor function (in the upper and lower extremities), sensory function, balance (both
standing and sitting), joint range of motion and joint pain. Scale items are scored on
the basis of ability to complete the item using a 3-point ordinal scale where 0 = cannot
perform, 1 = performs partially and 2 = performs fully. The total possible scale score is
226. Points are divided among the domains as follows: 100 for motor function (66 upper
& 34 lower extremity), 24 for sensation (light touch and position sense), 14 points for
balance (6 sitting & 8 standing), 44 for joint range of motion & 44 for joint pain.

2.3.3 Berg Balance Scale (BBS) [16]

BBS was used to assess balance performance. The scale consists of 14 items requiring
subjects tomaintain positions or completemovement tasks of varying levels of difficulty.
Administration of the scale is completed via direct observation of task completion. It
requires a ruler, a stopwatch, chair, step or stool, room to turn 360° [16]. Items receive
a score of 0–4 based on ability to meet the specific time and distance requirements of
the test. A score of zero represents an inability to complete the item and a score of 4
represents the ability to complete the task independently. It is generally accepted that
scores of less than 45 are indicative of balance impairment [17].

2.3.4 Frenchay Activities Index (FAI) [18]

FAI was used to assess activities of daily living. It contains 15 items or activities that
can be separated into 3 factors; domestic chores, leisure/work and outdoor activities.
The frequency with which each item or activity is undertaken (depending on the nature
of the activity) is assigned a score of 1–4 where a score of 1 is indicative of the lowest
level of activity. The scale provides a summed score from 15–60.

2.3.5 Reintegration to Normal Living Index (RNLI) [19, 20]

RNLI was used to assess participation. It has 11 declarative items, aach of the items are
rated by the respondent on a 4-point categorical scoring systems, that yields a maximum
score of 44.

2.3.6 State Self-esteem Scale (SSES) [21]

SSESwas used to assess self-esteem.Determination of self-esteem state of participations
ismeasured be filling the state self-esteemquestionnairewhichwill provides information
about what the individual is thinking at the moment. The state self-esteem scale is
subdivided into three which include performance self-esteem, social self-esteem and
appearance self-esteem. All items were answered using 5-point scale.
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2.3.7 Fall Self-efficacy Scale (FSES) [22]

FSES was used to assess self-efficacy. Fall self-efficacy scale includes 13 activities rated
from 0 (not confident at all) to 10 (completely confident), yielding a total score between
0 and 130. Higher scores indicate higher confidence in performing activities.

2.4 Ethical Consideration

Ethical approval was sought and obtained from theHealth Research Ethics Committee of
the University of Nigeria TeachingHospital, Enugu, Nigeria. Participants were informed
about the research and duly signed informed consent obtained before their participation
in the study.

2.5 Procedure

After the ethical approval for this study was obtained, the informed consent of the par-
ticipants was obtained after duly explaining the study objects and requirements to them.
Thereafter the subject administered outcome measures (Geriatric Depression Scale,
Frenchay activities index, State Self Esteem Scale, Fall Self Efficacy Scale and Reinte-
gration to Normal Living Index) were administered randomly to avoid data setting. After
ensuring that the outcome measures were properly filled by the participants, the filled
instruments were retrieved. Subsequently, the researcher-administered outcome mea-
sures (Berg’s Balance Scale and Fugyl Meyer) were administered by observing their
performance of the required task/instruction.

2.6 Data Analysis

Data collected for this study was analyzed using SPSS for windows evaluation (ver-
sion 20). Descriptive statistics of frequency, percentage, mean and standard deviation
were used to summarize participant variables. Paired t-test was used to assess the dif-
ference in variable between stroke survivor and the age/sex matched apparently healthy
participants. Level of significance was set at α = 0.05.

3 Results

3.1 Demographic and Clinical Characteristics of the Participants

A total of 34 stroke survivors and 34 age/sex matched, normal subjects participated in
this study, 19 males (55.9%) and 15 females (44.1%) in each group with a mean age
of 69.02 ± 5.55 and 68.89 ± 5.40 years respectively for the stroke survivors and their
matched participants. Among the stroke survivors, 63.7% had right sided hemiplegia
while 36.3% had left sided hemiplegia. Most of the participants both for the stroke
group (55.9%) and matched subjects (44.1%) were retirees as shown in the Table 1.
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3.2 Comparison Between Stroke Survivors and Age/Sex Matched Normal
Subject

There was no significant difference (t = 1.909, p = 0.065) between the mean age of
stroke survivors (69.02± 5.55 years) and the matched participants (68.89± 5.40 years).
However, there was a significant difference between the mean scores of the (upper limb
and lower limb) sensori-motor function (t = −6.089, p < 0.001; and t = −5.537, p <

0.001) between the stroke survivors (70.67 ± 28.12 and 51.23 ± 24.27) and matched
participants (98.38 ± 14.71 and 73.48 ± 8.18). There was also a significant difference
(t = 2.20, p = 0.033) in the mean score of depression between the stroke survivors
(13.30 ± 8.19) and the matched subjects participants (10.34 ± 4.33) as shown in Table
2. Table 2 also reveals that functional ability of the matched participants (42.00 ± 9.24)
was significantly higher (t = −10.844, p < 0.0001) than those of the stroke survivors
(25.45 ± 8.64). Similarly, the matched participants had significantly higher (t = 6.083,
p < 0.001; and t = 6.083, p < 0.001) balance performance and participation (45.48 ±
8.27 and 35.30 ± 6.65) than the stroke survivors (26.57 ± 17.59 and 25.17 ± 9.94)
respectively as shown in Table 2.

Table 1. Frequency distribution of participant variables (N = 68).

Variables Categories Frequency (%)

Stroke survivors (34) Matched control (34)

Sex Male 19 (55.9) 19 (55.9)

Female 15 (44.1) 15 (44.1)

Occupation Retirees 19 (55.9) 15 434.1)

Business/Trading 8 (23.5) 11 (32.4)

Lecturers 4 (11.8) 7 (20.6)

Driver 0 (0.0) 1 (2.9)

Clergy 3 (8.8) 0 (0.0)

Marital status Married 26 (76.5) 27 (79.4)

Widowed 6 (17.6) 7 (20.6)

Divorces 2(5.9) 0(0.0)

Side of stroke Left side 12 (35.3) N/A

Right side 22 (63.7) N/A

Key: N/A = Not applicable
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Table 2. Comparison of Measures of Disability between Stroke Survivors and their Matched
Control (N = 68)

Variables Mean ± SD t p

SS (n = 34) MC (n = 34)

Age (years) 69.02 ± 5.55 68.89 ± 5.40 1.909 0.065

Depression (/30) 13.53 ± 8.23 10.32 ± 4.30 2.220 0.033*

Self Efficacy (/130) 47.82 ± 25.48 88.65 ± 17.94 −9.381 <0.001*

Functional Ability (/60) 24.65 ± 8.57 40.94 ± 9.06 −10.844 <0.001*

Participation (/44) 24.24 ± 9.92 34.71 ± 6.62 −6.083 <0.001*

State Self Esteem (/100) 63.18 ± 15.42 77.94 ± 7.20 −5.293 <0.001*

Balance (/56) 24.68 ± 17.08 44.56 ± 8.36 −7.123 <0.001*

SMF-UL (/136) 68.62 ± 28.24 97.09 ± 15.03 −6.089 <0.001*

SMF-LL (/96) 50.71 ± 25.14 72.74 ± 8.40 −5.537 <0.001*

Key: SS = Stroke survivors; MC = Matched control; SMF-UL = Upper limb sensorimotor
function; SMF-LL = Lower limb sensomotor function; * = Significant

4 Discussion

There was a significant difference in functional ability and participation between stroke
survivors and their age/sex matched normal counterparts. This may imply that stroke
specific characteristics rather than ageing may be responsible for the decreased partic-
ipation among stroke survivors. These results appear to be in line with other studies
[23, 24], that revealed that participation restriction is generally high among stroke sur-
vivors. The low level reported has been fingered to be due to the failure to undergo home
rehabilitation and follow up after discharge [24]. Therefore, follow up programmes to
ensure successful reintegration of stroke survivors into their communities, families and
return to work should be ensured by neurorehabilitation professionals involved in stroke
rehabilitation.

The observed differences inmotor function, balance, depression, self-esteem and self
efficacy between stroke survivors and the matched subjects are corroborative pointers
that the physical and psychological impairments seen among stroke survivors are not
primarily due to ageing but are sequela of stroke pathology.Motor dysfunctions in stroke
survivors are mainly as a result of the insult to the motor cortext and/or sub-cotical
structures such as the basal ganglia, cerebellum and in very rare cases, the anterior horn
of the spinal cord. This insult usually impedes the activities of the corticospinal tract and
other descending tracts. Therefore neurological rehabilitation is targeted at encouraging
neuroplsticity that will facilitate aborization of these tracts as well as synaptogenis.
Also, stroke can be characterized by impaired cognitive functioning which may affect
judgment and thus may have reflected in the significantly lower scores of self-esteem
and self-efficacy compared to similarly matched apparently healthy older adults.

A major limitation of this study is that it cannot conclusively rule out the effects of
ageing on post-stroke disability as the study was not designed to do so.
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5 Conclusion

Older stroke survivors experience significantly greater disabilities than their age- and sex-
matched apparently healthy persons. Therefore post-stroke disabilities are not primarily
due to ageing.
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Abstract. Physiological tremors are slight oscillations that are produced when
head and limbs are left unsupported in healthy individuals. This study aims toverify
the presence of neurogenic component in physiological hand tremor by appropri-
ately choosing a neurophysiological parameter (i.e. visual cue – eyes open and
eyes closed). The physiological hand tremor was recorded from eight subjects
while performing three tasks – rest, postural and action under eyes open and eyes
closed conditions. Accelerometer and EMG sensors were fixed at fingers, wrist,
forearm, biceps and deltoid muscles. Consequently, time and frequency domain
features were extracted from accelerometer and EMG data. One-way ANOVA
was performed to evaluate the statistical difference (p < 0.05) between the two
conditions. Our study concluded that visual cue had a significant effect on physi-
ological hand tremor only during action task. Besides, the amplitude of the hand
tremor was reduced during eyes open condition due to increase in voluntary mus-
cle force, which showcased the positive influence of neurogenic component on
physiological hand tremor.

Keywords: Tremor · Physiological · Neurogenic · Accelerometer · EMG

1 Introduction

1.1 Tremor

Tremor is an involuntary, rhythmic, oscillatory movement of a body part (Deuschl et al.,
1998). The new consensus criteria for classification of tremor are based on its clinical
characteristics and etiology [1]. The clinical features include the historical features (onset
age, temporal evolution and family history), tremor characteristics such as body distri-
bution, activation condition & frequency and associated signs (neurological signs, signs
of systemic illness). Based on these tremor characteristics, they are classified broadly
as action or rest tremor, focal tremors, task and position specific tremors, orthostatic
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tremors, tremor with prominent additional signs and others such as functional and inter-
mediate tremor [1]. On the other hand, etiological classification is based on whether it
is genetic, acquired or idiopathic.

Any system that produces a periodic oscillation are technically termed as oscillators.
The above notion forms the basis of pathophysiology of tremor studies, which narrows
down the genesis of tremor into two factors namely mechanical and neurogenic origin
[2]. From a biological perspective, an oscillator is not a single anatomical structure rather
a collection of structures with a functional connectivity capable of producing rhythmic
oscillations under certain conditions. This includes muscles in the case of mechanical
origin and neuronal assemblies in case of neurological origin [3]. Human tremors are
causedmainly by four factors namely themechanical tremor of the extremity (mechanical
component), activation of spinal reflex loop resulting in an oscillatorymovement, central
oscillations in the brain and finally oscillatory activity due to instability in any of the
feedforward/backward loop involved in motor movement.

The simplest cause of tremor is the mechanical component generally termed as
mechanical tremor of the extremity. Assuming our hand is being outstretched against the
gravity parallel to the ground, the extensormuscles of the armget stimulated and activates
some of its muscle fibers causing it to vibrate at the resonant frequency of the hand. This
ultimately leads to the hand oscillating at this resonant frequency, given by F = √

K/I ,
whereK is a constant denoting themuscle stiffness and I being the inertia of the oscillating
hand. The second mechanism that causes tremor is mediated by the spinal reflex loops.
The spinal reflex includes afferent signals from the muscle spindles to the alpha neurons
in the spinal cord and vice-versa. The variable reflex gain and the conduction time
latency during this reflex loop action produces oscillations in the periphery muscle,
which may lead to a tremor [3]. The third factor that engenders tremors are the central
oscillations, which include areas such as the motor cortex, thalamus and cerebellum
(cerebello-thallamo- cortical pathway). The aberrant firing of the neurons due to lesions
in any of these regions produce oscillations in the periphery where the time for excitatory
inhibition or summation in different nuclei involved and asynchronous conduction time
determine the frequencyof the oscillation [3, 4]. The fourthmechanism is themalfunction
of feed backward or forward loops within the CNS. For example, anymovement requires
an initiation by an agonist, termination by an antagonist andfine tuningby another agonist
[5]. This feedforward activation requires perfect synchronism and it was observed that
cerebellum acts as a control center for these pre – programmed movements [6, 7]. Any
damage to cerebellum may lead to delay in any of these activations thereby introducing
asynchronous conduction in the loop. This in turn produces oscillations in the periphery
leading to a tremor [3].

1.2 Physiological Tremor

Physiological tremors are slight oscillations that are produced when head and limbs are
left unsupported in healthy individuals [8]. This is usually asymptomatic, not visible and
can be enhanced due to anxiety, stress and fatigue, producing a clinical condition termed
as enhanced physiological tremor [1]. Physiological tremor consists of a strong mechan-
ical component which is responsible for its main frequency component [9, 10]. Hand
tremors due to intrinsic muscle property oscillate at 6–8 Hz. The mechanical component
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may be driven by resonant frequency of the muscle [11], cardio ballistic effects and the
discontinuities of innervation [12]. The other component of the physiological tremor is
the 8–12 Hz neurogenic component [3]. This component is believed to originate from
various sources including olivocerebello-thalamo cortical pathways [13]. Many groups
studied physiological tremor to validate the presence of mechanical and neurogenic
component in it. Majority used a weight loading based experimentation and concluded
the presence of strong mechanical component but were uncertain with the presence of
any neurogenic component [14, 15].

1.3 Common Misdiagnosis and Tremor Analysis Techniques

Although there aremany clinical features and pathophysiology, themajor problem lies in
the fact that similar clinical features and etiologies overlap and appear inmultiple tremors
and hence no tremor is completely understood [16]. For example, the tremor frequency
of physiological and enhanced physiological tremor lies in the range of 6–12 Hz, ET
lies between 4–12 Hz and PD has 3–6 Hz. Some of the other tremors include orthostatic
tremor (13–18Hz), neuropathic tremor (4–8Hz), dystonic tremor (3–5Hz) and cerebellar
tremor (<5Hz) [4]. This has led to a lot of misdiagnosis in clinical conditions especially
with essential and Parkinson’s tremor. It has been reported that the misdiagnosis rate of
ET ranges from 37%–50% [17, 18]. The early misdiagnosis rate of PD that shows hand
tremors as the only symptom was as high as 25% [19].

Tremor analysis needs to provide an objective, reproducible and diagnostic informa-
tion. This led to several approaches to analyze tremor namely questionnaire/score based,
electrophysiological and imaging [4]. Scaling systems such as are used by clinicians to
diagnose the level of tremor. Although scaling systems such as Unified Parkinson’s
Disease Rating Scale (UPDRS) score and Essential Tremor Rating Assessment Scale
(TETRAS) are used for tremor assessment, all these scaling systems have a drawback
of subjective variability as they are being graded by the individual clinicians [20]. Thus,
there needs to be an objective assessment to reduce the manual error. This led to the
rise in electrophysiological studies as it would not only provide information on tremor
features such as frequency but also help the clinician to verify the presence of any
mechanical and neurogenic component [21]. Most of the electrophysiological studies
utilize accelerometer and EMG data which has been widely applied to investigate most
of the tremors including physiological tremor, ET and Parkinson’s tremor.

In the case of physiological tremor, though it is considered insignificant in clini-
cal condition, ET has been commonly misattributed to enhanced physiological tremor
[22]. Therefore, it poses a necessity to study physiological tremor and evaluate its
distinguishable features from other pathological tremors.

1.4 Common Methods of Physiological Tremor Analysis and Its Limitations

The characterization of the tremor can be done by recording the movement of the tremor
affected region and also the muscle movement that may be producing it [21]. Predom-
inantly accelerometer has been used to record the movements while surface EMG has
been utilized to study the underlying muscle force. Weight loading based investigations
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are common among a multitude of experimental methodology. These methods are com-
monly used to measure tremor, extract its clinical features and interpret the components
producing it. On this context, several studies have shown that the physiological hand
tremors (PT) are due to a strong mechanical component i.e., resonant frequency of the
muscle wherein the advent of a neurogenic component in it is uncertain.

One study quantified the physiological finger and hand tremors using accelerometer
and surfaceEMGsensors for a total of 117healthy subjects [15]. In this study, the subjects
were asked to keep their hands in an outstretched position (Postural position) with and
without the weight loading. It was seen that tremor frequency reduced upon weight
loading, indicating that mechanical component of the oscillating limb as the primary
determinant of PT. Since only a third of the population showed EMG-EMG coherence,
the indication of a central component in PT remained uncertain.On the same line, another
study investigated PT in a population of normal subjects using a variable-reluctance
accelerometer [23]. The objective of this work was to demonstrate the importance of 8–
10 Hz band in normal physiological hand tremor and 15–20 Hz band in PT finger tremor
using weight loading experiment. This study concluded that at least one frequency band
was heavily influenced by the mechanical component while there is still possibility
of a neural feedback producing a neural component as well. Another study aimed to
determine the tremor-related motor unit entrainment in 200 elderly and young adults
[24]. The hand tremor recorded using weight loading conditions witnessed reduction in
tremor frequency with increase in inertial load (300 g) indicating a strong mechanical
component in it. In addition, the EMG- acceleration pattern was reported to be varying
among the population during mass loading and unloading conditions. From the different
patterns, it was seen that 8% of the population produced an EMG-acceleration pattern
that was similar to mild essential tremor conditions.

On the other hand, [25] opts for a different methodology to study the resonant com-
ponent of PT. The vertical displacement of the hand was recorded using retro-reflective
rangefinder laser and accelerometer was used to record the tremor simultaneously. The
subjects were asked to adjust their position of the hand and match the spot on a computer
display in front of them and the recordingswere done during both postural andmovement
conditions. The findings showed an acceleration peak at 8 Hz with no EMG correlation
indicating a strong a resonant component. In addition, when the voluntary movement
were induced, the tremor size greatly increased and the tremor frequency reduced by
2 Hz (thixotropic effect). These results suggest that rhythm of hand tremor in postural
and slow action rely on muscle and limb mechanics rather than a neural oscillator.

Electrophysiological approaches have been used to study other pathological tremors
especially to distinguish Parkinson’s (PD) from essential tremor (ET) and essential
tremor from that of enhanced physiological tremor (EPT). One group aimed to dis-
tinguish PD from ET and EPT using a non-invasive approach [19]. Tremor was recorded
at rest, postural and postural withweight loaded condition using accelerometer and EMG
sensors. It was observed that the tremor frequency of ET patients at all the conditions
were 5–8 Hz. EPT and PD patients had a frequency range of 6–12 Hz and 4–6 Hz
respectively. This showed that there was a clear overlap in tremor frequency between the
patients making the tremor frequency a poor variable for classification. It was the muscle
contraction pattern observed from the EMG that acted as a distinguishable parameter.
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Finally, on applying this parameter, PD and ET were distinguished by the latency and
concentration effect whereas ET and EPT were distinguishable using weight loading
effect.

On the contrary, [26] showed that tremor frequency was the only component that
showcased a significant difference between PD and ET. Kinematic parameters such as
RMS and sample entropy were only significantly different between control and ET
patients. Another group applied empirical mode decomposition (EMD) and Hilbert
Huang transform (HHT) to distinguish ET from PT [27]. Since the frequency char-
acteristics of ET overlaps with PT, it was difficult to distinguish them using FFT based
analysis. Accelerometers and EMG sensors were fixed at index finger and extensor carpi
radialis forearm muscle respectively to record the tremor at the postural position. From
the EMD-HHT analysis it was seen that a low frequency component of 3–5 Hz was
present only in PT whereas the high frequency of 8 Hz was present in both PT and
ET. Thus, this low frequency component of PT, which was derived from EMD-HHT
analysis had an EMG-accelerometer correlation and was used to distinguish majority of
ET patients from PT though few of ET patients did have a low frequency component.

Although, there are several electrophysiological approaches to extract the tremor
characteristics to both unravel their origin and distinguish them from other movement
disorders, it was clearly seen that there are many overlaps in the tremor characteristics,
which makes it difficult to classify them. Adding to this, since there is no concrete evi-
dence for any tremor etiology, it is suspected that a tremor might be of several etiological
origins. Hence, it is important to design experiments to unravel the tremor components
so as to get a better understanding of their corresponding features used in classification
studies. Restricting our study to explore the physiological hand tremor, all the above stud-
ies pertaining to physiological hand tremor indicate that it includes a strong mechanical
component and produce ambiguous reports on the neurogenic component.

Most of these studies are based on weight loading experimentation, which consid-
ers a constant stiffness of the muscle. Conversely, [28] reports that muscle stiffness is
not constant and accelerometer-based tremor recording produces data that only reflects
the information on the load applied and not any neurological phenomenon. The study
recorded tremor with inertial loading (artificial mass) and in another condition where the
force equivalent to the inertial loading was applied by increasing the ‘g’ using a human
centrifuge. When the load was applied, the accelerometer tremor frequency reduced as
expected indicating the resonant component. In the case of EMG, the reduction in fre-
quency was insignificant during weight loading. This is because, as the mass increases,
a feedback loop gets activated and increases the muscle force by activating more muscle
fibers so as to hold the limb in the same position with the extra load. This ultimately
leads to the increasedmuscle stiffness. Hence, the reduction in resonant frequency due to
increased mass is counteracted by the increase in muscle stiffness producing an insignif-
icant change in EMG frequency. Thus, the entire experimental design using weight
loading to study the physiological tremor can give information only on the mechanical
component of the tremor and not any neurogenic component in it.
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Hence, it requires a neurophysiological variable in the experimental design to directly
check the influence of any neurogenic component in physiological tremor. Based on this
notion, the current study involves a visual cue (i.e., eyes open and closed), a neuro-
physiological parameter as a variable to analyze the effect of neurogenic component on
physiological tremor.

2 Materials and Methods

2.1 Data Acquisition

Subjects Summary. Eight healthy subjects (7 males, 1 female) within the age group of
22–28 years were recruited for the study. All subjects gave informed consent prior to the
test and reported no physical or cognitive impairments. The exclusion criteria included
any type of medication that might induce tremor, intake of any centrally acting drugs,
the presence of orthopedic forearm and/or hand problem, and any neurological/systemic
disease.

Data Acquisition System. Eight healthy subjects (7 males, 1 female) within the age
group Hence, it requires a Hand and finger tremors were recorded in all subjects using
accelerometer and EMG as a part of Delsys Trigno Avanti™ sensors (Fig. 1). This is a
wireless biofeedback system consisting a total of sixteen sensors with a LED feedback
indicating the status of the sensors. Each unit has an on board 4-channel EMG sensor,
an inertial measurement unit that includes accelerometer and gyroscope sensors. The
wireless communication is done through dual mode BLE-Base (Bluetooth Low Energy)
communication with a transmission range of up to 20 m. Sensors contain a rechargeable
lithium polymer battery with a performance time ranging from 4–8 h depending on the
usage conditions.

Fig. 1. Delsys Trigno Avanti™ sensor.

Electrode Placement. A total of ten sensors (S1–S10) were fixed among which five
were placed each on one finger starting from thumb (S1) to record the finger tremors
(Fig. 2A). Sixth sensor was fixed between 2nd and 3rd metacarpal region whereas the
seventh and eighth sensors were fixed on the flexor and extensor carpi muscles of the
forearm as these are the primary muscles involved in hand movement (Fig. 2A, B). The
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ninth and tenth sensors were placed on the biceps brachii muscle and deltoid muscle of
the shoulder respectively to check if there is any onset of fatigue as the subjects perform
the experimental tasks (Fig. 2C). The EMG was recorded from metacarpal region (S6),
flexor (S7) and extensor carpi muscles (S8), biceps brachii (S9) and deltoid muscles
(S10).

Fig. 2. A, B, C – Accelerometer /EMG sensor placements.

Experimental Protocol. Subjects were asked to perform three tasks namely rest, pos-
tural and action for both eyes closed and open conditions (Fig. 3). Figure 4 summarizes
the various positions the subjects were asked to perform. In the case of rest, subjects
were asked to be seated comfortably on an arm chair with their forearm rested on the
arm rest and the hands hanging freely. For the postural task, the subjects were asked to
hold their arm and hands in an upright position against the gravity with 0° to the ground.
Finally, for the action task, they were asked to maintain the postural position with the
hand part alone moving upward and downward in tandem with a metronome of 60 beats
per minute. The data was recorded wirelessly for 20 s at a sampling frequency of 148 Hz
for accelerometer and 1926 Hz for EMG with a relaxation time of one minute between
each task.

Fig. 3. Schematic representation of the experimental design.



524 V. Kannan et al.

Fig. 4. Different positions the subjects were asked to perform. A - Rest position B - Postural
position, C - Action downward, D - Action upward

2.2 Data Analysis

See Fig. 5.

Fig. 5. Schematic representation of signal processing.

Pre-processing. The accelerometer signals were filtered using IIR notch filter of order
3 to remove the 50 Hz power line noise. The signals were then band pass filtered for
0.5–20 Hz to avoid any high frequency noise using IIR band pass filter with a filter order
of 3. This was then subjected to secondary band pass filtering using the same IIR band
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pass filter of order 3 to isolate the physiological tremor frequency range of 6–12 Hz.
Finally, Fourier Transform was performed on this 6–12 Hz signal and the respective
features were obtained.

In the case of EMG, the power line noise of 50Hz was removed using IIR notch filter
with a filter order of 3. Further, the signal was band pass filtered to 0.5–300 Hz using IIR
band pass filter with an order of 3 to isolate the frequencywith physiological importance.
Finally, power spectral density was computed using a Pwelch method which includes
an 50% overlapping Hanning window with a window length equal to the sampling
frequency.

Feature Extraction. After taking spectrum of the accelerator signal, we extracted the
six features for two experimental conditions (eyes open and closed) and its corresponding
three tasks (rest, postural and action).

1. Energy: For a signal x of length N in a time series, energy of this signal in time
domain is defined as:

E =
∑N

i=1
x2i (1)

2. Total power: For a signal x of length N in frequency domain having a power of x(w)
for each frequency component, the total spectral power is defined as

P =
∑N

i=1
|xi(w)|2 (2)

3. Mean Power: It represents the average value of power in the frequency domain
which is defined as

Mean Power =
∑N

i=1

xi(w)

N
(3)

4. Median Power: It represents the value of power above and below which there is
exactly 50% distribution of rest of the power units.

5. Peak Power: The maximum power value obtained in the power spectral density.
6. Peak Frequency: It is defined as the frequency at which the peak power occurs.

As it is difficult to locate the peak power and its respective frequency amidst all the
discrete frequency components, the spectrum needs to be smoothened to increase the
precision of the data without distorting the signal. Hence, a Savitzky–Golay filter
with an order of 3 and window length of 95 was applied to smoothen the power
spectrum. Savitzky–Golay filter is a digital filter that works based on the process of
convolution which fits the adjacent points of our dataset with a linear polynomial
using the method of linear least squares the result of which provides an averaged
curve of our signal based on the window length and order. This was further used to
extract the peak frequency.
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In the case of EMG, three features were extracted for all the three tasks (rest, pos-
tural and action). In time domain, the features consist of root mean square (RMS),
number of zero crossing while mean power frequency (MNF) was extracted from
the frequency domain.

7. Root Mean Square (RMS): For a signal x of length N in a time series, energy of
this signal in time domain is defined as:

RMS =
√∑N

i=1
(xi − x)2 (4)

8. Zero Crossing (ZC): It represents the number of times the amplitude of the signal
in time domain crosses the value of zero from both negative and positive side.

9. Mean Power Frequency (MNF): For a signal of length N, it is defined as the sum
of product of each power and frequency divided by the total sum of the power values
in frequency domain.

MNF =
∑N

i=1
PiFi/

∑N

I=1
Pi (5)

Statistical Analysis. One-way ANOVAwas performed to validate the statistical signif-
icance in the feature set between the three experimental tasks (rest, postural, action). The
confidence interval was set at 95% (p< 0.05). The groups (rest, postural and action) were
used as independent parameters while the sensors were used as dependent parameters.
The test was performed separately for both eyes closed and open conditions. Further-
more, one-way ANOVA was used to verify the statistical difference between eyes open
and closed conditions within each task and thereby validate the effect of visual cue over
physiological hand tremor. Here, the groups (eyes closed and eyes open) and each sensor
value were set as independent and dependent parameters respectively.

3 Results

3.1 Eyes Closed Condition

Initially, the analysis was performed to check whether there was significant difference (p
< 0.05) between the features extracted for each sensor between rest, postural and action
tasks. In the case of accelerometer, it was seen that the features from action task were
significantly high (p < 0.05) compared to that of rest and postural while the features
from rest task were significantly low (p < 0.05) compared to postural and action. From
the statistical results, it was seen that for the total spectral power and mean power, all
the sensors except the seventh (flexor carpi muscle) had a significant difference between
rest (R), postural (P) and action (A) tasks while the seventh sensor had only significant
difference between rest and action tasks. In the case of median power, it was seen that
sensors 1, 2, 3, 4, 5, 6 and 10 have a significant difference between rest and action tasks
while 7th sensor showed a significant difference between rest and postural. All the ten
sensors (S1–S10) showed a significant difference in peak power between the three tasks.
Furthermore, sensors seven and nine showcased significant difference in peak frequency
between rest and postural while the 8th sensor showed significance between all the three
tasks.
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Fig. 6. Mean and standard error of the total energy value obtained from S1 – S6 sensors during
eye closed condition.

Fig. 7. Mean and standard error of the total energy value obtained from S7 – S10 sensors during
eye closed condition.

From the Fig. 6 and Fig. 7, it can be seen that all the ten sensors show an increasing
trend from rest to postural and postural to action with significant difference in total
energy between rest, postural and action tasks.

In the case of EMG, only sixth sensor (metacarpal region) showed a significant
difference in the features. It was seen that RMS for rest task was significantly lower than
action task (Fig. 8) while there was no significant difference between rest and postural
task.
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Fig. 8. Mean and standard error of the RMS value obtained from S6 sensor (metacarpal region)
during eye closed condition.

Fig. 9. Mean and standard error of the zero-crossing value obtained from S6 sensor (metacarpal
region) during eye closed condition.

From the Fig. 9 and Fig. 10, the number of zero crossing (ZC) and the mean power
frequency (MNF) was significantly (p < 0.05) low during action when compared to
rest condition. Similar to the RMS, there was no significant difference between rest and
postural for both ZC and MNF.
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Fig. 10. Mean and standard error of the mean power frequency value obtained from S6 sensor
(metacarpal region) during eye closed condition.

3.2 Eyes Open Condition

Similar to eyes closed condition, it can be seen that the accelerometer features from
action task were significantly high (p < 0.05) compared to that of rest and postural
while the features from rest task were significantly low (p< 0.05) compared to postural
and action. It was seen that the total spectral power and median power extracted from
all the sensors show a significant difference only between rest and action tasks whereas
in the case of mean and peak power, all the ten sensors showcase a significant difference
between rest, postural and action tasks. Furthermore, sensors seven and eight showed a
significant difference in peak frequency between rest, postural and action while the 10th
sensor established a significance only between rest and postural.

Fig. 11. Mean and standard error of the total energy value obtained from S1 – S6 sensors during
eye open condition.
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Fig. 12. Mean and standard error of the total energy value obtained from S7–S10 sensors during
eye open condition.

From the Fig. 11 and Fig. 12, it can be seen that all the ten sensors show an increasing
trend from rest to postural and postural to actionwith significant difference in total energy
between rest, postural and action tasks.

In the case of EMG, similar to eyes closed condition, only sixth sensor (metacarpal
region) showed a significant difference in the features. It was seen that RMS for action
task (A) was significantly higher than rest (R) and postural task (P) (Fig. 13). There was
no significant difference between rest and postural task.

Fig. 13. Mean and standard error of the RMS value obtained from S6 sensor (metacarpal region)
during eye open condition.

Similar to eyes closed condition, the number of zero crossing (ZC) and the mean
power frequency (MNF) had a decreasing trend from rest to postural and from postural to
action task with action task being significantly lower compared to rest task and postural
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Fig. 14. Mean and standard error of the zero-crossing value obtained from S6 sensor (metacarpal
region) during eye open condition.

Fig. 15. Mean and standard error of the mean power frequency value obtained from S6 sensor
(metacarpal region) during eye open condition.

task (Fig. 14, 17). There was no significant difference between rest and postural for both
ZC and MNF.

3.3 Eyes Open Condition

Here, each task was analyzed separately to verify if there was a significant difference
between the extracted features between two conditions (i.e., eyes closed (EC) and eyes
open (EO) and thereby validate the effect of visual cue on physiological hand tremor. It
was seen that visual cue did not show any influence on rest and postural tremor as there
was no significant difference in the features between the two conditions. In the case of
action task, median power extracted from sensors 1, 2, 3, 5, 6 and 10 showed a significant
difference (p< 0.05) between eyes closed and eyes open. Furthermore, from the Fig. 16
and Fig. 17, it can be seen that median power at eyes closed condition was greater than
that of eyes open condition. In the case of EMG analysis, none of the features showed
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a significant difference between eyes open and closed conditions for all the three tasks
(i.e., rest, postural and action).

Fig. 16. .Mean and standard error of the median power value obtained from S1, S2, S3, S5 and
S6 sensors during eye open and closed condition.

Fig. 17. Mean and standard error of the median power value obtained from S10 sensor during
eye open and closed condition.

4 Discussion

The uncertainty surrounding the neurogenic component of physiological hand tremor is
mainly attributed to studies with inadequate experimentation on validating it. Most of
the studies take an indirect route using weight loading based experimentation and lack
a neurophysiological variable to properly verify the presence of neurogenic component.
Therefore, in the present study, we take visual cue as the neurophysiological parameter
and analyze its effect on physiological hand tremor. Further, unlike EMG it is difficult
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to analyze tremors in time domain using accelerometers as it reflects only the peripheral
movement and not any information on underlyingmuscle contraction. Hence, apart from
EMG, we performed the spectral analysis for the accelerometer signal, which provides
pertinent information on physiological hand tremor such as peak frequency, total power
etc.

It can be seen from the results that the tremor amplitude increases almost 10 folds in
postural position compared to that of rest position indicating the onset of postural tremor
(Fig. 6, 7, 11, 12). This is mainly due to the fact that in postural position, the hand is
unsupported and apart from the resonant vibration of the hand, there happens a process
of tetanic contraction of muscles so as to maintain the position. Tetanic contraction
is an outcome of repeated stimuli at short intervals such that the excited muscle fiber
doesn’t have time to fully relax before it is excited again. Moreover, for an actual muscle
movement to take place, there needs to be activation of several muscle fibers. As the
half relaxation time may vary across different muscle fibers, during tetanic contraction,
there may be asynchronous excitation of different muscle fibers and consequently the
possibility of a delay between muscle excitation and the actual muscle movement to
hold the position, arises [29]. This delay in turn leads to intermittent oscillations in the
muscles, which in the periphery is seen as physiological postural tremor. Furthermore,
it was seen that the power of the tremor increases during action task compared to the
postural tremor. This effect is attributed to the muscular thixotropy. Muscle thixotropy
refers to the alteration in the stiffness of the muscles when they are lengthening or
shortening (i.e., during movement) and when they are in a static position (i.e., postural
task). Several studies reveal that the tremor size greatly increases and its frequency
reduces at the onset of slowvoluntarymovements [25]. In our action task, as the voluntary
movement begins, the muscle stiffness decreases but the inertial load on the hand is same
as that of in postural task. This causes the decrease in tremor frequency as it is directly
proportional to the muscle stiffness corresponding to the mechanical resonance origin.
This was further evident from the Fig. 10 and Fig. 15 where the MNF was decreased in
action task compared to rest task indicating a decrease in tremor frequency whereas the
increase in the RMS of EMG supports the increase in tremor size. Also, the decrease in
ZC during action task seen from the Fig. 11 and Fig. 14 indirectly denotes the reduced
firing rate of the motor units corroborating the decrease in tremor frequency.

Furthermore, the eyes closed vs eyes open analysis shows that only median power
from action task has a significant difference in sensors 1, 2, 3, 5, 6 and 10. Consequently,
the median power for action task in eyes open condition is less compared to the eyes
closed condition indicating a mild reduction in tremor size. This may be because during
eyes open condition, the visual cue inducesmorevoluntary effort to control themovement
of the hand than in eyes closed condition. This increased voluntary effort imparts a mild
resistance to muscle movement by increasing the stiffness of the muscle so as to control
the unwanted shaking (tremor) during action task. Although, the resistance to movement
is being increased, the action task is being continued making the muscle experience a
condition similar to increased load. Thus, this increase in resistance to movement may
have attributed to the decrease in tremor during eyes open condition indicating a positive
effect of visual cue over physiological hand tremor. This can be considered only as a
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hypothesis as the RMS values did not show a statistical significance and the hypothesis
is based only on the trend observed from the values.

Besides, the rest time of one minute between the tasks in the experimental design
needs an optimization as muscle needs more time for relaxation and prevent it from
fatigue. Also, the signal acquisition time of 20 smay not be sufficient enough to reveal the
effect of visual cue on the physiological hand tremor. This may be because unlike EEG,
which reflects the immediate changes in central activity, accelerometer only reflects
the final peripheral movement. Consequently, accelerometer has a low sensitivity to
biological changes compared to that of EEGandEMGandhence, in this case, it requires a
profound change inmuscle activity to get reflected in the accelerometer signal. Therefore,
increase in acquisition time might produce more significant results for accelerometer
features. In the case of EMG, there were contact issues which need to rectified by
appropriately preparing the skin and electrode placements. In addition to this, the study
needs to be carried out with a greater population to get a better statistical significance
for both accelerometer and the EMG features.

5 Conclusion

In this study,wehaveproposed anewexperimentationbyusingvisual cue as a neurophys-
iological parameter to validate the presence of a neurogenic component in physiological
hand tremor. Visual cue had a significant effect over physiological hand tremor only
during action task. It was seen that the physiological hand tremor tends to reduce due
to the increased voluntary muscle force during eyes open condition. This was clearly
evident from the decrease in median power during eyes open condition showcasing the
influence of a neurogenic component.

This methodology can be applied further to pathological tremors such as Parkin-
son’s and Essential tremors with slight modification in the frequency range used for
analysis. As these tremor patients are neurologically compromised, the varying effect
of a neurophysiological parameter such as visual cue would provide drastic difference
in their tremor characteristics. This visual cue-based methodology can be further devel-
oped as an assistive tool for objective diagnosis of neurological complications such as
Parkinson’s and Essential Tremors.
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Abstract. Stroke affects driving ability and as such impedes mobility, indepen-
dence, freedom and quality of life. Return to driving after stroke serves as an
integral part for community reintegration and improved quality of life. Driving is
considered critical for continued independence, employment and recreation among
stroke survivors. There was therefore the need to better understand the perceived
facilitators and barriers to driving among stroke survivors with pre-stroke driv-
ing history. This study seeks to better understand the perceived facilitators of and
barriers to return to driving after stroke so as to enable proper outcome in patient
management and policy formulation. This is a qualitative phenomenological app-
roach using in-depth focus group discussion (FGD) was employed. Six stroke
survivors (5 males; 1 female) aged 58.0 ± 7.9 years participated in the FGD. Half
(50%) of the participants had returned to driving. Seven themes were generated for
the barriers as well as facilitators of return to driving after stroke. Findings from
this study suggests that majority of the facilitators of return to driving are intrinsic
factors. Majority of stroke survivors wish that they could be able to stop being
dependent on their caregivers for their activities of daily living (ADL)which could
invariably lead to activity limitation and participation restriction. Attention should
be paid on the pre-morbid driving status of stroke survivors so as to enhance the
facilitators of return to driving and minimize the barriers to return to driving after
stroke.

Keywords: Return to driving · Stroke · Barriers · Facilitators

1 Introduction

Stroke affects driving ability [1], and as such impedes mobility, independence and free-
dom [2]. However, driving is a complex and dynamic task which requires a conscious
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activity level in novel situations and unconscious activity level in familiar situations [3].
People with stroke have reduced visual field, reduced visual scanning, attention deficit,
decreased information processing speed, physical disabilities and impaired visuospatial
skills which may influence their driving ability [4]. To effectively drive an automobile,
a number of neurologic systems must be intact. These includes cognitive, vision and
motor functions, intact coordination and good attention span [2]. Functional impairment
in any of these domains can potentially lead to unsafe driving [2]. Neurological deficit
or paroxysmal condition does not automatically exclude driving as fitness for driving is
determined by the degree of deficit, frequency and type of event.

Inability to drive can result in a number of adverse consequences in mood, life
satisfaction, identity [5], and social isolation [6]. Driving is an important contributor
to quality of life after stroke. Finestone et al. [7] reported that driving is significantly
associated with community integration after adjusting for health status in stroke patients.
Several factors have been associated with the likelihood of returning to driving. These
include younger age at stroke onset, lower level of disability, fewer cognitive deficits,
being provided with advice and assessment related to driving as well as length of time
after stroke [8–10]. Rate of return to driving after stroke ranged from 19% [11], to 30%
[8], six months after admission to inpatient rehabilitation, up to 50% five years post
rehabilitation [10]. Nonetheless, about 35% of stroke survivors will require driving-
related rehabilitation before they can resume safe driving [1]. There is therefore the
need to better understand the perceived facilitators of post stroke survivors who return
to driving and the barriers preventing those who have not returned. This is to better
understand the facilitators of and barriers to return to driving after stroke so as to enable
proper outcome in patient management and policy formulation.

2 Method

2.1 Study Design

A qualitative phenomenological approach using in-depth focus group discussion (FGD)
was employed to explore the facilitators of and barriers to return to driving among
community dwelling stroke survivors with premorbid driving history.

2.2 Participants

Six stroke survivors with premorbid driving history of ≥ 2 years and with first inci-
dent stroke were purposively recruited. These were individuals with moderate disability
but able to walk without assistance (≤3 on Modified Rankin Scale), not aphasic and
with no cognitive impairment (≥24/30 on Mini Mental State Examination) or visual
impairments (visual field or visual acuity). Stroke survivors with co-morbidities that
can independently limit/impair mobility and/or quality of life (QoL) (e.g. psychiatric
disorder, diabetes, AIDS, severe osteoarthritis) were also excluded from the study. The
other members of the group were the researcher, moderator and a transcriptionist.
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2.3 Data Collection Procedures

A focus guide was developed based on the study objective, literature and with the
researcher’s experience. Participants, who met the inclusion criteria and gave informed
consent, were invited for a focus group discussion (FGD). The focus group was guided
by a moderator, who is knowledgeable in FGD. The moderator used a focus guide con-
sisting of semi-structured, open-ended questions to capture directly, the complexities of
the participants’ perception and probes were given where necessary. The participants
were encouraged to talk freely and spontaneously. The researcher took field-notes along
with the transcriptionist who was also present at the FGD. Furthermore, an audio tape
recorder was used to record the discussion session. The discussion was carried out in
English language. The FGD lasted three hours and data saturation was ensured.

2.4 Data Retrieval and Analysis

The audio taped information from the discussion was transcribed verbatim by a tran-
scriptionist. The transcriptionswere then read and compared to audio tape recordings and
field notes several times to verify accuracy [1]. Themes from the FGD were generated
using grounded theory analysis.

3 Results

Six stroke survivors (5 males; 1 female) aged 58.0 ± 7.9 years participated in the FGD.
Half (50%) of the participants had returned to driving while the remaining half was yet
to return. Seven themes were generated for the barriers as well as facilitators of return to
driving after stroke. Severity of stroke was reportedly both a facilitator of and a barrier to
return to driving after stroke. Desire to be independent and determination were leading
facilitators while fear and environmental factors constitutes barriers to return to driving
after stroke as shown in Table 1.

3.1 Perception of Participants to Return to Driving After Stroke

Narratives of respondents suggest common themes with respect to returning to driving
after a stroke event. Though some participants were of the opinion that attempting to
drive is helpful in overcoming fear of driving; others opined that it depends on factors
such as degree of affectation and impairment:

“…it will depend on the degree of stroke and the impairment that has taken
place…it depends on the length or gravity of the stroke”

(P1; Male, 52years, age at stroke - 50years, yet to return to driving).

“Like myself now, on a certain day I wanted to go home…then I found out that the
leg cannot press the pedal. And the motor cannot enter gear…

‘…But largely is a matter of determination. You are determined because you have
this can-do-spirit within you. You are determined to do it; otherwise there are a
thousand and one reasons why somebody may not attempt”

(P2; Male, 63years, age at stroke – 59years, returned to driving)
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Some participants perceived return to driving after stroke as initially strange and
frustrating due to residual functional impairments.

“… the first time, starting driving will be strange to you ...because your hand is
not straight as before. The first time, I hit my fence with the car but I didn’t give
up. OK…. Second day I tried it again …I see that it’s different.”

(P4; Male, 55years, age at stroke – 55years, returned to driving)

“…Self-determination.… The 1stday I did it. They accompanied me to the church.
The 2ndtime, they also accompanied me, in the event there will be ‘katakata’ on
the way … but because of that strong determination within me that I should be
able to do it…”

(P2; Male, 63years, age at stroke 59years, returned to driving)

3.2 Facilitators of Return to Driving After Stroke

According to the participants, factors that facilitate resumption of driving could be
intrinsic or extrinsic. Intrinsic factors are factors related to the stroke survivors such as:
the desire to be independent, perception of life, perception of driving, self-determination,
severity of stroke and social isolation. Social expectations were identified as an extrinsic
factor. Narratives that illustrate the intended meanings are as stated:

3.3 Desire to be Independent

One of the recurring facilitators of return to drivingwas the desire/urge to be independent
so as to be able to function and carry out their activities without dependence on others.
This is reflected in the statement of the participants quoted below:

“…what prompted me is that one day, I had an appointment in the hospital. I have
to call… (The person who was to drive me) said he had an appointment….I said
to myself how am I going to get to the hospital. I think is better I start driving this
car so that I cannot be depending on anybody…I think is the urge or desire to be
independent. I don’t want to be dependent… It’s not a normal life. I think it will
be normal for one to go back and resume what he was doing before and that was
giving you joy, comfort and normal pleasures of life.”

(P4; Male, 55years, age at stroke 49years, returned to driving)

“…there’s a time I wanted to go to work. I called one of my friends; he said he
had no time. When I look at myself, I said how long will I depend on people like
this… at least I can still drive now. …urge to be independent”

(P6; Male, 55 years, age at stroke 55 years, returned to driving)

“…Like myself I can’t sit down doing nothing. Even when I was admitted when I
was on bed I told my doctor because if they don’t discharge me I ran out of the
bed because I’m not the type that will depend on…”

(P2; Male, 63years, age at stroke - 59years, returned to driving)
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3.4 Perception of Life

Participants believed that an individual’s perception of life events play a role in return
to driving. He believed being a proactive and outgoing person can facilitate return to
driving:

“…is the kind of person one is. Like myself I can’t sit down doing nothing. I’m not
the type that will…up until now and I don’t see myself as a stroke man because
they call it challenges because a challenge is not something permanent. I believe
by exercising myself that challenge will wear off from me. So I always have in
mind I can do it. I don’t ever have ‘NO’ in my programmes in my life. So that is
what prompted me to.”

(P4; Male, 55years, age at stroke 49years, returned to driving)

Another individual believed that the way he defined his condition was a factor that
contributed to his ability to return to driving.

“…somebody like myself I’ve once said it. I don’t ever look at myself as if I am a
liability. And I think that one helped to work within the spasm. The moment I saw
myself that I don’t have any stroke I do perform very well on steering. Sir I don’t
have any challenge. I’m not even got a single…”

(P6; Male, 55 years, age at stroke 55 years, returned to driving)

3.5 Perception About Driving

One of the participants who is yet to return to driving but hopes to, believed perception of
specific activities including driving as hobbies have the capacity to drive its resumption.

“…I don’t enjoy myself by not driving because I’m used to driving as my hobby
before the incident. So driving is my hobby…when I’m not driving, I’m not Ok. I
must tell you that.”

(P3; Male, 52years, age at stroke 51years, yet to return to driving)

This position was further supported by another participant:

“…I see driving as a hobby. It’s just like somebody who plays football”

(P2; Male, 63years, age at stroke - 59years, returned to driving)

3.6 Determination

Another perceived facilitator of return to driving after stroke as posited by some of the
participants was courage and determination:

“…Courage and self-determination’

(P2; Male, 63years, age at stroke – 59years, returned to driving)
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Indulging one’s self in various forms of activities of daily living could further
reduce participation restriction thus boosting the enthusiasm, courage and determination
required to return to driving after stroke. The is as stated below.

…self-determination matters. And if you determine you going to do it, you are
going to do it. …there’s improvement of every part of my body. …but you start
early in very small form…like closing my window and drawing curtain. Start it
very little and then gradually you develop’

(P1;male, 65years, age at stroke - 64years, yet to return to driving)

‘…with all that’s been discussed I was determined to go back to the vehicle’

(P3;Male, 52years, age at stroke - 51years, yet to return to driving)

3.7 Social Isolation

Absence or reduced social interaction after a stroke could lead to boredomand loneliness.
This situation prompted two of the participants to attempt resuming activities such as
driving in a bid to assuage being lonely.

‘… solitude, you are alone in the house.. At a stage the boredom will weigh you
down and you will want to get out, take some fresh air. You know especially if you
have always been the outgoing type. You have never being the indoor type’

(P3;Male, 52years, age at stroke - 51years, yet to return to driving)

‘…I’m somebody who cannot sit down for one hour. So sit down looking at every-
where. I had to stand up and walk round the house. One day I said I will go to
work. When I get to the department, my HOD said who said you should come to
work? I said I am tired of home. I don’t tire of home. Nobody to play with. Children
go to school…’

(P2; Male, 63years, age at stroke - 59years, returned to driving)

3.8 Severity of Stroke

According to some discussants, extent of the damage by the stroke and not just the length
of driving prior to stroke serve as a contributory factor to returning to driving. He believes
that individuals with less impairment will be able to return to driving as compared to
their counterparts with a more severe impairment. The quotes below highlights the view
of these participant.

‘…that will be…that do not apply to everybody because it will depend on the
degree of stroke and the impairment that has taken place.’

(P2; Male, 63years, age at stroke - 59years, returned to driving)

‘…the length of the damage of the sickness’

(P3;Male, 52years, age at stroke - 51years, yet to return to driving)
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3.9 Social Expectations

Work demands and the need to live up to expectation can drive return to driving after
stroke. According to the participants men who are bread winners in their respective
families and need to contribute to the financial upkeep of the families:

‘…you have people depending on you. You have to foot bills and even despite our
conditions you have to manage to write some cheques that must be cashed…The
urge to contribute financially towards the sustenance of a family may urge you to
resume duty’

(P2; Male, 63years, age at stroke - 59years, returned to driving)

The type of job one does and the need to reassure themanagement on the competency
and capability of performing your duties without the impairment being a limitation. This,
some participants said played a role in their return to driving.

‘…I earlier said that the kind of work one is doing’

(P4; Male, 55years, age at stroke 49years, returned to driving)

‘… the nature of the job one is doing’

(P2; Male, 63years, age at stroke - 59years, returned to driving)

3.10 Barriers to Return to Driving After Stroke

Intrinsic and extrinsic factors were identified as barriers to return to driving after stroke.
The intrinsic factors identified were perceived fear, severity of stroke, temperament and
driving competence prior to stroke as possible barriers to return to driving. They also
opined that external factors such as environment (poor road network), unfriendly attitude
of other road users, and lack of social support.

3.11 Fear

Fear of accident and possible death was highlighted as one of the discouraging factors.
This was as stated in the quotes below by the participants.

‘…because when I want to think of driving, my fear is that what if I won’t be able
to turn to one road and hit another vehicle. They will damage me. That will make
me die before my time.’

(P5; Female, 72years, age at stroke – 70years, yet to return to driving)

‘…the fear of death can also hinder somebody… nobody wants to die’

(P2; Male, 63years, age at stroke – 59years, returned to driving)
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3.12 Severity of Stroke

The degree of impairment to the various parts of the body by stroke can undoubtedly
limit attempting to resume driving according to a participant:

‘The severity of the stroke… Yes if the limbs have been so badly affected…that will
be like someone committing suicide, if the person decides to go and drive. In fact
they will want you to go and write your will’

(P5; Female, 72years, age at stroke – 70years, yet to return to driving)

Similarly, the extent to which a stroke survivor recovers and resumes use of affected
limbs will greatly determine his/her decision to attempt driving.

‘…the extent of recovery from stroke.... because somebody should be careful too.
The extent of recovery will guide your decision to say let me try again since you
don’t want to embarrass yourself’

(P4; Male, 55years, age at stroke - 49years, returned to driving)

3.13 Competence with Driving Prior to Stroke

Driving is a skill. The level of competence of a driver prior to stroke can limit return to
driving.

‘Dexterity before the illness, could be a factor …because you want to… some
probably lack the ability to drive as such.’

(P2; Male, 63years, age at stroke – 59years, returned to driving)

3.14 Temperament

Changes in temperament andmoodare possible sequelae of stroke. Inability to effectively
manage changes in mood may be a deterrent from resuming driving. Being angry and
emotionally unstable could make informal caregivers to dissuade a stroke survivor from
attempting driving:

“… Since the stroke started I know I am angrier. …I know drivers outside will
curse you. They can do anything and I decided I will cool it down. I’m a prison
officer before I had the stroke. …If anybody curse me, if anybody say get out, you
better go and have another driver…I will not answer them”

(P3;Male, 52years, age at stroke - 51years, yet to return to driving)

“…so the ego of a person, headiness sometimes (Yoruba statement). You see you
want to resist control, headiness and sometimes your wife will just do like this
(demonstrates). In fact the one who does this is patient enough. In most cases they
will start weeping. By the time they start screaming, are you helping? No you are
not helping.”

(P5; Female, 72years, age at stroke – 70years, yet to return to
driving)
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3.15 Environment

According to the stroke survivors, the environment is not enabling for return to driving
with a disability. Thepoor roadnetwork, presence of obstruction such as bumps, potholes,
cracks, uneven floors etc. on roads are critical to making a decision to resume driving.
These environmental defects can greatly discourage/hinder driving.

“The condition of the roads could be a factor…For instance the type of environment
where you live can hinder you sometimes. …so you do not cause commotion within
the neighbourhood. …if the roads are not well laid and there is a ditch that is deep
like a gorge… If the terrain is not conducive, you are likely to be hindered in a
way”

(P4; Male, 55years, age at stroke - 49years, returned to driving)

3.16 Unfriendly Attitudes of Other Road Users

Certain attitudes displayed by other road users could limit attempting to drive after
stroke. According to participant, poor driving habits of other road users can discourage
return to driving after a stroke.

“…even those who have not suffered a stroke sometime …lose concentration on
the road. …they cannot keep to one lane. Some people have not mastered the
art of driving…And when you are on the road, you wonder who gave this one a
license…when you see people driving bumper to bumper it is either inexperienced
or whatever”

(P4; Male, 55years, age at stroke - 49years, returned to driving)

“… In Nigeria I have also observed that we don’t have a very good road culture.
When you see somebody who is driving slowly and has his hazards light on, do
you know the way drivers will be cursing...go and die at home! …Go and get a
driver? It could be embarrassing.”

(P6; Male, 55 years, age at stroke 55 years, returned to driving)

3.17 Lack of Social Support

Lack of adequate and proper social support can hinder recovery of lost functions and
that will in the long term hinder resumption of driving. This was suggested by P2 below.

‘…Do you know if you have an uncooperative wife? If your wife is the impatient
type who cannot bring herself to the level of appreciating the current situation this
rickety man is into now. So if you don’t have good family support… Your children,
your wife, your friends who should ordinarily take it easy with you that could
aggravate your situation.’

(P2; Male, 63years, age at stroke – 59years, returned to driving)

The importance of social support was further emphasized by another participant as
stated below.
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‘…that day I was about to come to the hospital. I told my wife lets go. You want
to drive? and I said yes, with God all things are possible. I have nothing to fear…
And the woman said, it is not, can’t you see what I told you? And I said I will take
it cool. And I take it cool from Ashi to Ojunrin. Before I got to Ojunrin she said you
better park now. Let us call another man. We came down and call our mechanic
who came and drove us to the hospital. The other day I called and I know that
distance is nothing. I believe and I trust I can drive and I will drive’

(P3;Male, 52years, age at stroke - 51years, yet to return to driving)

4 Discussion

The study findings will be discussed under two sections which are facilitators of and
barriers to return to driving after stroke with reference to relevant literature and the
context of the study setting.

4.1 Perceived Facilitators to Return to Driving After Stroke

Findings from this study show that majority of the facilitators of return to driving are
intrinsic factors. That is to say, they are factors which directly manifest from within the
individual and can be influenced by the individual. The desire to be independent was
shown to be a facilitator to return to driving after stroke as majority of stroke survivors
wish that they could be able to stop being dependent on their caregivers for their activities
of daily living (ADL) which could invariably lead to activity limitation and participation
restriction. Driving is essential for traveling to work, completing everyday tasks like
grocery shopping and going to doctors’ appointments [10]. Driving as a symbol of
independence and freedom [8, 12] could spur a stroke survivor who deems it necessary
to be functionally independent to return to driving after stroke.

Perception of life was identified as a facilitator to return to driving among stroke
survivors. The way a stroke survivor perceives life could have a great influence on
his psyche. Stroke survivors who are more of positivists and who remains resolute and
confident in their abilities may tend to return to driving more than their counterparts who
are depressed. Mcnamara et al. [12] reported a relationship between confidence and
driving behaviours post-stroke. Their study showed that stroke survivors with higher
confidence will tend to return to driving than their counterparts with low confidence
level. However, stroke survivors who do not have a positive perception about life may
have psychological distress which will further make them functionally dependent and
hence, not being able to return to driving. Driving as a functional task requires a certain
degree of motor function to execute motor. Motor function has been reported to be an
important component and predictor of driving after stroke [8, 13, 14]. Stroke survivors
with psychological distress may remain functionally dependent as studies have shown
an inverse relationship between psychological distress and motor functional recovery
[15].

A stroke survivor’s perception about driving could facilitate return to driving. Stroke
survivors that see driving as a hobby and necessity towards meeting up with everyday
demand may tend to return to driving due to self-motivation than individuals who do not
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see driving as a means to an end. This may also be related to their passion for driving as
passion has been shown to have a relationship with motivation which invariably leads
to achievement [16]. The study of Fuster et al. [16] showed that harmonious passion
predicts higher levels of exploration, socialization, and achievement, while obsessive
passion predicts higher levels of dissociation, achievement, and socialization. Stroke
survivors who are self-motivated and determined to return to driving due to their passion
for driving may be able achieve it as studies have shown (Geelen, R.J. and Soons,
1996; Maclean et al. 2000; Maclean et al. 2002; McKevitt et al. 2004; Holliday et al.
2005; Olofsson et al. 2005; Kwakkel, 2006; White et al. 2012) that motivation plays an
important role in rehabilitation outcome of stroke survivors [5, 17, 18]. Determination
to return to driving is also a facilitator to return to driving after stroke. Stroke survivors
who will prioritize driving and is determined to actualize it, may likely return to driving
than those who does not.

Stroke survivors are usually facedwith the challenge of being functionally dependent
on their caregivers due to the activity limitation and participation restriction associated
with stroke. Participation restriction predisposes the individuals to social isolation and
social isolation contributes to mortality and morbidity in patients with stroke [19]. In
a bid to avoid social isolation, a stroke survivor may return to driving so as to enable
the individual participate actively in ADL hence enable proper community reintegration
[13].

Severity of stroke was also identified as an intrinsic factor to return to driving after
stroke. Stroke survivors with minimal impairment from stroke would tend to return to
driving than their counterpartswith amore severe impairment. Stroke affects the function
of multiple parts of the neuroligic system required for effective driving [4]. For effective
driving, these parts of the neurologic system need to be intact. These includes cognitive,
vision and motor functions, intact coordination and good attention span [2]. Therefore
individuals with less affectation of this system (less impairment), will tend to return to
driving after stroke than those with a more severe impairment.

Social expectation was identified in this study as an extrinsic facilitator of return
to driving after stroke. Stroke survivors are most often within the middle aged range
[20], who are still contributing to the upkeep of their families and also contributing
to the growth of the national economy. These individuals are still within the active
employment age and may want to return to work as working has been reported to have
positive effect on the health of people with chronic conditions [21]. Some of the stroke
survivors within this population own and drive a car and are dependent on their car for
effective execution of their job description and earning of a living. The desire to meet up
with their social expectations may have spurred them to return to driving after stroke.

4.2 Barriers to Return to Driving After Stroke

Barriers to return to driving after stoke identified from this study can be attributed to
both intrinsic and extrinsic factors. Fear was a barrier to return to driving after stroke
as participants insisted that the fear of death due to probable road traffic accident has
made them not to have returned to driving. Stroke as the most feared cardiovascular
event among healthy subjects and those with cardiovascular disease [22], is capable of
affecting the psyche and instilling fear on the survivor. This may be attributed to the



Perceived Barriers and Facilitators of Return to Driving 549

risk of harm rate of individuals with cerebrovascular disease while driving [23]. Fear
to return to driving could also emanate from the degree of impairment and functional
independence level.

Severity of stroke as a barrier to return to driving in this study could be attributed to
the fact that individuals withmore severe impairment may not be able to return to driving
as compared to their counterparts with less impairment. Stroke affects multiple faculties
of the neurologic system required for driving and these includes cognitive, vision and
motor functions, intact coordination and good attention span [2]. For effective driving,
these parts of the neurologic system need to be intact. So, for stroke survivors with a
severe impairment in these areas would find it difficult returning to driving.

Pre-stroke driving experiencewas identified as a barrier to return to driving given that
the individuals were not yet competent with driving prior to the stroke incidence. Driving
just like every other task has to be learned and competence in the execution of this task is
driven by experience dependent neural plasticity [24], which has principles that has to be
followed so as to ensure effective learning. Learning is a process that involves changes
in genes, synapses, neurons, and neuronal networks within specific brain areas [24–26].
Brain damage results in many changes in neurons and non-neuronal brain cells that can
alter these learning processes. Therefore individuals with poor competence with driving
prior to stroke may easily have the neuronal network specific to driving altered due to
stroke hence affecting their confidence level towards driving as there is a relationship
between competence and confidence [27].

Temperament was identified as one of the extrinsic barriers to return to driving after
stroke. Stroke survivors are predisposed tomyriads of psychological disorders [28] Post-
stroke depression is the most studied psychological factor associated with stroke and has
been reported to be negatively associated with functional recovery [28]. Driving is a task
that requires a certain degree of functional independence to perform. Therefore, stroke
survivors who are depressed or emotionally labile would most likely have a poor motor
function and may consequently pose a barrier to return to driving.

Environmental factors pose a barrier to return to driving after stroke. This may not
be unrelated with the poor state of roads in our study location (Nigeria) [29]. The state of
road may not be favourable for stroke survivors who may want to return to driving given
to the poorly maintained road network, pot-holes, bumps, paucity of traffic light, signage
and traffic personnel. These factors are usually critical while trying to make decision on
returning to driving after stroke. Bad road networks will require constant application of
the break system, gear selection, steering control etc. Stroke survivors who belief that
they cannot bear the rigours associated with carrying out these demands may likely not
return to driven due to the aforementioned environmental factors.

Unfriendly attitude of other road users as identified from this study may pose a
barrier to return to driving after stroke. The poor compliance to traffic rules by other road
users may be thought to further predispose the stroke survivor who intends to return to
driving to danger of accident. The lack of social support from concerned individuals and
institutionsmay further discourage a premorbid driving stroke survivor from returning to
driving. These social support could include retraining of premorbid driving individuals
who have suffered a stroke on return to driving, providing a special speed limit lane for
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the physically challenged, providing adequate traffic signs and enforcing its compliance
among others.

5 Conclusion

Attention should be paid on the driving status of stroke survivors with premorbid driving
history so as to enhance the facilitators of return to driving and minimize the barriers to
return to driving after stroke. This is to ensure improved quality of life, community and
social reintegration among stroke survivors with premorbid driving history.
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Abstract. Nowadays, themostwidespreadmethods for vestibular system training
include physical activity and exercising on a specific training equipment. Even
though these methods have their advantages, they do not directly affect the visual
system. Thus, including the visual stimuli in vestibular system training seems to
be a promising solution. Using a virtual reality headset allows to expand the area
of influence on a person by creating a feeling of “complete immersion”. Thus,
based on the information studied from the medical side of the issue, as well as on
the features of the VR headset, we propose developing an application for training
the vestibular system. In the current study the authors present the initial design
of the application and the experiment design to test the application efficacy in
comparison to conventional vestibular system training.

Keywords: Virtual reality · Vestibular system ·Motion sickness · Training
application · HTC Vive

1 Introduction

A significant number of people suffer in one form or another from an insufficiently
developed vestibular system [1]. The motion sickness effect occurs due to the conflict
between the signals that the human brain receives from the vestibular apparatus and the
visual organs. The conflict is especially noticeable in situations where the human body
captures vibrations, while the eyes see static objects. Most often, “seasickness” arises
from the discrepancy between the information received about the position of the body
in space and the accelerations it experiences.

The current study is aimed to the development of a virtual reality (VR) application
for training the vestibular system. The application is based on the existing set of exercises
for the vestibular system development. The core application feature is to stimulate the
user to perform actions that are exercises of the Cawthorne-Cooksey complex.

We present the following statement as the hypothesis of the study: The VR applica-
tion, based on a set ofCawthorne-Cooksey exercises for the development of the vestibular
system, supports the vestibular system development better than the conventional training
without using specific equipment.
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2 Methods

At the first stage, we launched a survey in order to find out how common the problem of
poor development of the vestibular apparatus is. The majority of the respondents were
students who fall into the age category of 18–25 years. The first part of the survey con-
tained general questions, followed by a control question, inwhich a subject had to answer
how much on a scale from 1 to 3 she rates her vestibular system. We complemented the
scale with the following description:

1. I often gets seasick when traveling in public transport, by car and in other situations,
I think that my vestibular system is rather poorly developed,

2. I rarely have problems with motion sickness, but I am familiar with it,
3. I have no problems with motion sickness as described above; I think that I have no

issues with my vestibular system.

If a person had chosen the answer 1 or 2, the rest part of the question, asking about
the details of the inconveniences experienced, opened for her. If a person had chosen
answer 3, then the survey ended for him. 108 people took part in the survey. 77.8% of
the respondents were people aged 18–25. The results (see Fig. 1) showed that 14.7%
of the respondents suffer greatly from the poorly developed vestibular system. 56.9%
have motion sickness problems that cause discomfort. As low as 28.4% of respondents
have no problems with motion sickness. In general, it turns out that 78 out of 108 people
mentioned problemswith a poorly developed vestibular system. Of these, 87% answered
that they would like to train their vestibular system.

Fig. 1. The level of development of the vestibular system.

The survey results show that the vestibular system issues are relevant to 71.6% (77
people out of 100). Moreover, since most of the respondents were young adults, we can
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conclude that the problem of poor development of the vestibular system is common not
only among children and the elderly but among young adults as well.

There already exist developed ways to improve the vestibular system. Most of these
methods are based on a set of physical exercises involving specific equipment. However,
now there are new technologies and capabilities that can be used to support the vestibular
system improvement. One of these emerging technologies is virtual reality.

Recently, an application using Kinect technology for the vestibular system develop-
ment was designed and tested. The researchers conducted several sessions with people
suffering from Meniere’s disease [2], who were asked to work in a game application
using Kinect. The authors of the application used the Cawthorne-Cooksey set of exer-
cises as the basis. The results of the study showed improvement of the vestibular system
performance after a series of sessions. Thus, we can conclude that the vestibular system
is amenable to development using virtual reality technology.

There are several different complexes for training the vestibular system.We reviewed
the information on the available sets of exercises, and decided to use the Cawthorne-
Cooksey exercise set, taking into account the results of the research [6]. The exercises
from the complex forms the foundation of the application.

Currently, virtual reality technologies have broad development prospects. VR not
only has a strong effect on the human visual organs, but also contributes to the creation
of a “total immersion” effect. Accordingly, this technology is a promising tool for solving
the problem of the vestibular system training.

However, it should be noted that a virtual reality headset has its own peculiarities
[5]. For example, a person in a virtual reality helmet may feel nauseous. The following
factors may support the nausea development:

• High latency (delay in the response of the program to user actions),
• Discrepancy between the scale of the physical world and the virtual,
• High sharpness of movement,
• Inadequate distortion of space, which the human eye is used to seeing,
• Gaze (camera) movement without the knowledge of the user (position and rotation of
the camera is not well synchronized with the rotation and position of the observer’s
head),

• Insufficient accuracy of IMU sensors measuring the position of the device in space
(however, we noted that HTC Vive performs better than the Oculus headset).

All of the above-mentioned factors should be considered when developing an
application. We plan to solve some of them by optimizing the application.

The recently released ISO / IEC TR 23842-1: 2020 was also taken into account in the
current study. The standard focuses on information technology for teaching, education
and training; and provides Human Factors Guidelines for VR Content Creation.

We will take into account all the above-mentioned in order to minimize the possible
side effects of the VR application usage.

Thus, wewill design the VR application based on the gamification of the Cawthorne-
Cooksey exercise set. For this, we analyzed a set of games in order to define general
requirements for virtual reality headset applications.
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We reviewed the following virtual reality headset applications:

• Beat Saber,
• Superhot,
• Half-Life: Alyx,
• Tilt Brush,
• OhShape.

The analysis mainly considered the core features and game mechanics, the essence
of the application (is there a plot, what is it intended for, etc.), as well as the application
rating (statistics were taken from digital distribution platforms of computer games and
programs).

One can see the visualization of comparative data that represents the rating of the
games in Fig. 2.

Fig. 2. Game rating

In order to design an application supporting the vestibular system development, we
will use mechanics to stimulate user to perform coordination movements. The structure
of these mechanics will consider the features of the reviewed games, helping in creating
the most relevant and engaging content.

3 Results

At the moment, we did a pilot experiment which involved five people. Four of them
were students with poorly developed vestibular system and the last person served as an
example of the ideal performance of the exercises.

The purpose of the experiment was to reveal how well the virtual reality tech-
nologies are optimized and effective for performing exercises for the vestibular system
development.

We decided to form two main groups: people who practice the excercises in a VR
headset and people who practice without the headset. Each group had a person who
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worked with dynamic visualizations, when the rest of the group was working with the
static ones (see Table 1).

Table 1. Pilot experiment

With VR With video (performing
Cawthorne-Cooksey exercises)

Without video (static visualization)

Without VR With video (performing
Cawthorne-Cooksey exercises)

Without video (static visualization)

The prototype test application has been developed using the Unreal Engine 4 (see
Fig. 3). The user needs to perform a set of exercises that are demonstrated by the robot
instructor in the application.

Fig. 3. Screenshot of the VR application (VR headset on)

All four participants worked in front of Kinect (see Fig. 4). All the data obtained was
compared with the reference, which was the data record obtained from the fifth subject
performing the exercises. These exercises were performed as technically and accurately
as possible. In a pilot experiment, we compared the performance manually at a visual
level. However, in the future, it is planned to automate this process using the Biovision
Hierarchy technology which allows reading information about the angle of rotation of
bones. Thus, the problemwith different heights and proportions of people will be solved,
since there will be compared information from key joints. We also plan to use OptiTrack
technology, since it allows collecting information about approximately 50 joints, while
Kinect allows you to initially collect 20 joints.

After analyzing the data obtained, it turned out that, while practicing in aVR headset,
a person coordinates their movements more accurately.
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Fig. 4. Collecting data from Kinect

This experimentwill be expanded andmodified in the future to achievemore accurate
and reliable results. The final experiment exercises will be performed in a full-fledged
gamified VR application, which is currently in development.

Currently, we have developed the design of the experiment and it is planned to be
carried out to test the resulting application. Three groups will be formed:

• control group,
• people who practice the Cawthorne-Cooksey exercises without the use of additional
equipment using motion capture technology,

• people who are engaged in the application for a virtual reality headset using motion
capture technology.

Each group will consist of approximately 10 people.
The whole experiment will be carried out during a month. There will be six sessions

during which both groups will complete required test. In order to assess the degree of
development of the vestibular system, there will be used existing assessment methods
and force platform [3, 4]. Testing of all three groups will be carried out before the start
of the experiment, as well as in the third group after the first lesson in a VR headset,
since the first experience is often critical. Also, measurements will be made at the end
of the experiment.

We will assess the technical performance of the exercises (based on the comparison
of the experimental data with the “standard”). Information about this indicator will be
obtained by processing the data obtained using motion capture technology, same as it
was tested in the pilot experiment.

As a result, the indicators “before” and “after” will be taken into account to build
the coefficient of the vestibular system development degree, as well as the coefficient of
the exercises technical performance.
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4 Discussion and Conclusions

Themethodof usingVR technologies for training anddevelopingof the vestibular system
has broad prospects for further development. Using a virtual reality headset allows to
expand the area of influence on a person by creating a feeling of “complete immersion”.
Thus, based on the information studied from the medical side of the issue, as well as on
the peculiarities of the VR headset usage, we launched the development of an application
for the vestibular system training. The prototype of the VR application has been tested in
the experiment and confirmed it’s possible efficiency. In the future, the application will
be further tested and debugged. We also plan to create an additional progress assessment
system to control the quality of the results obtained. In general, the topic appeared to be
quite relevant, since many people have problems associated with poor development of
the vestibular apparatus. Therefore, the problem requires further study.
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Abstract. Workingmemory forms an important component of the command cen-
tre of brain. Incoming information from all sensory modalities lasting from few
seconds to several hours requires working memory for immediate storage before
those information gets stored as long-term memory. Loading working memory
with many information at one time can result in corrupted storage in long term
memory. This could lead to less efficient recollection of information. This study
aimed to investigate the efficiency of performancewhile loading theworkingmem-
ory with both primary and secondary task at the same time. Participants performed
Backward Wechsler Digit Span test for digits from 3 to 7 as primary task in with-
music and no-music condition. Behavioural parameters namely typing duration
and accuracy, and electroencephalography (EEG) parameters namely theta, beta
and alpha bands was collected for three stages: encode, maintenance and recall.
Results revealed decrease in accuracy as size of digit sequence increased in the
presence of music. Spectral power of theta band increased during with-music con-
dition in comparison to no-music condition indicating strain on working memory
due to music. The study results revealed that listening to favourite music during
task, loads the working memory and hinders the task performance.

Keywords: Working memory ·Music · Electroencephalography · Backward
digit span memory test

1 Introduction

Working Memory (WM) refers to the limited capacity network (4 to 8 items/stimulus
per unit time) for holding information in mind for several seconds in the context of
cognitive activity (Baddeley and Hitch 1974). TheWorking memory and music are con-
sidered as an inevitable component of cognition and entertainment. Listening to music is
a widely adapted secondary activities of humans. Research has shown backgroundmusic
to improve linguistic information processing (Angel et al. 2010), shielding from ambi-
ent noise, increasing task attention (Hargreaves and North 1997). However, the detailed
interaction between music and memory on a physiological level needs further under-
standing about task performance. Baddeley & Hitch’s working memory model (1974)
bifurcated the working memory system into two subsystems: 1. Visuospatial sketchpad;
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2: Phonological loop. Processing and retaining visual and sound information were car-
ried out in the sketch pad and phonological loop. Cocchini et al. (2001) and Salamé
and Baddeley (1982) suggested the potential interference of auditory stimulus with the
phonological loop, as the processing of acoustic info takes place in the loop. Salamé
and Baddeley (1982) postulated that maintenance and rehearsal of verbal information
took place in phonological loop. Listening to music during primary task will only result
in the competition for phonological loop resources, resulting in corrupted memory and
poor working memory performance. Thus, the current study hypothesized as follows:

H1: Background music will negatively impact working memory performance

However, to have more in-depth insights into the working memory function and its
performance during musical interference, understanding the neural underpinnings using
electrophysiological measurements becomes vital. Gevins et al. (1998) established the
reliability of EEG as a tool to analyze working memory tasks. Therefore, this study
utilized EEG to study working memory.

As Oberauer et al. (2004) suggested, the capacity of wm could be tested using tasks
requiring memory and processing. Hence this study used backward digit span (BDS). Its
prevalence in clinical psychology (Ramsay and Reynolds 1995) made BDS an appro-
priate task for the study. In BDS, subjects have to encode, process the encoded digits
to invert, rehearse the digits in memory for efficient recollection. The task consisted
of three stages, namely, encoding, maintenance, and recall of digits. The maintenance
period was provided to utilize the rehearsing function of working memory. The perfor-
mance of workingmemory relied on effective recall contingent on continuous rehearsing
of digits. The frequency bands, namely theta, alpha, and beta, were studied. The paper is
divided into 4 sections. Sections 2 elaborates on experimental methodology and acqui-
sition of behavioral parameters and EEG signals, followed by results and inference in
Sect. 3. Discussion and future direction are provided in Sect. 4.

2 Methodology

Six participants (26± 2.19 years old) with no history of mental illness were recruited for
the study. All participants gave their informed consent. The study had two conditions:
1. With-music; 2. No-music and the choice of music was selected by the participants.
The participants sat comfortably in a normally lit silent room, and the music was played
in headphones at 60 db volume during with-music condition. Backward Wechsler Digit
Span (BWDS) test was used in the study. All subjects participated in both the conditions
in a counterbalanced fashion to reduce the bias. The digit stimuli were presented on the
laptop using Paradigm Stimulation Presentation software (Perception Research Systems
2016). Behavioral parameters, namely accuracy and typing duration, along with electro-
physiological signal electroencephalogram (EEG), were collected. Typing duration was
defined as the period from the entry of the first digit till the last digit. Accuracy was the
percentage of correct responses for each digit sequence.

EEG was collected using Emotiv 14 channel headset, and paradigm software
recorded the typing duration and accuracy. EEG dataset was divided into two groups:



Determination of the Influence of Music 561

with and without music conditions. The bandpass filter of the range 0.5 Hz–30 Hz was
used to filter the dataset. ICA was used to remove muscle artifacts, eye movements, and
blinks. Each dataset was segmented into three epochs, namely encode, maintenance,
and recall for each digit, theta, alpha, and beta spectral powers was calculated for each
epoch for both conditions. Two subjects were removed from analysis due to excessive
contamination of signals. All statistical analyses were performed in SPSS version 20.

2.1 Working Memory Task

The task had three stages: Encoding, Maintenance, and Recall. The encoding stage
consisted of silent memorization of displayed digits. The maintenance phase consisted
of holding the memorized digits in memory, and subjects typed the memorized digits
backward during the recall phase. The sequence ranged from 3 to 7 digits, and each digit
had five trials. For each trial, the digits were displayed individually on the center of the
computer screen for 750 ms, followed by a black screen for 25 ms. The maintenance
phasewas a black screenwith a duration of 4 s followedby recall phase. Themethodology
used in the experiment was shown in Fig. 1.

Fig. 1. Experimental methodology
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3 Results

3.1 EEG Analysis

Spectral values were obtained for three frequency bands, namely theta (3–7.9 Hz), alpha
(8–12.9 Hz), and beta (13–30 Hz) at all 14 sensor locations. Spectral values at pre-
frontal, frontal, and parietal channels were averaged to obtain global theta, alpha, and
beta spectral values. Two-way repeated measure ANOVA for factor Digits(5) X Stages
(3) performed separately for two conditions did not yield significant results.

Digit 3 had a positive Pearson correlation between spectral values of alpha during
recall and maintenance stages (r= 0.993, p< 0.05) and between spectral values of theta
during encode and maintenance stage(r = 0.995, p < 0.05) for with-music condition.
Beta’s spectral values during encoding and maintaining stages showed a strong positive
Pearson correlation for digit 6 (r = 0.999, p < 0.05). Pearson correlation analysis of
spectral values of beta showed strong positive association between encode and recall
stages for digits 7 (r= 0.991, p< 0.05) and 6 (r= 0.989, p< 0.05); similar relationship
was found between maintenance and recall stages for digits 7(r = 0.992, p < 0.05) and
6 (r= 0.988, p< 0.05). All the p values were Bonferroni corrected. No correlation was
found between stages and digits for no-music condition.

Two-way repeated-measures ANOVA for factors Condition (2) x Stages (3) revealed
significant main effects for conditions in theta frequency band for digit 6 alone F(1, 3)=
11.42, p< 0.05, ï2= 0.792. The descriptive statistics showed that theta’s mean spectral
values in with-music condition were higher (mean= 4.095) than in no-music condition
(mean = 3.785). Same analysis for digit 6 revealed significant main effect for stages
in alpha band F(2, 6) – 13.94, p < 0.05, ï2 = 0.823. A posthoc test using Bonferroni
correction showed a statistically significant increase in mean spectral values during
encoding than during the maintenance stage (p < 0.05). No interaction effects were
significant in both the two-way repeated-measures ANOVA. Thus, as music competes
withworkingmemory duringwith-music condition, the spectral power of theta increases.
This result suggests the interference of music in working memory task performance.

3.2 Behavioural Analysis

Typing duration and accuracy were the two behavioral parameters considered to deter-
mine music’s influence on working memory. Mean typing duration and mean accuracy
percentage for two conditions were shown in Fig. 2 and Fig. 3, respectively. Typing
duration of digit 3 had a statistically significant mean difference between music (mean
= 1358.96 ± 297.60) and without music (mean = 2126.42 ± 491.27) condition t(3) =
−6.89, p < 0.05.

A paired t-test for accuracy, between with-music (mean = 35 ± 34.15) and no-
music (mean= 60± 36.51) conditions revealed statistically significant mean difference
in accuracy for digit 6 t(3) = −5, p < 0.05. This result indicates that the presence of
music reduces the accuracy as working memory reaches its maximum capacity. Overall,
as the digit sequence size increases, music competes for working memory resulting in
reduced accuracy and larger typing duration.
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3.3 Survey Analysis

A questionnaire survey was conducted to determine the preference of listening to music
while engaging in low, medium, and high cognitively intensive tasks. 219 responses
were obtained, and three answers were rejected due to duplication errors; thus, a total of
216 responses was considered for further analysis. Household chores, browsing social
media were categorized as low-intensity tasks, reading a new novel and multi-texting
as moderately intensive; driving, listening to lecture, studying were classified as high-
intensity tasks. The results are shown in Table 1.
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Table 1. Music listening preferences during tasks

Tasks intensity Yes (%) No (%) Sometimes (%)

Low intensity
tasks

62.6 31.0 6.4

Medium intensity
tasks

22.6 47 30.6

High intensity
tasks

34.7 36.5 28.8

On average, 39.96% preferred listening to music regularly, and 38.16% did not like
music irrespective of the task’s intensities. These results reveal the prevalence of music
in day-to-day activities making music an essential factor to consider its role in affecting
the task performance.

4 Discussion

High theta power duringwith-music condition indicated the occurrence of greater alloca-
tion of attentional resources as the task difficulty increases in the presence of background
music. This result agrees with the research by Klimesch et al. (1997), where the authors
reported an increase in theta with increasing task difficulty. An increase in alpha spectral
power during encoding the digits in with-music condition revealed that more significant
effort was needed to encode the digits in memory successfully. The alpha power was
reported to reduce with increase in working memory load (Krause et al. 2000) during
encoding. However, auditory stimulation resulted in increased alpha synchronization
(Krause et al. 1997). Klimesch et al. (1999) also observed an increase in upper alpha
power during encoding at central and parietal regions brain regions. As mentioned in
existing research, the increase in alpha during encoding, despite being an unusual event,
could be attributed to stimulation of the auditory cortex bymusic. The accuracy decreased
as the size of digit sequences increased. The decrease in accuracy during with-music
condition (mean= 62± 22.89) was greater than during no-music condition (mean= 72
± 15.06). Typing duration showed an increasing trend as the task difficulty increased,
which was in accordance with the Sternberg effect. The effect states an increase in recall
time as the items held in working memory increases in size (Sternberg 1966). Thus, as
the tasks begin to utilize the maximum capacity of working memory, music could only
become a source of hindrance for efficient performance, as revealed by the study results.
Although this study’s sample size is limited, the study gave insight into the interaction
between music, task difficulty, and working memory capacity. Nevertheless, the survey
results showed music to be a preferred choice of the secondary task; the current study
result indicated music negatively impacted the performance. The results recommended
the disengagement from secondary tasks as the task difficulty increases.

As participants chose their preferred choice of music, music would have captured
higher saliency (Gustavson 2014), demanding more attentional resources (Engle et al.
1999) and disrupting the task performance. Future research could manipulate the choice
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of music to study its impact on performance. In conclusion, music negatively impacted
the working memory performance, and hence the hypothesis – music has a negative
impact on working memory was accepted.
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Abstract. This study utilized an experiment to evaluate the effect of video game
console controllers, namely Sony PlayStation 3 (symmetrical type) and Xbox 360
(asymmetrical type), on players’ performance. Twelve players were randomly
chosen to perform tasks with both controllers. They were all males, their age
ranged between 25 and 39 years with an average age of 30.75 years. All were
right-handed. Each controller was tested when players were performing tasks
consisting of playing selected levels of “Need for Speed” game. The first task is to
complete a race on easy mode as a training task, and the second task is to complete
a race on normal mode as the main experimental task. Player’s completion time
of the second race and the number of errors were used as performance measures.
Errors were divided into two types: number of crashes and number of wrong turns.
Result of the experiment showed that there were significant differences between
the two types of console controllers in completion time and number of errors. The
asymmetrical controller (the Xbox 360) resulted in better performance than the
symmetrical controller (PlayStation 3) did.

Keywords: Video games controllers · Symmetrical and asymmetrical video
game controllers · Video games players’ performance

1 Introduction

Video games have grown immensely popular as both an entertainment medium and as a
topic of scholarly inquiry. They comprise a large and profitable industry that continuing
growing and expanding each year. In 2018, the total video game sales exceeded $43.4
billion and over 164 million adults in the United States play video games [1].

Video game controllers are often used for tasks other than gaming [5]. Thus, it is
important to know how to evaluate and advance such technology. However, empirical
studies that compare video game controllers are very rare. The authors of this study could
not locate any empirical studies that compare symmetrical and asymmetrical types of
video game console controllers.

One of the few studies concerned with comparing video game controllers that were
found in the related literature included comparing video game controllers for point-
select tasks using a Fitts’ law task, as per ISO 9241-9 [5]. The compared controllers

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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were the Nintendo Wii Remote for infrared pointing, the Nintendo Classic Controller
for analogue stick pointing, and a standard mouse as a baseline condition.

Other published studies that involved video game controllers tested other types of
controllers (than symmetrical and asymmetrical) and were mostly concerned with their
interactions and effects on aspects of gaming other than player performance and usabil-
ity. Types of controllers tested included NintendoWii vs PlayStation 2 [2, 4], traditional
controller vs motion capturing controller [3, 6], and steering wheel vs traditional con-
troller [7]. The studied aspects of gaming included presence and enjoyment [2, 3, 7],
subjective experience [4] and frustration [6].

The controllers included in this current study are the Sony PlayStation 3 (PS3)
controller and theXbox 360 controller (see Fig. 1). The only significant design difference
between the two is the positions of the analogue stick anddirectional pad. ThePlayStation
3 has a symmetrical layout with the analogue stick on the right of the directional pad.
While the Xbox 360 has an asymmetrical layout with the analogue stick on the left of
the directional pad [5].

(a) The PlayStation 3 controller                                 (b) The Xbox 360 controller 

Fig. 1. The two types of controllers included in the study.

This study utilized an experiment to evaluate the effect of video game consoles
controller, namely Sony PlayStation 3 (symmetrical type) and Xbox 360 (asymmetrical
type) on player’s performance. The purpose of this study is to investigate and compare
the effects of the selected two types of game consoles controllers (PS3 controller and
Xbox 360 controller) on player’s performance.

The main research questions that the study is trying to answer are: Does the type of
video game console controller (symmetrical or asymmetrical) have an effect on players’
performance? And if there is an effect, which type of controller gives better players’
performance?

An experiment was designed and conducted to achieve the objective and answer the
research questions.
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2 Method

2.1 Design of the Experiment

An experiment was designed and performed to compare the difference between players’
performance when using the two types of consoles controllers (PS3 and Xbox 360).

A counterbalanced between-participants design was utilized. The type of controller
represents the main factor (independent variable) in the experiment. It has two levels:
PS3 (symmetrical type) and Xbox 360 (asymmetrical type).

Players were instructed to perform the same tasks on the two consoles (two levels of
the main factor) and two performance variables were measured: task’s completion time
and number of errors. These two variables were used as dependent variables (responses).

Paired t-tests were utilized to test the differences between the means of the
performance variables under the two levels of the main factor (type of controller).

2.2 Participants

Twelve participants (players) performed the experiment. They were chosen randomly.
They were all males, their age ranged between 25 and 39 years with an average age of
30.75 years. All participants had at least one year experience playing the PlayStation 3
and Xbox 360. All were right-handed.

2.3 Tasks and Procedure

The performed tasks in the experiment consist of playing selected levels of “Need for
Speed” game. The first task is to complete a race on the easy mode as a training task,
and the second task is to complete a race on the normal mode as the main experimental
task.

Player’s completion time and the number of errors of the second race were used
as performance measures. Errors were divided into two types: type one is number of
crashes and type two is number of wrong turns.

Prior to beginning, playerswere asked to complete a questionnaire. The questionnaire
asked demographic questions such as age, gender, and frequency of use. After filling
out the questionnaire, each player was asked to complete the first race on easy mode as
a training trial, and then complete the second race on normal mode as the main task.
Each player performed these tasks with both PS3 controller and Xbox 360 controller.
The order with which they used the two types of controllers was counterbalanced; with
half the participants using the PS3 first and the other half using Xbox 360 first.

The timing function on screen of the race game was used as record of the completion
time. Numbers of errors was obtained by observing and recording the players’ crashes
and wrong turns.
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3 Results

3.1 Results of Completion Time

Table 1 shows players’ completion times and descriptive statistics for the two controllers.
From the table, one can see that Xbox 360 has lower average completion time than PS3.

Table 1. Completion times (in minutes).

Player PS3 Controller Xbox 360 Controller

1 13.08 5.50

2 15.88 5.18

3 4.97 4.73

4 12.68 8.07

5 3.67 2.93

6 2.60 4.00

7 3.12 2.28

8 5.15 2.15

9 5.60 3.05

10 1.72 1.90

11 1.97 1.68

12 2.93 2.68

Average 6.11 3.68

Standard deviation 4.9 1.9

A paired t-test between the mean completion time of the two controllers was used
to see if there were any statistically significant differences between them. Results of the
test are shown in Table 2.

Table 2. Results of paired t-test between mean completion time of the two controllers

PS3 Controller Xbox 360
Controller

Mean 6.11 3.68

Variance 23.96 3.58

Degree of freedom 11

t Statistic 2.35

P-value 0.0382
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Statistically significant difference was found between the mean completion time
of the two controller (p-value = 0.0382); the mean completion time of the Xbox 360
controller is significant lower than the mean completion time of the PS3 controller.

3.2 Results of Number of Errors

Number of Crashes
Table 3 shows number of crashes reordered in the second race. They are given per
each player for PS3 controller and Xbox 360 controller. Descriptive statistics per each
controller are also given in the table.

As with completion times, Xbox 360 has lower average number of crashes than PS3.
Results of paired t-test between mean number of crashes of the two controllers

indicated that mean number of crashes of Xbox 360 is significantly lower than mean
number of crashes of PS3, as shown in Table 4 with p-value = 0.032.

Table 3. Number of crashes.

Player PS3 Controller Xbox 360
Controller

1 63 25

2 60 23

3 27 21

4 73 37

5 30 26

6 33 22

7 22 17

8 17 15

9 18 14

10 5 13

11 63 25

12 60 23

Average 31.25 19.91

Standard deviation 22.13 7.28

Number of Wrong Turns
Table 5 shows number of wrong turns reordered in the second race. They are given per
each player for PS3 controller and Xbox 360 controller. Descriptive statistics per each
controller are also given in the table.
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Table 4. Results of paired t-test between mean number of crashes of the two controllers

PS3 Controller Xbox 360
Controller

Mean 31.25 19.91

Variance 489.84 52.99

Degree of freedom 11

t Stat 2.43

P-value 0.032

As with completion times and number of crashes, Xbox 360 has lower average
number of wrong turns than PS3.

In this case too, mean number of wrong turns of Xbox 360 is significantly lower than
mean number of wrong turns of PS3, as results of the paired t-test in Table 6 show, with
p-value of 0.048.

Table 5. Number of wrong turns

Player PS3 Controller Xbox 360
Controller

1 17 19

2 11 9

3 9 12

4 54 18

5 20 6

6 18 8

7 8 0

8 13 5

9 15 10

10 2 0

11 4 2

12 3 4

Average 14.5 7.75

Standard deviation 13.8 6.28
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Table 6. Results of paired t-test between mean number of wrong turns of the two controllers

PS3 Controller Xbox 360
Controller

Mean 14.5 7.75

Variance 190.45 39.47

Degree of freedom 11

t Stat 2.216

P-value 0.048

4 Conclusions and Limitations

Results of the experiment showed significant differences in player’s performance
between the symmetrical PS3 controller and the asymmetrical Xbox 360 controller.
Better players’ performance in term of completion times and number of errors was
recorded with the asymmetrical Xbox 360 controller compared to the symmetrical PS3
controller.

The main conclusion from this study is that the asymmetrical controller (Xbox 360)
gives better performance than the symmetrical controller (PS3).

One limitation of this study is that all players participated in the experiment were
males and right handed. This limits the results of this study to only right-handed male
players. Another limitation is that the controllers were tested with relatively limited
number of tasks that may not represent all the typical tasks players performed with the
controllers.

In addition, in future work, it is recommended that the two types of controllers should
be tested when used for tasks other than only playing games (e.g. media management).
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Abstract. Applying the natural interaction paradigm to digital systems offers
increased comfort to their users, but also poses new challenges to interaction
designers, particularly for gesture-controlled systems. While the documentation
of human movement has been a research topic for many years, its results have not
yet been fully applied to the area of motion-controlled systems.

Labanotation, a motion notation language originating in theatre and dance,
has been widely discussed as a promising candidate to overcome this issue. It has
been argued that its major drawback is the effort required to learn how to use it.

In this paper, we contribute to the problem of a universally accepted standard-
ized documentation method of human movement by presenting a novel 3D editor
that reduces the hurdle to document gestures and transforms the cumbersome task
of learning and using Labanotation into a simple and even enjoyable process.
Notably, the editor allows learning the notation language via trial-and-error.

Keywords: Usability testing · Interaction design · Documentation ·
Labanotation · Natural user interface

1 Motivation

In the past decade, the natural interaction paradigm has been a strongly focused research
topic in the human-computer interaction community, resulting in various contributions
and insights. Consequently, the paradigm was largely adopted in practice and pervades
our everyday lives, more recently also in novel AR and VR scenarios. Notably, whole-
body gestures have been employed for interactions with ambient interactive systems.

The documentation of humanmovement has been a research topic for many years. In
particular, the need for a standard machine and human-readable documentation method
for natural interactions has been discussed [1]. However, its results have not yet been
fully applied to the area of motion-controlled systems, which still faces the difficulty
of conveying gestures without a unified description language. It has been argued that
such a language and notation systemwould facilitate teaching and learning of movement
styles, permit the writing of universally understood scores of movements, and provide a
universal language through which specialists could communicate [2].

Labanotation, a graphical motion notation language, has been widely discussed as
a promising candidate to overcome this issue. Despite its origin in theatre and dance,
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(a) (c) (d) (e)

Fig. 1. An example of a very short Labanotation score and a visualization of the resulting posi-
tions. Note that in position (c), one arm is pointing forwards and the other arm directly to the
side.

its creator, Rudolf Laban, specifically stated his intention of constructing a universal
notation capable of capturing any kind of movement. Its graphical nature and basic
design choices make it an accessible notation that still provides the flexibility to capture
motion either roughly using only a few shapes or, if needed, in many small details. It
has been argued that its major drawback is the effort required to learn how to use the
notation.

Since the language was created as an adaptation of musical notes, it features a similar
structure: symbols are positioned inside a staff, the distance to the beginning of the staff
indicates the timing of a movement. Different from music sheets, the staff is oriented
vertically and read from bottom to top. Every column defines the movement of one body
part. The most elemental sign is the direction symbol, which expresses the horizontal
direction (e.g., left, right, forward) through its shape and the vertical direction or level
(high, middle or low) through its shading. While such a symbol is stretched so that its
start and duration match the start and duration of the described movement, the symbol
itself defines only the final position, which is reached after the movement.

Figure 1 demonstrates a very basic Labanotation score: we begin in (a), the neutral
position with all body parts pointing downwards in a relaxed fashion. Starting in the
position marked b, the left arm begins a very slow transition to a forward (symbol
shape), high (symbol shading) direction, reflected by the long symbol in the leftmost
column. As there are no further limitations given, the left arm is moved on the shortest
route. The resulting position is displayed in image d. The right arm starts with a shorter
movement to end up pointing directly to the side (right, middle) in position c. It then
starts moving to ultimately have the same position as the left arm (forward, high) in d.
After a short pause (in which the current position is simply held), the score defines a
quick movement to the sides (right/left, middle) for both arms simultaneously, the same
position that was already held by the right arm in c.

Once the concept is understood, creating basic Labanotation can be simple. However,
matching the signs on a score to the movements of a person (and back) needs certain



A Novel 3D Editor for Gesture Design Based on Labanotation 579

practice. Arguably, the effort required to learn how to use Labanotation is its major
disadvantage [1].

In this paper, we present a 3D Labanotation editor that provides a supportive tool for
interaction designers and novice users and fosters the usage of Labanotation to document
motion and, in particular, gestures. To support the learning of Labanotation, the digital
editor, on the one hand, directly transforms Labanotation symbols into the motion of an
animated three-dimensional model. On the other hand, it features the calculation of the
appropriate symbol for a position, after the user sets a joint angle on the same model.
Hence, our editor presents an option to get used to Labanotation via a trial-and-error
approach. It also offers a fast and interactive method of designing short animations,
which are directly connected to the corresponding Labanotation.

2 Related Work

Due to thewide adoption of gesture control, there are by nowmanyways of documenting
gestures. Besides the obvious solution of using a film, an image or a textual description,
there are other, more inventive proposals. Gesture Cards, for example, represent a hybrid
gesture notation mixing graphical and textual elements [3]. All approaches share the
drawback of being subjective to the reader and not machine readable. The authors of
GestIT [4] propose a solution based on the formulation of an expression using a set of
ground terms and operators (such as iterative or parallel), following a complex set of
rules.

We consider a visual representation an essential part of a gesture notation language
if it is meant to be understood and used by both machines and humans. Instead of
defining a new terminology, we examined existing gesture notation languages, of which
Labanotation is the most popular candidate. However, as mentioned above, the clarity
of Labanotation comes with the price of its complexity, especially for novices. Various
software tackles this issue, but only a few allow the user to animate the motion in 3D. A
thorough search of the relevant literature1 yielded only LabanEditor3 [5] as a solution to
manipulate Labanotation in 3D. The final version was released in 2010 and incorporates
two components: a WYSIWYG editor for Labanotation and MotionViewer, the display
of a 3D character animation.

While LabanEditor3 does resemble our editor, it does not allow the direct manip-
ulation of limb angles to create a movement symbol, there is no visualization of the
association from score column to body part, and the Labanotation score and the 3D ani-
mation cannot be viewed at the same time. While it can provide a useful tool to its main
target group: dancers and choreographers, it is not sufficient for interaction designers,
who are constructing and continuously changing a short movement, while, at the same
time, getting used to the concept of Labanotation.

Any other tools to create animations for Labanotation are carried out by exporting a
finished score from one application to a different one, which then renders an animation.

1 Using, among others, Google Scholar, the IEEE Xplore Digital Library and the ACM Digital
Library and combinations of the search terms “Labanotation”, “3D”, “editor” and “movement
documentation” in April 2020.
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An example of that practice is LabanWriter [6] (an editor for Labanotation scores),
combined with LifeForms2 to produce the animation.

All tools found in our research mainly focus on dance, and not specifically on ges-
tures. Dance often means a movement through the whole room and results in the partic-
ipants not only standing but also sitting or even lying on the ground. While the precise
angles of some joints can be left open and will be defined by the movement of the
remaining body, most gestures are explicitly timed to match the beats of the music. To
utilize gestures as an input method for a system, the user usually stands in one place and
is often required to face a camera. While the exact timing is generally not essential, a
rather accurate angle of joints is needed for the software to recognize the gesture. This
considerable difference necessitates a differentiation between the two applications of
Labanotation, an editor meant solely to document dance cannot easily be used to notate
gesture control movements.

3 Methodology

Loosely following a human-centred design process, first, an analysis was carried out
covering related work, state of the art gesture controls, usage scenarios, and an exam-
ination of the target group, ultimately yielding in requirements for a 3D Labanotation
editor that is supposed to support learning the notation language. Section 4 provides
further insights into the results. Next, the editor was iteratively developed relying on the
feedback of experts in the field of human-computer interaction and, in particular, user
interface design.

A preliminary user study at the end of the process (see Sect. 6) was finally conducted
tomeasure the editor’s usability and to assesswhether the tool is useful to notate gestures.

4 Analysis and Conception

To extract a set of gestures that need to be representable by our editor, we analysed many
applications of human gestures used not only as part of common digital systems, but
also in the real world3. Noticeably, an application tends to either include nothing but
finger and hand movement, or full body motion with mostly undefined finger position.
While both options could be useful when included into an editor, we decided to focus
on full body movement by featuring an arbitrary rotation of the joints of the hip, knee,
ankle, shoulder, elbow, wrist, and neck, while excluding the finger joints.

A simple approach to convey the direct association between a Labanotation column
and a body part and respectively a symbol and a movement obligates the notation score
and the human model to be visible at the same time. This further allows learning via trial

2 https://www.credo-interactive.com/.
3 The analysed utilizations include the American sign language and nonverbal communication in
the context of both military (based on U.S. army commands [12]) and sports (referee signals for
football games). Additionally, the Microsoft Kinect, the Samsung Smart TV, the Leap Motion,
the Myo Armband, and the Microsoft Research Cambridge-12 Gesture Set [13–15] have been
analysed.

https://www.credo-interactive.com/
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and error: inputting a joint rotation on the three-dimensional model and immediately
seeing the results in the expected symbol.

The user interaction required to set the joint positions in our application is exceed-
ingly similar to the user input given while designing a three-dimensional scene or ani-
mation using software like Blender, AutoCAD and Unity3D4. An analysis of all three
applications revealed many common points, which we integrated into our editor.

5 Realization

The editor was realized using Unity3D, an engine mainly used to create applications that
combine a 3D component and a 2D user interface. The engine itself is implemented in
C++, the code for this project is written in C#. To build a web application, Unity makes
use of WebGL (Web Graphics Library)5. This JavaScript API renders interactive two-
or three-dimensional graphics without the need for plug-ins and supports all common
browsers. To save and load data, the gesture is translated to XML in a scheme [7]
developed and already utilized for different applications [8].

Essentially, our editor consists of two parts: a 2D visualization of the Labanotation
score and a 3D human model, animated to match the score. Both components are dis-
played next to each other (see Fig. 2a), however, the implementation is mostly separate.
Apart from synchronizing state and time, both units function independently.

The 2D score display allows the manipulation or deletion of a symbol (via right
click). Left click on a column highlights not only that column but also the corresponding
joint of the model. The time cursor (blue line) indicates the position of the score that
is currently seen in the 3D model. Following the standards of current 3D modelling
software, configuration of a joint angle can be done either by selecting and dragging one
of the three rotation rings (Fig. 2b) or by entering the desired Euler angles (bottom left
in Fig. 2a).

Translating a basic movement symbol to a joint angle is fairly simple and can be
done by matching both the shape (horizontal direction) and shading (vertical direction)
of a symbol to an Euler rotation about the respective axis, which is then translated to
Quaternions to avoid issues like Gimbal Lock. Due to the ambiguity of Euler angles,
the reverse calculation from angle back to symbol is not directly based on a translation
from Quaternion to Euler angles or a manual input of them.

Instead, the connection between the concerned joint and its directly subordinate
parent6 is translated to a vector and (in essence) projected into each of the three planes
(xy, xz, yz) to find a consistent representation of the three axis rotations of Euler angles,
which can then be converted to a Labanotation symbol using the inverse method of the
opposite translation direction.

4 https://www.blender.org/, https://www.autodesk.com/products/autocad/ and https://unity.com/
in January 2021.

5 https://www.khronos.org/webgl/wiki/Main_Page in May 2019.
6 The parent to the elbow is, for example, the shoulder, while the elbow itself is parent to the wrist.

https://www.blender.org/
https://www.autodesk.com/products/autocad/
https://unity.com/
https://www.khronos.org/webgl/wiki/Main_Page


582 K. Anderson et al.

(a) (b)

Fig. 2. The 3D Labanotation editor and the rotation rings.

6 User Study

Apreliminary user study indicates that the resulting editor can convey Labanotation even
to novice users and thus may reduce the initial hurdle to learn the notation language.
We evaluated the usability based on the seven dialogue principles of ISO 9241-110 via
an online survey. The testees where asked to perform two groups of tasks, including
opening an existing file and creating a new one, editing the movement to create two
gestures by moving symbols and by adding new ones, and saving the resulting gesture.
Each subtask allowed direct feedback about potential problems or ideas. The tasks were
followed by the standardized questionnaire ISONORM 9241/110-S [9].

The nine participants were aged between 20 and 30. None of them had worked with
Labanotation before. They were either studying media computer science or working
as developers and user interface designers in smaller companies. With a total score of
approximately 113.89 of 147 (calculated by adding the means of all questions) and a
mean of 5.42 from 7 (standard deviation 1.24), placing the result between “+” and “++”
(good and very good), the usability of the software was considered agreeable by the
survey participants, who pointed out that the usage of the 3D editor was easy and fast to
learn. The testees also noted a few possible improvements that should be considered in
future versions.

The main point of improvement was identified as the lack of options to individualize
the application, like the decision whether to show or hide certain displays or menus and
the option to change the colour scheme. Though relevant for future releases, this aspect
carries less significance for our prototype. Two dialogue principles especially important
to our objective are self-descriptiveness and suitability for learning: Labanotation is
meant to be conveyed not by means of wordy descriptions but simply by using the
software to input gestures. The self-descriptiveness was rated with a mean value of 5.15,
suitability for learning with a mean of 6.04.

The result indicates that the implementation was able to meet the objective of con-
veying Labanotation to novice users, while at the same time presenting the activity of
experimenting with gestures and Labanotation in an engaging and enjoyable fashion.
All but one testee confirmed that they were able to understand the basics of the notation
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and now consider themselves able to utilise it (with the help of our software) to design
gestures.

7 Conclusion

In this paper, we present a tool to support the documentation of motion and, in particular,
gestures using Labanotation. Even though the description of human movement is a
topic that has been researched as early as the fifteenth century [10, 11], scientists and
designers implementing human gestures as a method to control digital systems have not
yet established a standard approach to record gestures. Instead, descriptions are given as
videos, images, or as natural language texts. All current options share the issue of being
either too vague or including unwanted detail.

We believe Labanotation to be the most promising candidate for a unified motion
documentation notation due to its flexibility and the representable and easily editable
scores. Hence, our objective is to lower the initial hurdle users face when first confronted
with Labanotation. We present an interactive illustration of the basic principles of the
notation through the introduction of a three-dimensional component that is directly
connected to the Labanotation score. Additionally, our editor is aimed to provide a fast
and simple way to create movement descriptions for gestures.

The results of our evaluation strongly suggest that the goal was achieved. Using
an interactive three-dimensional human model helps newcomers to understand and use
Labanotation without necessitating extensive explanation, while at the same time trans-
forming the labour of reading instructions and learning the meaning of symbols by heart
into the entertaining activity of experimenting with movements and finding the matching
symbol for a created gesture.

The basic functionalities of the software suffice to create simple movements.
Although most of the advanced Labanotation symbols would make the first understand-
ing of the language unnecessarily complicated, they would allow to describe a higher
degree of detail of a gesture once understood. Future implementations of the editor could
allow the user to include or exclude more complex Labanotation symbols and therefore
adjust the system to his or her current skill level.

TheMovement Analysis Engine [8] is able to calculate Labanotation based onmotion
capture data and to convert said Labanotation into the same XML scheme used in this
work. Consequently, it is possible to indirectly use motion capture data from a depth
camera stream as an input method. That option could be further extended by integrating
the engine into our editor, which would allow the input of Labanotation symbols by
performing them in front of a motion capture camera.

Implementing a tool to alleviate the initial hurdle of learning Labanotation presents
an important step in the superordinate project of determining whether the language can
replace other means of recording gestures. Further research is required to investigate
the impact of a 3D Labanotation editor on the acceptance of the notation language as a
standard tool for the documentation of natural interactions.
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Abstract. Direct and continuous exposure measurement has posed challenges
to human factors engineering (HFE) professionals when conducting risk assess-
ments. However, emerging technologies have utility to automate elements of
HFE assessment and strengthen opportunities for direct and continuous exposure
measurement. Leading HFE researchers provide perspectives on how advances
in technology and computing, including computer vision, machine learning and
wearable sensors, can aid in the automation of exposure measurement to inform
ergonomic assessment while also bolstering the opportunities for objective, data-
driven insight. Drs. SangHyun Lee and Michael Sonne share perspectives on the
development and validation of computer vision-based pose estimation approaches.
Such pose estimation approaches allow HFE professions to record video data
where software can convert video into a kinematic representation of a worker and
then calculate corresponding joint angles without the need for any tedious posture
matching, or additional post processing approaches. Dr. Cavuoto discusses how
wearable technologies can unobtrusivelymeasure kinematics inwork, showcasing
the potential of direct measurement, data-driven injury risk assessment. Finally,
Dr. Gallagher showcases how data collected through automated approaches can
be integrated with models to evaluate injury risk through a fatigue-failure injury
mechanism pathway. In addition to showcasing how emerging technologies and
approachesmay enhance exposure and risk assessment inHFE, panelists also high-
light anticipated challenges and barriers that need to be addressed to support more
ubiquitous integration of such technologies into HFE assessment practice. The
future for innovation and advancement in exposure measurement and assessment
is bright.
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1 Introduction

Ergonomic assessments have relied on an ergonomist going out in the field to make
measurements within the workplace primarily using a tape measure and a force gauge.
Those measures can be used to inform risk assessment tools or biomechanical models
to quantify exposures and ultimately assess the risk of work-related musculoskeletal
disorders (WRMSDs) associated with the job. While this approach has been the stan-
dard in the field, there are limitations. For example, posture is an important risk factor
where subjectivity or human error in the observation of a posture could influence the
resultant risk assessment outcomes. Additionally, ergonomist can spend a lot of time
taking detailed measurements which may take time away from learning more about the
work from the workers who do the job, or from designing and implementing efficacious
proactive ergonomics solutions. Given our reliance on time consuming measurement
coupled with subjective, visual-based observation of postures, innovations that can both
automate direct measurement and enhance objectivity of assessment are a necessary
future direction.

Emerging technologies may have utility in automating ergonomic assessment.While
force data remains more elusive, body worn wearable sensing technologies and video-
based pose estimation provide approaches to directly and continuously measure posture
and movement. In the near-term, access to such rich, objective time-series motion data
may help to automate aspects of some existing assessment tools, providing HFE pro-
fessional with insights more quickly. Over the longer term, availability and access to
objectively and continuously measured motion data may support the development of
new and innovative tools that were not possible in the absence of such data.

To achieve these overarching goals of automating ergonomic assessment, wearable
technologies such as inertial motion units (IMUs), accelerometers or heart rate sensors
can provide useful, direct measurement capabilities. IMU data can be used to describe
worker kinematics, and heart rate data can inform understanding of the cardiovascular
demands during work. Generally, these sensors are small in size and not overly cum-
bersome for workers to wear making them a potentially feasible solution. Additionally,
they do not capture any potentially identifying information about the worker or work-
place, an important contrast to video-based approaches. Examples of such technologies
being used include the use of wristband heart rate sensors [1] or accelerometers [2, 3]
being used in construction settings. While the use of wearable sensors has increased
to measure exposure in the workplace, opportunities persist to develop algorithms that
can relate or map direct, continuous measures on the biomechanical exposure measures
related to MSD [4]. Pioneering efforts to evolve processing methods have included the
use of machine learning to facilitate activity recognition [2] and fatigue detection [5–9].
Future innovations will surely continue to provide robust analytical frameworks to gain
unique insights from wearable sensing technologies as necessary to inform ergonomic
assessment.

The use of computer vision, and more specifically pose estimation approaches to
quantify worker kinematics from 2D video data, is a second emerging technology with
promise for the automation of ergonomic assessment. Pose estimation approaches enable
machines to learn to identify the kinematic linkages of a human based on an image
or series of images in the form of video [10]. From an ergonomics perspective, pose
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estimation-based methods permit body joint positions to be estimated in 2D or even
in 3D space using a 2D image or video. The use of such computer vision solutions
has shown good agreement between posture metrics measured with a computer vision-
based approach and a gold-standard motion capture system where McKinnon et al., [11]
showed an average of 75% agreement across ten simulated occupational tasks. Similar
methods have been applied in the construction sector where the use of computer vision
techniques have been used to quantify 3D body motion and then detect unsafe actions
from the motion profiles [12–14]. Additionally, the quantification of motion data from
computer vision-based methods have been shown to be of sufficient quality to conduct
biomechanical analyses [15], which can provide further insight into risk assessment.
While these computer vision approaches have shown utility, there are potential ethical
drawbacks as they require video being collected from the workplace. However, these
datamay provide amore intuitive understanding to the ergonomist compared to the types
of signals collected with wearable sensors such as IMUs.

Both wearable sensors and computer vision methods provide opportunities to objec-
tively and directly collect continuous time-series data in the workplace, but there is a
need for corresponding analytical methods to help glean insightful information. Concur-
rent advances in data science provide analytical approaches that may help yield greater
insight for ergonomists to help identify andmitigate risks. For example, feature selection
and classification methods have been applied to lifting motion data to identify unique
movement strategy differences between lifters that significantly reduced their resul-
tant biomechanical exposures relative to other lifers [16]. This insight was leveraged to
develop a supervised machine learning model to classify lift motion strategy as having
high exposure or low exposures [17], which in turn, can be used to provide more targeted
movement coaching where appropriate. While these previous studies provide examples
of howdirect and continuouslymeasured data can informergonomic assessment, relating
accessible measures from wearable sensors or computer vision approaches to injury risk
remains as an important consideration to maximize the impact of emerging technologies
and data science methods.

One specific areawhere direct and continuousmeasurementmay have great potential
is the assessment of cumulative exposure. With several work tasks being repetitive in
nature, the development of tools that infer cumulative injury risk is particularly impor-
tant to provide insightful injury risk appraisal within automated ergonomic assessment
approaches. The validity of such a risk assessment approach is supported by evidence
suggesting that WRMSDs may result through a fatigue-failure injury pathway [18],
where direct and continuous measurement may yield important insight. Recently, tools
have been developed to appraise WRMSD risk through fatigue-failure pathways at the
low back [19], shoulders [20] and distal upper extremity [21]. Automated methods
may enhance the utility of emerging tools to provide more comprehensive injury risk
assessments.

Advances in wearable technologies and data science methods, including computer
vision will change ergonomic risk assessment. The goal of this panel discussion is to
discuss emerging technological advances in more detail and to share insights about how
these advancements may inform the automation of ergonomic assessment. However,
these approaches do not provide a silver bullet to solve theMSD problem, so the barriers
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and limitation to the adoption and use of emerging technologies will be discussed. Panel
speakers include: Dr. Lora Cavuoto, Dr. Sean Gallagher, Dr. SangHyun Lee and Dr.
Michael Sonne, innovative leaders inHFE. Each speaker shares their unique perspectives
on the potential for automating ergonomic assessment.

2 List of Speakers

2.1 Dr. SangHyun Lee

Dr. Lee is the founder and president of Kinetica Labs as well as a professor in the Depart-
ment of Civil and Environmental Engineering at the University of Michigan. Kinetica
Labs’ “MotionCapture” application allows a user to record video data on their smart-
phone and generate corresponding posture data. The frequency, duration and severity of
each posture are then calculated and can be used to inform ergonomic risk assessments.

“Ergonomic risk assessment involves time consuming, cumbersome, and subjective
data preparation, which prevents the application of such necessary comprehensive
evaluation in the field. Recent advancement in computer vision and deep learn-
ing have allowed for the development of rapid, easy-to use, and objective risk
assessment solely using processing videos captured from a mobile device like a
smartphone, and without attaching any sensors to workers and/or objects. I dis-
cuss how such technologies for the improvement of ergonomic risk assessment
have been advanced and where they are heading next.” – Dr. Lee.

2.2 Dr. Michael Sonne

Dr. Sonne is VP Innovations and Research at MyAbilities, co-founder of ProPlayAI and
an adjunct professor at Brock University and Ontario Tech University. His work atMyA-
bilities helps create software to leverage artificial intelligence to perform ergonomics
job analysis. Their software can be applied to video data to identify higher-risk work
techniques and highlight high-risk body areas. Additionally, ProPlayAI uses computer
vision methods to quantify kinematics in baseball pitching with the goal of improving
performance through biomechanical insights.

“Ergonomics assessments have traditionally been completed by an ergonomist
getting out their tape measure and force gauge, and surveying the plant floor.
In the COVID era, access to facilities has been limited, making this traditional
practice more and more difficult. Recent technological innovations in computer
vision havemade pose estimation in 3D, all froma cell phone video,more andmore
accessible. While these methods are not without fault, the ability to collect data
remotely and through video has major implications for how ergonomists work. I
identify the pros and cons of the approach, the current state of the art and where
it is heading next.” – Dr. Sonne.



Advancing Towards Automated Ergonomic Assessment 589

2.3 Dr. Lora Cavuoto

Dr. Cavuoto is an associate professor in the Department of Industrial and Systems Engi-
neering at the University at Buffalo. Dr. Cavuoto’s research program aims to investigate
workplace injurymechanisms, human capacity and physical performancewhile develop-
ing ergonomic controls and interventions. Her research program uses wearable sensors
and machine learning techniques to quantify occupational fatigue.

“Sensor technology supports the feasibility of data collection, both in terms
of accuracy and amount. Many existing ergonomics risk assessment tools are
intended for short observations and have not been designed to consider cumulative
or long-term risk for extended duration tasks. I discuss data-driven assessment to
understand, model, and monitor changes in worker and task conditions for longer
duration tasks.” – Dr. Cavuoto.

2.4 Dr. Sean Gallagher

Dr. Gallagher is the Hal N. and Peggy S. Pennington professor in the Department of
Industrial and Systems Engineering at Auburn University. Dr. Gallagher’s research
focuses on musculoskeletal disorder etiology and ergonomics. His recent work includes
the development of tools to assess injury risk of the low back, distal upper extremity,
and shoulders from a fatigue-failure perspective.

“The advent of techniques that allow continuous monitoring ofMSD risk measures
is an exciting advance in exposure assessment technology. However, with this
advance comes with the complexity of determining exactly how such data should
be analyzed, where these data may include a worker performing multiple tasks
each having highly variable loading exposures. Fortunately, fatigue failure theory
offers analysis techniques designed precisely for such situations and provide an
assessment of the cumulative risk associated with highly variable load histories.
I discuss potential benefits of fatigue failure techniques in automated MSD risk
assessment, along with the challenges involved.” – Dr. Gallagher.

3 Conclusion

Direct, objective, and continuous measurement coupled with analytical models based on
strong theory (i.e., fatigue-failure) offer a promising direction in ergonomics, overcom-
ing limitations such as subjectivity and time demands associatedwith current assessment
practice. Panelists showcase emerging applications and discuss pitfalls and risks associ-
ated with the use of wearable technologies and computer vision techniques. Examples
such as (near) real time, continuous postural analysis, fatigue prediction and cumula-
tive failure risk offer new and unique opportunities to assess the demands of work, and
ultimately overcome the MSD problem [22].
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Abstract. Circular economy is presented as an alternative to promote sustainable
and responsible development. This economic model involves deep organizational
and production changes. INRS, the French institute for occupational safety and
health, conducted a strategic foresight approach in order to assess its potential
impact on working conditions and therefore, on health and safety at work. The
aim was to anticipate future needs for the prevention of occupational risks by
2040. Indeed, if circular economy offers the opportunity for a better integration of
prevention, this may cause also adverse effects on workers’ safety and health. The
first step of the study was to set up a 15-member team, associating OSH, foresight
and circular economy experts who followed the exercise from start to finish. In
association with partners outside the group, they identified the main key influ-
encing drivers in the development of circular economy. Each of these drivers was
then documented, in order to consider contrasted hypotheses of development in
the future. Then, they built together global scenarios combining several hypothe-
ses considering the drivers most likely to have an effect on working conditions
and consequently on safety and health. They then drew up four stories, taking into
account specific sectors and aspects of professional activity in order to make more
concrete the potential consequences of different modes of circular economy devel-
opment. OSH experts could translate them in terms of health and safety issues in
order to reflect on the most relevant subjects to be taken into account in the future
by INRS.

Keywords: 4.0 industry · Circular economy · Prevention · Occupational risk ·
Safety · Strategic foresight

1 Introduction

1.1 What About Circular Economy?

Circular economy appears as an alternative to promote sustainable and responsible devel-
opment. It can be defined as an economic system of exchange and production, which
aim is to increase the efficiency of use of resources at all stages [1, 2]. It includes a
strong concern for the preservation of the environment, with a production life cycle
geared towards the infinite reuse of all intermediate and final products. The well-being
of individuals is also a main preoccupation to take into account in this economic model.
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Its development seems to be unavoidable even if the transition to the circular economy
model is progressive, partial and not ubiquitous. As it involves deep organizational and
production changes, it is of main concern for occupational safety and health (OSH) pro-
fessionals because of its potential impact on working conditions and consequently on
safety and health at work.

1.2 A Challenge for Safety and Health at Work

The main studies devoted to the circular economy concern technological considerations
regarding the reuse, remanufacturing, recycle of products, associated with the assess-
ment of the sustainability of the process, through quantitative productive, economic
and environmental indicators. However, the literature is poorer when it comes to the
working conditions of the personnel involved in the production processes linked to the
circular economy. It mainly focuses on toxicological risks, linked to the exposure to
specific pollutants, especially in the de-construction sector. It also refers to mechanical
risks, musculoskeletal disorders (waste sorting centers e.g.), and, to a lesser extend, to
psychosocial risks, even if green jobs are more demanding in terms of cognitive and
interpersonal skills, work experience and training. In order to anticipate the potential
OSH consequences of this economic model, INRS carried out a strategic foresight study
by 2040 [3]. This 20-year projection periodwas chosen in view of the gradual emergence
of this economic model, in a context that is still very marked by mass production, dif-
ficult to reconcile with environmental issues. In order to think and integrate prevention
as early as possible in the design of new production and services processes resulting
from the transition to circular economy models, all types of risks (physical, biological,
chemical, psychosocial, organizational…) have been taken into account in this study.

2 Material and Methods

The study was conducted in five stages. The first one was to set up a 15-member team,
associating OSH, foresight and circular economy experts who followed the exercise
from start to finish. During the second step, this team, with the help of partners from
outside the group, identified the main key influencing drivers in the development of
circular economy [4]. In the third step, each of these drivers was then documented by
one of the members and presented to the whole team. It was discussed, with regard
to its possible development in the future, from continuity trend to rupture hypothesis.
Then, during the fourth step, using the “scenarios method”, they built together global
scenarios combining several hypotheses, considering the drivers most likely to have an
effect on working conditions and consequently on safety and health. They then drew
up four stories, taking into account specific sectors and specific aspects of professional
activity in order to make more concrete the potential consequences of different modes of
circular economydevelopment. Finally,OSH issueswere examined in light of the context
described for each of the scenarios, to achieve the final aim to adjust the prevention policy
to this challenge of the future.
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3 Results

3.1 Global Scenarios

The project team built four contrasted scenarios describing a possible future in terms of
working conditions and their potential consequences on OSH, based on the assumptions
associated to the main drivers considered in the previous steps of the method.

The first one postulates for the general development of the circular economy, led by
private actors frommultinational corporations who are breaking with the previousmodel
founded on a growing economy based on fossil fuels. They are the main investors for
research and development for these innovations and this development is in phase with
consumers’ expectations.

The second one is based on the assumption of the localized development of cir-
cular economy in Northern and Western Europe, far ahead of other areas for different
reasons, varying from one continent to the other (financial, political, ethical, percep-
tual,…). There’s a good coordination from European to local level and the situation can
be considered as stable by 2040.

In the third scenario, there is still a poor consideration for climate change and the
linear economic model responds to the persistent needs of the consumers all over the
world, especially from countries with the largest population development. This situation
results in environmental, political, social and economic growing tensions. Public and
private actors try to limit the impact by palliative and local solutions, that remain very
insufficient.

The last scenario depicts an intermediate situation in which there is no real consensus
on how to deal with climate changes in terms of economic model. In a context of severe
socio-economic tensions. There are splits between citizens who adopt a frugal life style,
more or less voluntarily, and thosewho continue to consume andwaste. Some companies
adopt some circular economy logics because of financial interests while others don’t.

3.2 Application to Safety and Health at Work

From these scenarios, several stories were built up. They concern deconstruction activity,
the re-use of raw materials and elements resulting from transformation, the maintenance
and repair activity and finally the transport and logistics sector. Risks and opportunities
for health and safety emerged through realistic situations described. They are briefly
summarized above.

Potential Consequences in the Deconstruction Sector and Recycling Activities
These activities already imply exposure to various pollutants,mechanical risks andphysi-
cal ones. In a futurewhere recycling anddeconstructionmaybe largely spread, because of
the development of an economy supporting sustainable environment, this poly-exposure
and other risksmay increase…or not. It depends on the diversity and complexity ofmate-
rials to be recycled/deconstructed, the status of the workers (self-employed workers vs
employees), the degree of automation of the processes and the implication of private
and public actors in the global socio-economic policy. All these variables may have an
incidence on OSH. The responsibility of OSH, attributed to the activity provider or to
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the individual, and then on the prevention means is an illustration. Another example
concerns automation with robotics that may reduce specific physical, mechanical and
chemical risks for workers but may conversely increase psychosocial risks induced by
work intensification, supervisory tasks, increased psychological demands, and generate
additional actions to compensate machine failures that can be stressful and dangerous.

Maintenance and Repair, What Perspectives?
Health and safety may be impacted by the expansion of this activity in a spread circular
economy. The training conditions for these operations, the organization of maintenance
(outsourced or not, geographically or technically sectored,made by independentworkers
or not) and the recruitment methods (social and solidarity economy, level of require-
ment in terms of technical expertise), but also technical and organizational means made
available, may be the main determinants of working conditions. Concerning the weak-
ening of OSH, self-employed workers for instance are supposed to implement measures
to ensure their own safety in a context where they may have poor influence on the
organization of their work, on prevention investments and no access to some adequate
information about occupational risks and their prevention. Reversely, technical resources
(drones, connected glasses, remotely controlled robots…) offered by high-performance
companies, concerned about the well-being of their employees and supported by pub-
lic policies for technological innovation could be an opportunity to protect workers in
charge ofmaintenance from specific exposures, allowing them to have access to technical
information quickly and to intervene at a distance while being protected from physical,
mechanical or chemical risks.

The Future of Transport and Logistics
The complexity of transport flows at different stages of the life cycle of goods and
products, the status of carriers more or less protective towards occupational risks, the
mode of product grouping, the technology and the needs for traceability within the cir-
cular economy should be considered, depending on the scenarios. The circular economy
could increase transport flows rather than reduce them, because of multiple operations
of sorting, repairing, repackaging, deconstructing to recover parts that will be reused
and recycling secondary raw materials. This situation could result in numerous occupa-
tional risks (manual handling, chemical, mechanical ones…), especially for operators
involved in first-mile and last-mile stages for which standardization and automation of
loading, unloading and transfer activities through “physical internet” are unrealistic.
Technical solutions, such as industrial exoskeletons, should help reduce the difficulties
encountered at these workstations [5].

4 Discussion and Conclusion

OSH issues may be integrated in the new processes and organizations, depending on the
speed of development of the circular economy in the next two decades, but also on the
technological and organizational maturity of companies whatever their size and their
ability to implement prevention measures from the design stage onwards. The transition
between a linear economicmodel to a circular one has to be done gradually if so. The new
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technologies (ICT, automation, cobotics, …) could play a major role in this evolution.
They could be protective (reduction of chemical, mechanical and physical exposure).
Conversely, they could step up work, increase information load and reduce the margin
of manoeuver of operators involved in the processes. The approach should not be only
technical but also take into account the organizational changes, the workers’ status, new
types of services, and their impact on safety and health at early stages of implementation.
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Abstract. This communication aims to present a cross-perspective – robotics,
industrial engineering, sociology and ergonomics – research project experience
dealingwith development of collaborative robotics in SMEs.Our conviction is that
Industry 4.0 must imply: (1) “departitioning” of disciplines involved in the design
of work situations and (2) construction of hybrid approaches for understanding
and transforming work. In this communication, we propose to relate such an
experience on the basis of a research project - funded by the French National
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1 Problem Statement

This paper aims at present a cross-perspective – robotics, industrial engineering, sociol-
ogy and ergonomics – research project experience dealing with development of collab-
orative robotics in Small and Medium French Companies (SME). Our research is set in
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the following context: according to “the factory of the future” – or Industry 4.0 - pro-
gram in France, the globalisation of competition, coupled with the ageing of the working
population and industrial facilities, makes it necessary for France to improve its produc-
tion tool and competitiveness. Moreover, the COVID 19 crisis has increased awareness
of the importance of preserving and developing a strong, innovative industrial activity
that generates wealth and jobs. In order to achieve this, it would be necessary, again
according to claims of the French Industry 4.0 program, to continue the modernisation
of the production tool, in particular through the integration of collaborative robotics. In
this context, our conviction is that an effective Industry 4.0 transition must overtake a
pure techno-centered perspective and must imply: (1) “departinionning” of disciplines
involved in the design of work situations and (2) construction of hybrid approaches
for understanding and transforming work. In this communication, we propose to relate
such an experience on the basis of a research project - funded by the French National
Agency for Research (ANR), and focused on transformation of French Small andMiddle
Companies (SMC’s) in relation to introduction of Collaborative Robotics. Collaborative
Robotics is of particular interest for us as it embeds promises but also pitfalls of articu-
lation between technologies and work. Among the “promises” made by proponents of
this technology, we particularly note that:

– This technology is presented as “easy to implement and maintain”; “favouring
productivity gains”;

– It is also presented as virtuous on a societal level, bymaking certainworkstationsmore
attractive, or by contributing to the prevention of musculoskeletal disorders through
the cobot’s taking over repetitive or strenuous tasks;

– It is a model of potential non-substitutive technologies that may lead to a strong reifi-
cation ofwhat could/should be actual collaboration betweenworkers and technologies
[1].

However, it seems to us important and topical to confront these promises with real
situations of design, work organisation and the transformation of work management.

2 Objective/Question

In this context, the main objectives of our interdisciplinary research project are to
propose:

(1) An analysis of what is covered by the polysemic terminology of the research object
“cobot”.

(2) A work and activity approach related to organizational and socio-cultural transfor-
mation of work and activities of SMC’s executive coping with the transformation
of their companies;

(3) A socio-political and historical analysis of the French and German programmes
related to the so-called “industry of the future” since themid-70s in order to identify
the evolution (or not) of the place of collaborative robotics in the history of robotics;
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(4) Finally, based on the 3 previous points, a multidisciplinary approach to the manage-
ment of design projects of companies engaged in the modernisation of their produc-
tion tool (tools in the broad sense of the term, including: technical, organisational,
social devices).

3 Methodology

Thismultidisciplinary research, carried out by 11 researchers, is based on the articulation
between different research modalities specific to this project:

– a hybrid thesis in industrial engineering and ergonomics
– an action-research conducted in an SME by a researcher in sociology and a doctoral
student in ergonomics.

– more than ten days of seminars between project researchers dealing with the explo-
ration of cross concepts (collaboration/cooperation, work situation…) based on
socio-political and historical work.

In addition, specific methods were developed for each of the sub-objectives. More
specifically, a state of the art on the evolution of robotics for (1), a multiple case study
based on observations, interviews and analysis of company documents for (2) and the
analysis of more than 400 documents and reports on “The industry 4.0” for (3).

4 Results

In order to meet the objectives announced above, we will present our results in 3 parts.

4.1 “Cobot”, A Concept that is Still Under Debate and Still Evolving

If the definition of the industrial robot is precise and well framed in the robotics com-
munity, the notions of cobot and collaborative robot, frequently used when talking about
Industry 4.0, are less so. It thus seems useful to go back over the history of this neolo-
gism: at the end of the 20th century, theword “cobot” designatedmechanically compliant
devices (COmpliantroBOT), intended to be used within the framework of haptic inter-
faces [8–10]. Later, the term “cobot” was used by robot manufacturers and industrialists
to designate a new type of robot with sufficient safety features (mechanical and/or elec-
tronic properties) to be able to operate in the same workspace as humans. The word
“cobot” has thus taken the other meaning of COllaborative-roBOT, cooperative or col-
laborative robots [9], cooperation or collaboration meaning, without further theoretical
and/or practical details, the possibility to share the same workspace. Finally, the idea of
co-manipulation, which refers to specific uses within the field of industrial robotics, has
known in the last few years significant advances in order to increase the handling perfor-
mances of workers. Cobots can interact (or not), with workers (perform movements in
autonomy, share tasks, operate in the same workspace) but would no longer replace the
human gesture in the strict sense of the word. Their function would rather be to guide
or accompany it [3].
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Thus, the meaning of “co” in cobot and the promise of collaboration, potential or
actual, real or truncated, give rise to debates on two complementary levels:

– The notion of cooperation/collaboration between humans and robots is all the more
difficult to stabilise as the notions of cooperation and collaboration between humans
or between humans and machines [4] are controversial in the Social and Human
Sciences.

– among specialists in technology, labour and industry in general, especially on the
occasion of the (ongoing) revision of ISO 8373:2012, as some definitions are often
outdated [8].

Faced with an evolving, sometimes protean definition, resulting both from the his-
tory of the development of so-called “manipulation” robotic systems and the conceptual
evolutions produced by the interactions between Human and Social Sciences and Engi-
neering Sciences, it seems reasonable to be on the lookout for new literature, to take a
nuanced approach and to provide support to companies likely to be attracted by these
tools.

4.2 SME Managers, Both Interested and Cautious About Cobots

The difficulties in stabilizing the functions covered by the “Cobot” tool described in
the previous section raise questions about its actual integration in work situations. But
more generally, in order to think about and carry out transformations likely to redraw
the contours of the industrial landscape, executives and managers find themselves in
the front line. And moreover, they are the guarantors of the decisions and methods
of change management which will ultimately guarantee healthy and high-performance
work. Thus, we were interested in the point of view of SMEmanagers on the integration
of cobots in their production facilities. We identified a contradiction on: on the one hand,
the French “Industry 4.0” program presents collaborative robotics as a solution that is
relatively easy to integrate and which would solve, among other things, problems related
to physical wear and tear and work-related joint pain.We can add to this political will the
strong technical progress making the cobots more and more easy to integrate, but also
the rhetoric and marketing around these technologies which are pushing hard to seduce
companymanagers. But on the other hand, a first exploratory part of our research showed
that very few SMEs were really equipped with a working cobot (at least at the time of
this research, 2018). Faced with this contradiction (large developments in the supply
of cobots, but few SMEs equipped), we sought to understand through interviews with
the managers of five volunteer SMEs, what are the expectations, the hopes, but also the
points of vigilance or the obstacles to the integration of a cobot in a workstation.

The Managers Interviewed see the Cobot as a Potential Solution to Production
and Occupational Health Problems
The Table 1 presents a summary of the results obtained. It should be noted in particular
that the managers of 4 of the 5 SMEs surveyed are interested in cobot in order to limit
biomechanical constraints, physical wear and tear, and the risk of occupational accidents
or illness.
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Table 1. Managers’ interests in cobots

SME1 SME2 SME3 SME4 SME5

…limit biomechanical stress, physical strain and wear
and tear, the risk of accidents at work or occupational
illness

X X X

…to alleviate the difficulties of recruiting for
positions recognised as difficult

X

…enriching the content of workers’ work; mobilising
them on “high added value” tasks

X X

…improve productivity, quality, better control of our
production process

X X X

…to develop and offer new products X X

…to convey the image of a company at the cutting
edge of technology

X X X X

But Managers Measured Against the Promises Conveyed by the Cobots
The Table 2 presents a summary of the results obtained. It should be noted in particular
that themanagers are particularly concerned about the technical complexity of the cobot,
and their ability to maintain it, and to protect themselves legally in the event of an
accident. Several authors have already pointed out in the past [5] that the difficulties
of designing cooperative systems are largely underestimated and that the promise of
effective human-machine cooperation is not always kept.

There is also the question (line 4) of the capacity of this new technology to fit into
the history, dynamics and know-how of the company. For the intention of managers is
shaped by the history of the company, by the experience of past successes and failures,
and one of the challenges of change management is a compromise between rupture and
continuity in strategic choices.

To conclude on this part of the results, despite the interest of the managers for the
cobots, we noted a weak effective integration of this technology. This can be explained
by technical difficulties in integrating a cobot into work situations (a simple technology,
but one that reveals the complexity of work situations), but also by a certain vigilance
on the part of managers, faced with “turnkey” technical solutions that would instantly
respond to local health and productivity issues. This observation therefore calls for the
techno-deterministic discourse as a solution to the current problems of work, which we
will analyse in the following section.

4.3 Industry 4.0, Both in Continuity with and a Break from the Major Industrial
Projects of the 1980s

Analysis of the literature describing the Industry 4.0 program [11] reveals elements of
language very close to those used in the major plans of the 1980s in France, whose
limits had already been identified [7]. The 1990s were marked by a relative discretion
in the place of robots in industry reports. The rhetorical use of the robot in discourses
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Table 2. Managers’ points of vigilance toward cobots

SME1 SME2 SME3 SME4 SME5

Lack of information on the potential and limits of
the cobot, its integration process in production, solid
experience feedback

X X

Complex and expensive tool to program and
maintain (with liability issues in case of accident).
Uncertainties about the time frame for the return on
investment

X X X

The first studies of the workstation targeted in the
company have revealed that the work is more
complex than the managers imagined, and the cobot
will not be able to do as well as the operator

X X

Fear of a break with the core business, with the
company’s culture

X X

…to develop and offer new products X X

The operators concerned put on the brakes, arguing
that by leaving the simple tasks to the cobot, the
work for them will be intensified by only carrying
out complex or unplanned tasks

X

on the industry of the future reappears in the 2010’s in the form of the “collaborative
robot” or “cobot”. Continuity with past discourse is ensured by the place of the cobot in
industrialisation (i.e. the cobot of 2019 is rhetorically part of the same discursive device
as the robot of the 1980s: the idea is to make it a link between man and the automatic
industrial process). The break with the past is ensured by “the passage from substitution
to collaboration, which leads to the presentation of an industry using technical innovation
to put man “back at the heart” ([11], p. 15).

Moreover, beyond these elements of language, the semantic analysis of the “Industry
4.0” program reveals a set of essentially techno-centric tools andmethods and little room
is left for real “engineering” of work transformations. In fact, it can be seen that in the
program’s promotional institutions in France, representatives of the human and labour
sciences (ergonomics, occupational psychology, sociology of work, management and
organisational sciences, adult education) occupy an extremely limited place. Technical
rationality and political communication are predominant.

In order to lift this scientific lock, the doctoral work between robotics - industrial
engineering and ergonomics carried out within the framework of our research project
aims on the one hand to clarify the model of real collaboration between workers and
robots and on the other hand to develop a hybrid management of the design process of
collaborative robotics by articulating scientific and technical questions with a proposal
of activity-centred management of the ergonomic design process [2].Wewill come back
to it in conclusion.
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5 Discussion Conclusion

The ambition of our multidisciplinary project is to use developments in collaborative
robotics to question and improve existing change management systems in industrial
environments (and more specifically in SMEs). This project allows us on the one hand
to re-discuss what is meant by “cobot” and to catch the issues of worker-machine-
environment coupling (1), to understand the external (3) and internal context but also
the stakes that weigh on SME managers (2).

Due to the multiplicity of issues (health, safety, work, employment, productivity,
etc.) linked to the management of collaborative robotics projects, our research pro-
vides an opportunity for multidisciplinary discussions in order to co-develop new design
methodologies, to remove certain identified obstacles: projects for the introduction of
new technologies are driven by decision-making processes in which different logics
(economic, production efficiency, quality, human resources management, safety, health,
etc.) are confronted and therefore result from trade-offs between these different logics.
However, the primacy of techno-deterministic approaches implies that technologies are
often thought of as “remedies” to economic, competitiveness, production or risk factor
problems, without questioning the “root causes”, particularly the organisational causes
of these problems, and the relevance of the technological solution alone. In the current
context of strong political pressure to modernise, there is a potential risk of introducing
heterogeneous technologies everywhere (cobotics and exoskeleton, additive manufac-
turing, big data and cloud, Internet of Things and RFID, augmented reality and virtual
reality, etc.), without questioning their possible interactions (synergies or contradictions)
or their consequences on real work.

These pitfalls reinforce the need to propose, upstream and throughout the projects
accompanying the transformations of work towards an Industry 4.0, a model for change
management:

– Participatory; between stakeholders (decision-makers, management, production,
maintenance, designers, workers concerned, etc.) with different logics (economic,
organisational, HR, health, safety, quality, production, work activities, staff represen-
tative bodies, etc.);

– Multiscalar: integrating micro, meso and macro issues, short, medium and long term
temporalities, and different hierarchical levels;

– Based on real work in all its complexity and variability;
– Relying on methodological devices enabling stakeholders to draw on the experience
of past successes and failures in order to understand the present and think about the
future (for example, through projective methods of simulating future work and/or
organisation) [4]. However, this model will have to be refined and replicated in other
contexts in order to strengthen its methodological soundness.
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Abstract. Understanding why (non-) users are motivated to use life-logging
devices requires to consider wishes and concerns associated with life-logging as
well as the influence of personality on usage motivation. We analyze whether the
intention to use life-logging ismore strongly influenced by the desire for support or
by potential barriers with the first having a positive impact and the latter a negative
one. Further, we investigate how some personality traits influence the desire for
support and potential barriers. Our study shows that the desire for support is more
important for the motivation to use life-logging, than potential barriers. Regarding
personality traits, motives for physical activity showed the highest influence on
the desire for support of users and non-users of life-logging. For users, their need
for privacy also influences their desire for support. Barriers are primarily influ-
enced by privacy concerns. In future, when introducing life-logging devices, the
potential to support users to pursue goals and privacy concerns of potential users
should be particularly considered.

Keywords: Life-logging · Life-logging devices · Motivation · Workplace ·
Pursue of goals · Privacy concerns

1 Introduction

The health of employees depends not only on the workplace itself (such as ergonomic
infrastructure) but also on the behavior of employees. Instead of just sitting all day,
employees should get up regularly and walk a few steps, drink enough water, and keep
track of their nutritional intake. Life-logging technologies have high potential in moti-
vating and supporting people in living a healthier life at home and at the workplace.
Expected benefits of its use are large e.g. [1, 2], yet the number of users of life-logging
is still limited.

1.1 Questions Addressed

To understand what motivates people to use life-logging technologies in their daily life
or at work, we have looked at and compared the influence of the desire for support and
the influence of possible barriers. We analyzed how strongly the desire for support in
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pursuing goals and potential barriers influence the intention to use life-logging. We also
examined the influence of different personality traits (technical self-efficacy, vitality,
sports motivation, privacy concerns, need for privacy) on the desire for support and on
potential barriers. We addressed the following research questions:

1. How strongly does the desire for support influence the intention to use life-logging
of users and non-users?

2. How strongly do potential barriers negatively influence the intention to use life-
logging of users and non-users?

3. How strongly do various user-characteristics influence the desire for support?
4. How strongly do various user-characteristics influence potential barriers?

2 Related Work

In this study, we consider what factors influence whether individuals (want to) use a
life-logging device and whether they (want to) change their behavior using it. Whether
individuals use a product depends on technology acceptance [6] and can be described by
models of behavior (change). According to the Theory of Reasoned Action (TRA) [7]
the intention to perform a behavior strongly relates to what behavior a person actually
performs. An individual’s attitude and subjective norms toward the behavior influence
what behavioral intention the individual displays. Similarly, the Planned Behavior The-
ory (TPB) [8] says that intention leads to behavior: Although other factors also affect
intention, once the intention to perform a behavior is strong enough, it is very likely that
a person will perform the behavior.

In addition to theoretical studies of technology acceptance (TAM) and behavior
change (TRA, TPB), other studies looked at the use of wearables and fitness apps. They
showed that many potential users had privacy concerns [9, 10] or felt that privacy was
lacking [11]. Lidynia et al. found that there is a general interest in wearables. There was
particularly strong interest in the data collected [12]. In contrast, they also showed that
privacy concerns in particular discourage the use of lifelogging devices.

Considering life-logging in the workplace, company reward systems can also influ-
ence whether employees use a life-logging device to achieve self-imposed goals or goals
set by the company. Reward systems can fundamentally motivate employees: If employ-
ees feel they are being rewarded for their good performance, they generally increase
their work effort and performance as a result. If companies promote life-logging in the
workplace through reward systems and employees feel thereby that the organization is
interested in their well-being, they become more loyal to the company [18]. Besides,
the potential rewards influence which company an individual chooses. Companies, that
maintain and promote the health of their employees through life-logging can appear
more attractive to potential employees [19]. Companies should have a great interest
in ensuring that their employees remain or become healthy in the long term, as their
workforce will then be retained for the long term.
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3 Method

First, we introduce the structural equation model central to this study. Then, we describe
the survey with which we collected the data for our structural equation model.

3.1 Structural Equation Model – Implementation and Evaluation

Implementation of Structural Equation Model: We implemented our model using the
R package SEMinR v.1.1.1 [14, 15]. To evaluate and describe the model, we used the
tidyverse and psych packages [14, 16]. We bootstrapped our model for significance
drawing 5,000 samples [13].

Evaluation of the Measurement Model: To evaluate the reflective measurement model,
we evaluated the convergent validity using outer loadings (λ ≥ .40). For discriminant
validity, we looked at the heterotrait-monotrait ratio (1 not in the HTMT bootstrap
confidence interval) [13]. We assessed the significance of loadings using two-tailed t-
tests with the degrees of freedom (DF) being equal to the number of responses for each
model (t ≥ 1.65: 10% significance level, t ≥ 1.96: 5% significance level, t ≥ 2.57:
1% significance level). As significance levels for the t-value p, we used p < .05: 5%
significance level, p < 01: 1% significance level, and p < 001: 0.1% significance level.
According to the convention also accepted in smartpls we report loadings for mode a
(correlation weights) composite constructs and weights for mode b (regression weights)
composite constructs.

Evaluation of the Structural Model: We assessed the path coefficients of the structural
model for their relevance and significance using two-tailed t tests, the bootstrapping
confidence interval and p values as described above. For model predictiveness we looked
at the coefficient of determination (R2 ≥ .19: weak level of determination, R2 ≥ .33:
moderate level of determination, R2 ≥ .63: substantial level of determination) and the
adjusted coefficient of determination R2 adj for model comparison [17].

3.2 Online Survey

We based our online survey on 17 initial interviews with users and non-users of life-
logging technologies in which we asked about goals for which (potential) users like
support and barriers they might face. The online survey consists of three parts:

Firstly, we surveyed demographic data, explanatory user factors and participants’
current use of life-logging technologies. Secondly, we asked which goals they might
want to pursue using life-logging (e.g. more active in daily life, increase overall well-
being) and thirdly which potential barriers (e.g., constantly under surveillance, getting
negative feedback) would prevent them from using life-logging technologies.

Explanatory Variables: In the first section, we queried demographic data (age, gender,
and education) as well as some user factors:
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Subjective Vitality (VIT): To measure subjective vitality, we used 4 items taken from
[20] and translated into German.

Motives for Physical Activity (MPAM-R): To survey motivation for physical activity,
we used the scale of [21], which measures motivation on five dimensions: Perception of
one’s competence, appearance, fitness, pleasure, and social motives.

Self-efficacy in Interacting with Technology: Self-efficacy generally indicates which
tasks an individual chooses to perform, their performance on those tasks, and their
perseverance in the face of difficulty. Self-efficacy in the use of technologies influences
how people interact with interactive systems. We measured the construct using 8 items
based on a scale by Beier [22].

Privacy: For Privacy, we measured Need for Privacy and Privacy Concerns through
3 items each. Need for Privacy indicates participants’ general attitudes toward infor-
mation disclosure. Privacy Concerns refer specifically to concerns about the privacy of
information in an online context.

Use of Life-Logging: As final explanatory user factor, we surveyedwhether participants
already use life-logging and in what ways they use it.

Dependent Variables

Desire for Support: Individuals can pursue different goals using life-logging. Through
the initial interviews we created a list of 12 possible goals. To measure quantitatively,
whether users and non-users can imagine that Life-Logging can support in reaching the
objectives, we asked participants (on a 6-point Likert scale), whether they desire the
support of a Life-Logging device in reaching the objective.

Perceived Barriers: We also asked, what prevents individuals from using life-logging
devices. We identified 13 potential barriers through the interviews and surveyed them
on 6-point Likert scales ranging from “do not agree at all” to “fully agree”.

3.3 Statistical Procedures

To statistically analyze the results, we rescaled the items to 0 to 100% and aggregated the
scales to arithmetic means. We used parametric and nonparametric methods to analyze
the results.We calculated bivariate correlations (Pearson’s r or Spearman’s ρ) and simple
and repeated multivariate and univariate analyses of variance (M/ANOVA). We set the
type I error rate (significance level) at α = .05. For the multivariate tests, we use the
Pillai value. For arithmetic means, we report the standard deviations (denoted by±). We
tested the scales used for internal reliability by calculating Cronbach’s α. Cronbach’s α

was > .60 for all scales.

4 Results

In this section, we present the results of our study. After a brief presentation of our
sample, we show the results of the conducted structural equation model.
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4.1 Users and Non-users of Life-Logging

From the 412 survey participants, 225 (55%) were users of life-logging and 187 (45%)
were non-users. The sample is balanced in terms of gender: 214 female (52%) and 198
male (48%) participants ended the survey. Participants are between 17 and 78 years old
(mean 36.1 ± 12.2 years). Overall, we have a heterogeneous sample as age and gender
are not correlated (ρ = .061, p = .213 > .05).

In our sample, the use of life-logging technologies did not relate to age (F1,410 =
.30, p = .863), privacy concerns (F1,410 = .409, p = .523) and vitality (F1,410 = 2.152,
p = .143). In contrast, users and non-users differ in need for privacy (F1,410 = 7.327, p
< .005), motivation for physical activity (F1,410 = 22.327, p < .001), and self-efficacy
in interacting with technology (F1,410 = 26.421, p < .001). While life-logging users
show higher motivation for physical activity (users: 69 ± 14%; non-users: 62 ± 17%)
and higher self-efficacy in interacting with technology (users: 80 ± 17%; non-users: 70
± 22%), non-users have a higher need for privacy (users: 64 ± 20%; non-users: 69 ±
19%).

Some aspects associated with life-logging are perceived as stronger barriers than
others.While respondents do not mind negative feedback and reminders to exercise, they
perceive the limited effectiveness, the perceived need to share one’s activities on social
networks or not knowing, what happens to the measured data negatively.

4.2 Structural Equation Model – From the Initial to the Final Model

We hypothesized that both the desire for support and the barriers influence whether
users and non-users of life-logging (want to) use a life-logging device. Besides, we
hypothesized that five personality traits (general motives for physical activity, vitality,
self-efficacy in interacting with technology, Privacy Concerns and Need for Privacy)
influence how strongly individuals imagine that a Life-Logging device can support them
in reaching their objective and how strongly they perceive potential barriers of life-
logging. Thus, we calculated a structural equationmodel with the five named personality
traits influencing Goals support and Barriers, which in turn influence the motivation to
use a life-logging device.

The initial structural equation model did not comply with the quality criteria
described above, so we had to amend the model. To obtain a good model (according to
statistical criteria), we adjusted the initial model in two steps. First, we removed items
from the measurement model with a t-value smaller than 1.65, with very small load-
ings/weights (<.40) and with change of sign in the bootstrapping confidence intervals.
Second, we evaluated the structural model and removed all parts with path coefficients
smaller than 0.01 as their influence is negligible. We further analyzed the discriminant
validity of the constructs. Most constructs showed a HTMT bootstrap confidence clearly
below 1 (<.637). Only the HTMT bootstrap confidence of privacy concerns and need for
privacy was close to 1 (htmt = .862). Thus, the discriminant validity of both constructs
is low, but since these are two well-established constructs in theory, the constructs are
understandably similar in content and the value is still below1,we retained the separation
of the two constructs for our model.
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4.3 Structural Equation Model – Structural Models

Figure 1 and 2 show the final structural models of users and non-users of life-logging.
Contrary to what we expected only the desire for support affects the willingness to use
life-logging of users (see Fig. 1, ß = .53) and non-users (see Fig. 2, ß = .602) and
potential barriers do not influence the willingness to use life-logging.

Fig. 1. Final structural model of users of life-logging. ** t ≥ 1.96 (5% significance level), *** t
≥ 2.57 (1% significance level)

For life-logging users (see Fig. 1), Goals support explained almost 30% of the
variance of motivation. In turn, general sport motivation most strongly influenced the
desire for support of users (ß = .331). Users with a higher need for privacy also showed
a higher desire for support (ß = .174). Users with higher privacy concerns evaluated
potential barriers more negatively (ß = .263).

Fig. 2. Final structural model of non-users of life-logging. * t ≥ 1.65 (10% significance level),
*** t ≥ 2.57 (1% significance level).

For non-users of life-logging (see Fig. 2), Goals support explained almost 37%
of the variance of motivation. As with users, motivation for physical activity has the
greatest influence on the desire for support of non-users (ß = .328). Non-users with
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higher privacy concerns, also perceived potential barriers more negative (ß = .425).
Contrary to users, we did not find an influence of need for privacy on goals support for
non-users.

5 Discussion

Our study shows that the intention to use life-logging technologies strongly depends on
the desire for support of users and non-users. Thus, it is important that (potential) users
have concrete goals and can imagine life-logging helping them to pursue these goals.
(Potential) barriers showed no influence on the intention to use life-logging devices.
Although the previous analysis of barriers showed that participants rated some barriers
as very negative when asked about them, this showed no influence on the motivation
to use life-logging. Nevertheless, even people, who already use life-logging rated some
barriers very negative. Therefore, we still assume that barriers although they do not
prevent people from using a life-logging device, are at least perceived as annoying during
use. Therefore, it is still useful to know which barriers particularly disturb life-logging
users and to avoid them if possible, if the goal is that individuals use life-logging for a
long time. Besides, privacy concerns particularly influence how strongly (potential) users
of life-logging technologies show the desire for support and how strongly they perceive
potential barriers. Thus, to motivate people to use life-logging technologies, privacy
concerns regarding such technologies need to be taken into account. When introducing
life-logging technologies, potential objectives and privacy concerns of (potential) users
should be addressed.

Using life-logging in the workplace also brings with it the concern of who has access
to the data. The importance of concerns associated with data is also undelined by the
fact that participants were particularly negative about the barriers of not knowing what
happens to the data and having to show the data to others on social media. In addition to
the concerns of (potential) life-logging users, ethical and data privacy concernsmust also
be considered when the workplace has access to the life-logging data of its employees.
Therefore, it is probably easier to achieve that more people use a life-logging device
privately than in a professional context in the future. If life-logging should be used in
the workplace, it must be clearly communicated to employees what happens to the data.

6 Conclusion

When trying to motivate employees at the workplace to move regularly (e.g., a couple
hundred steps every hour) using life-logging devices, it must be taken into account that
people are only motivated to use a life-logging device if they consider the device to be
helpful in achieving a goal they want to achieve. Potential barriers are less important for
motivation than the assessment that the device can help to achieve goals. Nevertheless,
barriers should also be considered, especially if people are already using a device. It
should also be considered that (potential) users of life-logging devices are different as in
they bring different premises but also requirements and should not be lumped together
into a single entity.
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Abstract. The clinic of use [1] carries the idea that technology is the operator’s
partner in his activity. However, it is not uncommon,within 4.0 industry, to observe
technologies that don’t allow operators to develop their skills and capacities for
action. It happens that some technologies are “technopush” implemented, which
may explain the disappointing results of some projects with high technological
goals. Ourworks objective is therefore to define criteria for anHuman-Technology
enabling collaborative situation (ECS), in order to guide conception projects at an
early stage. The study of scientific literature leads us to define the ECS according
to 3 criteria. These characteristics are considered essential from the point of view
of the operator’s activity deployment: learn a new and more efficient way of doing
things, increase the available possibilities and ways of doing things, and adjust the
Human-Machine couple attributes according to the evolution of situations over
time. We present here the results of a multiple case study of innovation projects.
This case study is designed to confront the criteria of the ECS with the actors
feelings (success or failure). These initial results suggest that the ECS would be
an interesting way to understand the contrasted reality of projects, beyond the
general positive feelings received in both cases. We hope that the ECS criteria will
allows to guide more precisely and in a more demanding way the industrialists in
their technological implementation projects.

Keywords: 4.0 Industry · New technologies · HMI · Enabling situations ·
Human-technology collaborations

1 Introduction

In ergonomics and related theoretical and disciplinary fields, many authors [2, 3] have
highlighted on the developmental relationships between technology and individuals.
These authors invite the designers to ensure that the new technology and the new service
promote the development of the operators/users’ activity and, above all, do not constrain
it. Inspired by the instrumental approach [4] and Falzon’s work on enabling environ-
ments [5, 6], we propose a definition of an enabling collaborative situation (ECS) in
order to understand how technology can promote the human activity deployment and,
in particular, human’s capacity for action on his Milieu [7]. Thus, an ECS when using a
technology would be a situation with three characteristics.
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Learn aNew andMore EfficientWay of Doing Things. Performance is an essential factor
in work activity, both for the operator and his organization, and therefore conditions the
technological acceptance [8]. An ecological assessment of performance (and therefore
very close to real-life situations of use) is then necessary to identify the relevant perfor-
mance criteria. With these criteria, we associate the dimensions of utility [9], affects,
emotions and moods [10, 11], and sensemaking [12].

Increase the Available Possibilities and Ways of Doing Things. Gestural diversity con-
stitutes a resource for the activity: facing the variability ofwork, awide range of available
ways of doing things constitutes a situational leeway [13]which is essential for the preser-
vation of performance and health building. Collaboration with technology should thus
make it possible to increase the range of capacities that can be expressed in situations.

Adjust the Human-Machine Couple Attributes According to the Evolution of Situations
Over Time. Confronted with changing work situations (his condition, skills, trade-offs,
etc.), the operator may feel the need to vary his relationship to technology. The instru-
mental genisis [4], must be supported. To do so, he must have the appropriate skills and
authorizations or call upon the collective and organization for help in the day-to-day
running of the organization. It is thus desirable that the operator can, by himself, modify
the machine characteristics. The operational transparency [4] of the technology, and the
non-overflow of the operator [5] should allow him to take his own activity as an object
of analysis in order to be able to carry out continuous design in use [14]. Some contexts
imply that change cannot happen quickly and require broader organizational support.
Thus, in order to allow continuous design in use, space for work debate and times for
collective regulation should be included in the day-to-day running of the organization
[5, 15]. An enabling management [16] is therefore also desirable.

2 Material and Method

Amultiple case study [17, 18]was conducted to compare two technology implementation
projects, using a holistic, in depth [19] and context sensitive [17] approach. The history
of each project was thus formalized in amonograph, based onmultiple data sources [20]:
recorded interviews, observations of work situations and organizations, and consultation
of documents (job descriptions, etc.).We have identified in this data what was, on the one
hand, a global appreciation of the project by the different actors (managers, engineers,
team leaders or operators), and, on the other hand, what, in the description of the project,
could be found among the 3 characteristics of an ECS that we are trying to validate.

The two projects studied here are those of two international companies (automotive
suppliers): the first (A) introduced a cobot in an assembly line. The second (B) introduced
an augmented reality system in a maintenance department.

3 Results

We were therefore able to extract from our monographs analysis several points about
the different ECS characteristics (see in Table 1).
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Table 1. Overall synthesis, taking into account all actors, of the results by characteristic of an
ECS.

Enabling collaborative
situation (ECS) characteristics

Case A Case B

Learn a new and more
efficient way of doing things

The cobot is unanimously
considered useful. It allows a
better rate of production and
reduces the error rate, by
performing a visual control

Operators consider the system
to be almost useless for their
work. It doesn’t allow them to
go faster because they already
know the locations. It does
not appear to reduce the error
rate either

Increase the available
possibilities and ways of
doing things

Operators have a lack of
situational leeway to complete
their tasks. Despite a few
improvised regulations, they
have only one way to
accomplish their tasks

Depending on the scenario,
operators may have more or
less situational leeway.
Indeed, this will depend on
the way the scenario is
designed and the flexibility it
leaves to the operator

Adjust the Human-Machine
couple attributes according to
the evolution of situations
over time

The technology is understood
by the different actors. The
glass cage allows the
operators to see the progress
of the cobot and the visual
interface gives them an
overview of the entire process
(number of parts made, etc.)
Operators are not
overwhelmed by their tasks
The debates times are quick
(before the service takes
place) and not all actors are
present (especially the
Methods team)
Operators are autonomous
and empowered
Some operators feel they are
not being listened to

Actors seem to understand
how the device works (despite
some use difficulties related
to the “air tap” mechanism).
The glasses are not always
intuitive to handle and the
instructions are not always
clearly transmitted (especially
the points of interest location)
Operators are not
overwhelmed by their tasks
The debates times are regular
(25–30 min before the service
takes place) but not all actors
are present (especially
technology integrators)
Operators are autonomous
and empowered
Scenarios are designed by the
operators who are currently
masters of the tool

For case A, the actors consider that the integration of the cobot is a success. From
the ECS point of view (see in Table 1), this case has a positive balance on the first
characteristic but the technical staff wants a more efficient cobot because they know its
potential. In addition, this new and more efficient way of doing things is maintained
over time despite operator rotations. The situation has a negative balance on the second
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characteristic because there is a lack of situational leeway. Although operators have little
situational leeway by being able to prepare parts in advance, they are still extremely
dependent on the cobot and its speed. Indeed, there is only one possible operating
mode, with a predefined sequencing, and a maximum speed also predefined by the
cobot. Regarding the third characteristic, we can see a contrasted balance. We can see a
good operational transparency, because the operators understand how the cobot works
and therefore have the possibility to anticipate its behavior. They can therefore adapt
they behaviour by assembling some parts in advance in order to feed the cobot. On
the other hand, they do not have the possibility to transform the characteristics of the
technology or to vary their interaction modes. Their local capacities of intervention on
one of the elements of the Human-Machine couple are very limited. Operators still have
the possibility to contact the Methods department and their own leader in order to report
informations (breakdowns, suggestions, etc.). However, this seems rather anecdotal in
reality because the changes are very technocentric (production speed, error rate, etc.).
Some operators feel they are not being listened to. The debate times do not involve all
the actors, and in particular the Methods department. This absence does not make it
possible to have a time for collective exchanges about the work between engineers and
operators that would allow a debate more efficient and potentially better feedback from
the operators.

Regarding the second case (B), the actors also consider that the integration of aug-
mented reality glasses is a success. Regarding the ECS criteria (see in Table 1), this case
has a negative balance on the first characteristic. The system is not used by operators
who are experts and who consider the technology not very useful for their work. Indeed,
if we can observe the learning of a new and more efficient way of doing things (accord-
ing to the chosen criteria), it concerns rather novice operators. Case B has a contrasted
balance on the second characteristic: depending on the scenario, the operators fear a
loss of situational leeway and autonomy, but the leaders and the integrators are rather
optimistic about it. Operators are therefore afraid that their management will dictate,
depending on the situation, a unique way of working. Indeed, the situational leeway is
very dependent on the context and the scenario. Tasks may vary from one intervention to
another (different machines, different intervention duration, etc.). It is therefore possible
to have a very linear prescribed scenario in the form of consecutive steps or a more eva-
sive one that leaves more freedom to the operator. Regarding the third characteristic, we
find a positive balance, a majority of the criteria are positive, the balance is contrasted
about the level of operative transparency and times for work debate, but this is not a
significant concern in this case. It’s the operators themselves who build the operating
mode (potentially several) and the interface according to the scenarios, so they have the
possibility to adjust the Human-Machine couple attributes according to the evolution of
the situations over time. Even more, the operators remain «masters of the tool» (they
control the augmented reality glasses) and a «personal space» is under consideration
for each operator in the device. We can note that there is indeed a time to discuss the
work every morning (lasting about 25–30 min) in the presence of working site man-
agers and operators. The leader is also regularly present. Although not all the actors are
present (especially the technology integrators), this time allows feedbacks from the field
and work discussions. Operators report that they have time to think about their activity
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during their work, which makes this meeting time more effective. We can also see that
management is moving towards an enabling management where it is consistent to leave
autonomy, trust and responsability to operators. Finally, operational transparency is a
leader’s desire, and all the actors seem to understand, in its majority, how the system
works and what it expect from them. Nevertheless, we note some difficulties of use as
orientation difficulties and use of the «air tap» mechanism.

In a transversal approach, we can therefore note that:

• The different actors of a project can give a positive opinion about it, even if there
is no obvious improvement in the work situation. For example, the integration of
augmented reality glasses is not an enough amelioration from a performance point of
view for the operators (expert) in case B.

• The collaboration level varies greatly depending on the technology and the task type.
Cobots are designed as a collaborative tool but may have, in fact, only a low level
of collaboration with humans (and even being used autonomously). According to the
different classifications, we would be, here, in a situation of cooperation or weak
collaboration between the human and the cobot [21–24]. On the contrary, according
to some classifications, the augmented reality glasses (case B) has the system directly
placed on the operator and has a high level of collaboration.

• Each type of actor does not underline the same subjects and does not provide the same
opinions of the project.

• In these two projects, the characteristic of increasing the available possibilities and
ways of doing things is not present.

• In both cases, there is no optimal time for debates about work because specialists in
technology (cobot or augmented reality) are not present.

4 Discussion

Our project is to test the value of the enabling collaborative situation (ECS) in order to
analyze technology implementation projects. Further results will have to be produced
to confirm or qualify these initial results. The scientific literature identifies many other
factors for a successful technology implementation that can be evaluated in the use
situation (safety for example). Some criteria of a project management are also important:
the way in wich uses and users are integrated into the conception [25, 26] conditions the
quality of the future ECS.

We have chosen to leave them aside for this presentation to focus on the ECS interest.
Our initial results seem to confirm the relevance of continuing along this path: the actors’
positive overall experience in their project hide significant differences on several criteria
that appear to us to be decisive.

These initial results also show that the second characteristic is not satisfactorily met
in either case. Despite of this, actors evaluate the projects overall positively. Several
interpretations can be made at this stage: 1. This characteristic from the literature is not
relevant; 2. This characteristic is more difficult to meet today in project management; 3.
The concerned operators do not experience negatively the absence of a broadening of
their way to do things, because they are accustomed to not having this freedom.
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Future results will therefore have to answer these questions, to support the ambition
to assist the designers. Our objective is to give to designers of future technological
devices some more precise and demanding criteria.

Our approach to use of technology by the ECS does not take into account the nature
of the technology. We consider that the criteria relative to the activity deployment are
fundamental, and therefore not dependent on specific technologies properties. From
techniques anthropology by Marcel Mauss [27] to contemporary authors in activity
ergonomics [28] fundamental questions remained present, althought renewed because of
the properties of the new tools. It gives our proposal a transversal and longitudinal validity
made necessary by the speed of contemporary technological changes. However, it has the
disadvantage to potentially mask important differences in what different technologies
can do. But it also allows us to propose a macro view and free this project from the
everchanging specific properties of new technologies. In our 2 case studies, we compare
a situation of interaction between an user and a cobot, with a situation of interaction
between an user and augmented reality glasses. It would be interesting to be able to map
the different potentialities offered by the ECS with the many technologies associated
with 4.0 Industry.

5 Conclusion

It is now classic to assert that the Human must be very much taken into account, also
in the 4.0 industry field. However, it is often found that technological implementation is
not associated with an enrichment of human work, especially from the operator point of
view. The ECS aims to provide more demanding critera for the technology use that can
guide design processes. The results presented here remain insufficients from this point
of view and deserve to be confronted with new case studies and other more experimental
works.
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Abstract. This study focus on queries formulation strategies when expert users in
amedical or computer science domain solved complex tasks. Tenmedical students
and ten computer science students had to perform four fact-finding search tasks
(two simple tasks and two inferential tasks) and six learning tasks (two exploratory,
twodecision-making and twoproblem solving tasks) in these twodomains.Results
showed that non-experts usedmore terms from task statement to build their queries
than experts did. Experts often produced new keywords than non-experts did.
Specifically, computer science experts used more keywords not specific to the
domain knowledge whereas medical experts used specific domain keywords to
formulate queries. These results are a beginning to better understand how users
are searching to learn when they are using Internet but further ergonomics studies
have to more explore this subject to create search systems adapted to Search as
Learning activity.

Keywords: Search as learning · Task complexity · Expertise domain · Query
strategies

1 Introduction

When users are engaging in information search (IS) activity with a search engine, they
are often faced with a lot of information they have to with regard to their objectives,
prior knowledge to achieve their search goals. (Sharit et al. 2015). Recently, many
researchers have emphasized the importance of improving current search systems in
a learning context because users often pursue an overall objective of acquiring new
knowledge (Gwizdka et al. 2016). To develop systems that fit users’ learning objectives,
it is important to consider user’s individual characteristics involve in this activity. Among
them, the level of prior domain knowledge play a central role. If many studies focused
on the role of prior domain knowledge on IS (Monchaux et al. 2015; Sanchiz et al.
2017a), in the Searching as Learning approach the impact of this variable need a better
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understanding specifically on users’ search behavior when they are solving complex
learning tasks. To this end, in the present study, we focus on query formulation strategies
with regard to the level of prior domain knowledge of users (i.e. experts vs non-experts)
and the type of search tasks to be performed (fact-finding vs learning tasks). First, we
present related work concerning the information search activity, particularly concerning
query formulations and the expertise effects. In the second part, we present the method
used to study formulation strategies of users. Then the results are presented and we finish
on the discussion with limits and the perspectives of further researches.

2 Related Work

The cognitivemodel of IS initially developed by Sharit et al. (2015) describe IS into three
main stages: 1. Planning: users have to build a mental representation of the search goal
from task statement and their prior domain knowledge. 2. Evaluation of information:
users have to compare their search goal stored in working memory with information
from Search Engine Results Pages (SERPs). 3. Depth processing and navigation: From
links selected just before, users access to information content (i.e. web pages, PDF…).
They may decide to process information more precisely by comparing their goal with
content or to navigate within several web pages. To plan the activity, to evaluate and to
process information content, prior domain knowledge allows building a more consistent
mental representation of the search problem, to be more relevant in the select of links
from SERPs and for analyzing the web pages content (Sanchiz et al. 2020). At the level
of query formulation strategies during IS, expert users are more efficient than non-expert
ones. They formulate more queries (Monchaux et al. 2015; Sanchiz et al. 2017a) and
longer ones than non-experts do (Hembrooke et al. 2005; Tamine and Chouquet 2017).
They also produce more new keywords (Monchaux et al. 2015; Sanchiz et al. 2017b)
linked to domain vocabulary (Sanchiz et al. 2017a; Tamine and Chouquet 2017; O’Brien
et al. 2020), than non-experts, who need to use the task statement to build their queries
(Sanchiz et al. 2017a, b). This is a major problem for non-expert users because they have
to get to relevant content to be able to learn new knowledge, but search engine results
pages depend on queries content (Vakkari 2016). In this way, the activity of search as
learning should be more critical for users without prior domain knowledge because they
do not have specific vocabulary to formulate queries allowing to get new information.

In addition, the information search activity depends on characteristics of tasks to be
performed. For instance, complexity of search task is often manipulated at the level of
task goal (e.g., Monchaux et al. 2015; Sanchiz et al. 2017a, b). For learning tasks, litera-
ture describes several complexity level. Firstly, the exploratory learning tasks, allowing
users to gain knowledge about a topic (Marchionini 2006). These tasks are open-ended
because several sub-goals may be carried on by users. Then, there were decision-making
tasks, in which the final goal is to select the better solution among several possibilities
and make the better decision (Campbell 1988). The sub goals consist to compare a set of
information leading to decision-making. This task is also open-ended, because several
answer are acceptable. To make choice, users have to define criteria related to the goal
to be achieve with regard to their level of knowledge. Finally, there is problem-solving
task, which needs the elaboration and the creation of a new set of information. Users
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have find the better path to achieve the goal, which is clearly specified (Campbell 1988)
and they have to re-use retrieved information.

The objective of this study is to better understanding how users formulate queries
depending on their level of prior domain knowledge according to the search and learning
task complexity.

3 Method

3.1 Variables

Independents Variables. IV1-Prior domain knowledge level (experts vs non-experts)
as between-subject factor. IV2-Task type (simple, exploratory learning, decision-making,
problem solving, inferential) as within-subject factor. IV3-Task domain (medical vs
computer science) as within-subject factor.

Dependents Variables. All dependents variables were recorded per search session (i.e.
to complete one task, user have to do one search session from the first query produced
to the close of navigator).

DV1a-Total number of new queries produced and DV1b-Query length: DV1a corre-
sponds to the total number of new queries submitted to the search box. If user submitted
the same query during his/her search session, only first production was computed. For
DV1b, query length was calculated as a mean of all queries produced divided by all
keywords produced per search session.

DV2-Total number of keywords used from tasks corresponds to the total number of
keywords used, which were terms contained in the task statement per search session.

DV3a-Total number of new keywords produced by users from not specific vocabulary
and DV3b-Total number of new keywords produced by users from specific vocabulary.
DV3a corresponds to the total new keywords not related to medical or computer sci-
ence domain produced by users per search session. DV3b corresponds to the total new
keywords related to medical or computer science produced by users per search session.

3.2 Participants

Twenty participants performed the experience: ten in computer science (6 males, 4
females) and ten in medical (5 males, 5 females). The age of participant was ranging
from 20 to 32 years old (M = 24.6 SD = 3.3), for computer science (M = 23.8 SD =
3.2) and for medical (M = 25.4 SD = 3.4). All of them were students in master degree,
five for computer science and two for medical, or were PhD students, five in computer
science and 8 inmedical.We selected students with similar level of information search to
avoid its influences on information search activity (Sanchiz et al. 2020). We controlled
this variable through pre-test online distributed from Qualtrics XM plateform, which
contained a self-efficacy scale in information search (Rodon andMeyer 2018). The total
score was calculated from the ten items proposed with a 4-point likert scale. There were
no significant differences between two groups (t(18)= 1.24, p> .05, computer science
students (M = 33.5 SD = 5) and medical students (M = 30.8 SD = 4.83). We also
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controlled the level of prior domain knowledge, through a self-report 5-point Likert
scale of prior domain knowledge. There was a significant difference for the computer
science knowledge self-report (t(18)= 5.5, p< .001), where computer science students
reported to have higher knowledge (M = 4.2 SD = 0.42) than medical students (M = 2
SD= 1.2). The reverse was obtained for medical knowledge (t(18)=−11.5, p< .001),
for which medical students indicated to have higher knowledge (M = 4.2 SD = 0.6)
than computer science students (M = 1.3 SD = 0.5). Participants also had to complete
a knowledge questionnaire in the two domains, with ten questions for each domain and
5 possible answers per question (one right, three wrongs and one “I do not know”).
Concerning the computer science knowledge test (α = .94), computer science students
obtained better score (M = 6.8 SD = 2.2) than medical students (M = 0.5 SD = 0.7)
(t(18)= 8.8, p< .001). We also found a significant difference (t(18)=−12.1, p< .001)
for the medical knowledge test (α = .84): medical students (M= 5 SD= 0.7) had better
scores than computer science students (M = 0.5 SD = 1).

3.3 Procedure

The study was in two stages. First, participants received a first mail containing a link
to the pre-test online (i.e. demographic information, age, level and domain of studies,
knowledge self-report scale, ten question tests, self-efficacy scale in information search).
Participants had to sign a free and informed consent. Second, given COVID-19 crisis,
we scheduled an appointment with each participant to provide him/her the experimental
material (i.e. general instructions, USB key containing the software for experiment that
allowed retrieving logs during search session and the instructions with task statements).

Table 1. Examples of task statements per domain.

Task type Examples of task statement

Simple Medical -What is the value of severe hyponatremia?

Exploratory Computer science - You want to learn more about "Big Data"

Decision-making Medical - An 83-year-old woman had an unremitting stroke 5 months ago.
On the stroke assessment, atrial fibrillation was discovered. She has fallen 3
times in the last two months. Should anticoagulant treatment be started?
After evaluating the risk-benefit ratio of starting anticoagulant treatment or
not, select the management that seems best for you and justify your choices

Problem solving Computer science - As part of your job interview, you will be asked to
create a resource that allows you to transcribe a text written in textos
language into a text written in a well-trained language. With information
collected on the internet, propose a general but precise methodology that
shows your assets and motivates the employer to hire you

Inferential Medical - A very young person comes in for consultation and presents a
sudden and transient onset dermatitis. By observing the lesions, we note the
presence of papules. At the rest of the clinical examination, adenopathy are
found. In your opinion, what does this patient suffer from?
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At the end of the experiment, all participants received a gift-card of 15 euros. During
search sessions, participants solved ten tasks: 4 fact-finding search tasks (i.e. simple
task and inferential task in each domain, computer science and medical domain), and
6 learning search tasks (i.e. exploratory learning, decision-making and problem solving
task in each domain too). Some examples of task statements per domain are introduced
in Table 1.

4 Results

For each dependents variables, we performed an ANOVA (repeated measures) on three
independents variables: 1. Prior domain knowledge level (experts vs non-experts) as
between-subject factor; 2. Task type (simple, exploratory learning, decision-making,
problem solving, inferential) as within-subject factor; 3. Task domain (medical vs com-
puter science) as within-subject factor. When ANOVA was significant, we performed
Scheffe post-hoc. All results with means and standard deviations are presented below.

Concerning the total number of new queries produced and their length, none
significant effect appeared (ps > .05).

For the number of keywords from task statement, the ANOVA was not significant
for the expertise (p > .05) nor the interaction between expertise and the task type (p
> .05). But, the ANOVA was significant for the interaction between expertise and task
domain (F(1,18) = 37, p < .001, ηp

2 = 0.70). Computer science experts used more
keywords from the statement for medicine tasks (M = 4.3 SD = 3.1) than computer
science tasks (M = 3.04 SD = 3.1) with p < .001. On the contrary, medical experts
used more keywords from the statement for computer science tasks (M = 4.22 SD =
2.73) than medical tasks (M = 2.8 SD = 2.8) with p < .001. The interaction between
expertise and task type and domain was significant (F(4,72) = 12.4, p < .001, ηp

2 =
0.41). For decision-making tasks, medical experts used more keywords from statement
in computer science (M= 7.4 SD= 2.8) than for medicine decision-task (M= 1.9 SD=
1), with p < .001. In addition, medicine experts used more keywords from statement in
computer science than computer science experts (M= 3.8 SD = 2.44; p< .05). For the
decision-making task in medicine, computer science experts used more keywords from
the statement (M= 5.7 SD= 3.3) than medical experts (p< .001). For problem solving
task in medicine, experts in computer science (M= 8.3 SD= 3.43) and medicine (M=
6.1 SD = 2.3) use more keywords from the statement than when solving the computer
science task, with experts (M = 2.8 SD = 1.6) and medical experts (M = 2.8 SD =
0.8) using p < .001 for both comparisons. For the inferential task in computer science,
medical experts used more keywords from the statement (M = 7.1 SD = 1.9) than they
did for the inferential task in medicine (M = 2.6 SD = 1.6), with p < .001.

For the number of not specific new keywords, the ANOVA did not reveal any signif-
icant effect of expertise, nor interaction between expertise and task type (p < .05). The
ANOVA was significant for expertise × task domain interaction (F(1,18) = 6.43, p <

.05, ηp
2 = 0.3): Computer science experts produced more not specific keywords (p =

.001) in computer science tasks (M= 2.9 SD= 2.8) than in medical tasks (M= 1.12 SD
= 2.8). They also produced more not specific keywords (p < .05) than medical experts
did in computer science tasks (M = 1.5 SD = 1.8) and in medical tasks (M = 1.10 SD
= 1.8) with, p < .05.
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For the interaction between expertise, type and domain, ANOVA indicated a sig-
nificant effect (F(4,72) = 2.8, p < .05, ηp

2 = 0.13). Post-hoc analysis showed that for
inferential tasks only, computer science experts produced more not specific keywords
(M = 5.6 SD = 3.53) than they did in the medicine task (M = 1.10 SD = 1), with p
< .001. Finally, computer science experts produced more not specific keywords in the
inferential computer science task than did medical experts in the inferential medicine
task (M = 1.2 SD = 1.5), with p < .001.

Concerning the main effect of expertise on the number of specific keywords, the
ANOVAwas significant (F(1,18)= 7.11, p< .05,ηp

2= 0.30).Medical experts produced
more specific keywords (M = 1.2 SD = 1.71) than computer science experts (M = 0.6
SD = 1.21). The ANOVA was not significant for expertise × task type interaction (p
> .05). The interaction between expertise and task domain was significant (F(1,18) =
23.8, p< .001, ηp

2 = 0.57):Medical experts formulatedmore specific domain keywords
(p< .05) in medical tasks (M= 1.90 SD= 1.80) than computer science experts in their
task domain (M = 0.80 SD = 1.20). They also formulated more (p < .001) than when
solving computer science tasks (M= 0.54 SD= 1.71) andmore (p< .001) than computer
science experts completing medical tasks (M = 0.44 SD = 1.26).

5 Discussion and Perspectives

The present experiment did not show any significant effect of expertise on number of
queries and their length. In contrast, significant differences appeared concerning the
keywords produced. Non-experts used more task statement words when these ones were
not from their domain, whereas experts when solving tasks in their domain used fewer
keywords from task statements. This effect was particularly true for decision-making
and inferential tasks. In addition, computer science experts tended to produce more not
specific new keywords (i.e. common language) in computer science than in medical
tasks. In contrast, medical experts tended to formulate more queries with more domain
specific words related to a high vocabulary in medicine when solving tasks in medicine
than the non-experts. Results showed that experts users translated easier learning task
goals to others terms, whereas non-experts needed to rely on statements. However, the
generation of new keywords tended to bemore not specific in computer science andmore
specific in medicine. This difference may be explained by the fact that computer science
vocabulary (e.g. software, programming…) are words fallen in the everyday language
whereas medicine words are more specific to this domain.

Onemain limit of this study is the sample size. Currently, we are retrievingmore data
frommoreparticipants in computer science andmedicine. In addition, to studyonlyquery
formulation strategies is not enough to understand relationships between search behavior
and learning. To bring deepen result interpretations, we will analyze the relevance of
the outcomes (answers) provided as well as variables from questionnaires completed
before and after each tasks (e.g. expected and perceived difficulty, self-perception of
answer quality). Finally, further studies should investigate the expertise domain on search
abilities during search as learning. The aim is to link search and learning variables
to determine difficulties experienced by no-experts users and how experts users do to
perform better than no-experts users during complex learning tasks? These studies will
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allow proposing new web navigational supports for users who are searching complex
information out of their domain of knowledge.
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Abstract. This paper aims to discuss issues raised by Artificial Intelli-
gence/Machine Learning (AI/ML) in work situations, in the light of literature and
an ongoing empirical study. Based on semi-structured interviews with 21 workers
and 15 designers, this study explores stakeholders’ viewpoints and experiences of
AI systems. The preliminary findings show the place and the use of AI systems
by workers in different situations, the issues of explainability and trust, the pre-
occupations of workers about the introduction of AI systems in work activities
and the transformations that it may cause. Finally, we discuss about an analytical
framework for analyzing and anticipating the consequences of AI systems onwork
activities and for designing these systems through a Human-Centered approach.

Keywords: Artificial Intelligence ·Machine learning · Ergonomics ·Work
transformation · Analytical framework

1 Introduction

Our societies have been experiencing fast and significant technological advances for
many years now.Among the latest technological advances, we arewitnessing an increase
both in computational power of computers and the generation and availability of huge
sets of data (so-called “Big Data”). These advances have opened a new era for Artificial
Intelligence (AI), particularly the field of Machine Learning (ML) which has become
dominant in AI. An AI system can be defined as a “set of algorithms, machines and
more broadly technologies in various forms (software, robotics, etc.) that are inspired
by or aim to imitate human cognitive faculties such as the perception, production and
understanding of natural language, the representation of knowledge, or reasoning” [11,
p.73].

Progress made in ML, particularly Deep learning techniques, have increased com-
puters’ performance in various areas such as image classification, object recognition,
natural language understanding and robotics. This progress have raised questions about
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their consequences on human activity at work, and, more broadly, on work. However,
the majority of discourses on these issues remains mainly speculative as they does not
rely on empirical studies of the actual or potential consequences of “new” AI systems
on workers’ activities.

The empirical study presented in this paper aims at filling this gap in analyzing
stakeholders’ (workers, decision makers, managers, designers) point of view on conse-
quences, risks and benefits of AI systems in work situations in France. It also aims at
defining an activity-centered framework which may help to explore the consequences
of AI systems on human activities and work organization, and to support the design of
AI systems for the workplace.

2 Literature Review: Current Issues and Challenges Around
Artificial Intelligence

Current AI systems offer several functionalities for work situations, for instance in terms
of information search, diagnosis, prediction, recommendations or “autonomous” execu-
tion of actions [11]. Many professional sectors, for example, health, justice, education,
defense and security, finance, transport etc., are concerned by the development and use
of these systems. For instance, AI systems can be used in the legal field to predict the
possible outcomes of a case before a court [5] or in radiology for the interpretation of
medical images [25].

The (potential) deployment of these systems in the workplace has generated the
discussion of different themes and issues, which can be summarized as follow.

Firstly, there is fear of a generalized replacement of workers by AI systems, associ-
ated with a new era of automation [7] or substitution [8]. Some studies have contributed
to this fear with statistical forecasting about the automation of jobs through AI in the
USA. It has been supposed that this automation may cause massive unemployment [10].
However, other studies have shown that the consequence of the new era of automation
will be rather the evolution and transformation of jobs than their disappearance [2].

Consequently, new transformations in organizations and work situations are
announced, for example in terms of the evolution of jobs [19], new forms of alloca-
tion of tasks between humans and AI systems [20] and the creation of “new” jobs, for
instance in the design of AI systems [31]. As an illustration, in radiology, the use of
AI is supposed to transform the radiologist profession to data clinician profession [22].
With the use of AI systems which take over “repetitive” tasks, the radiologist might
be able to concentrate on the more interesting tasks, the patient relational and the care
tasks [16, 22]. Delegating “repetitive” tasks to AI systems which would therefore help
humans to save time and use the saved time to develop social and relational skills [12,
21, 29] is a popular idea in the sense that it is also described as a potential benefit for
other work settings. For Mcafee and Brynjolfsson [20], all tasks that can be automated
should be delegated to machines. In this way, the machines would make decisions in
the well-known situation and the humans would take control of the decisions in new
situations. However some previous studies on automation show that leaving the human
out of the loop with the role of applying machines’ decisions is problematic [3, 24, 27,
28, 30].
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Another theme discussed in the literature has to do with the “relationship” between
human workers and AI systems. It is supposed that they could “collaborate” like “part-
ners” [6, 23]. But current AI systems are not able yet to support a real human type
collaboration [4, 33]. “Collaboration” or “partnership” are at best metaphors for human-
AI interaction. Another approach consists in seeing AI systems as tools which augment
human capabilities and in return, human can also “augment” AI system by developing
and training it [6, 15, 19].

Finally, the use of ML techniques and especially Deep Learning raise the problem
of explainability [33] and the issue of trust [17] in AI systems. Indeed, Deep Learning
uses multi-layer artificial neural networks to build “learning” models [13]. These mod-
els are trained with training data (many examples prepared by a human), so they aren’t
explicitly programmed. Some concepts and operations based on these techniques are so
complex that they can be considered as a black box [26] which raises the problem of a
lack of explainability or opacity. That means that it is difficult for humans to understand
how these AI systems work and produce their outputs. This lack of explainability can
have important consequences in work situations, while these outputs can affect humans’
decisions, behaviors and uses of the systems [33]. Lack of explainaibility can also chal-
lenge the trust in AI systems which becomes an important element for the design and
the use of these systems [1].

While all the discourses that point out these issues are important contributions for
reflecting on the (potential) use and consequences of AI systems on work, there is a lack
of empirical studies that give an understanding of these issues from the point of view
of stakeholders involved in the design of or concerned by these systems (e.g. workers,
designers, managers, decision makers). To fill this gap, we have conducted a study that
aims to understand and analyze stakeholders’ visions and experiences about the use of
AI systems, the risks, benefits and transformations of work situations. The next sections
present respectively the method and then the first results of this study.

3 Method

We conducted in France semi-structured interviews with 21 workers (radiologist, radi-
ology technician, radiology secretary coordinator, health manager, digital law lawyer,
innovation project manager, etc.) and 15 designers of AI systems (computer scientists,
representatives and managers of companies from the legal field, industry, medical imag-
ing and telecommunications that develop and commercialize AI systems). They have
participated to this study on a voluntary basis. As AI is progressively introduced through
different tools in radiology and law, these fields appeared as relevant for our study.

The collected data was subjected to a thematic analysis. The preliminary results are
guided both by this thematic analysis and the themes extracted from the literature: the
general understanding of what AI is; functionalities, uses, potential benefits and risks of
AI systems; the allocation of tasks between Human(s)-AI; AI systems’ potential conse-
quences on workplaces and their transformations; preoccupations about the deployment
and use of AI systems.
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4 Preliminary Results

In contrast to what speculative discourse disseminates about AI’s capacities, the inter-
viewees show a “realistic” conception of AI. The interviewees consider AI systems as
a tool, not as a “partner” or “collaborator”, which would be useful in terms of analysis,
sorting, synthesis or detection of meaningful information: “Artificial Intelligence is a
tool, a tool like any other but a very powerful tool” (Radiologist 1). They appear to be
aware of the limits of AI (for instance, its performance may be not enough for com-
plex tasks) and consider delegating to AI systems “simple” and “repetitive” tasks (for
example, classifications tasks such as filtering requests of medical examination) or tasks
that humans cannot perform (for example, analyzing big databases to extract important
information). This view is aligned with what is commonly expected from the application
of AI in work settings.

For some interviewees, the benefits of using AI systems can be multiple: saving
time, improving the quality of work or developing new skills: “It [AI system used in the
legal field] saves me time, and especially this time that I save, I can also invest it in the
search for an amicable agreement” (Lawyer of the family law). Some even talk about
“augmentation” provided by AI systems that would enable them to be more efficient:
“It’s really something (…) that will allow me to augment in that it will bring to me or
predigest everything that today with my own brain I am not able to do” (Innovation
Project Manager - telecommunications field). For others, AI systems could respond to
organizational problems, e.g. large volume of radiological examinations to be interpreted
or the overloading of the courts with cases that could be settled without going before a
judge: “It takes time to read an exam properly, and the number of exams means there is
no time to do it. I think artificial intelligence would save a lot of time on a pile of boring
exams” (Radiologist 7). However, there is no consensus on the benefits of AI. Some
workers identify a gap between their real needs and the functionalities of promoted AI
systems. For example, the following radiologist explains that hewould bemore interested
by an AI system that helps him in the task of managing medical imaging examination
requests than an AI system which assists him for the interpretation of medical images:

“In AI today, there are few people who are interested by this aspect, that is to say,
what happens before the acquisition of the images (…) before someone explains
to me that there are things that will interpret the images better than me and that it
will save me time, for a start, save me time on this [the task of classifying / filtering
requests of medical examination before the acquisition of the medical images]”
(Radiologist 3).

For others – e.g. in the legal field – this system may remain a “gadget” if it does
not bring new relevant information and if it isn’t able to take into account the specific
features and singularities of legal cases. For instance, the following lawyer tried an AI
system which is supposed to estimate the success rate of a legal case. He explains that
this system’s performance isn’t enough for his work: “We do case-by-case, it is [the AI
system] not precise enough (…) the analysis is absolutely not enough discerning. In fact,
it is a rather crude analysis i.e. they [this kind of systems] are telling us what we already
know. We have absolutely no added value” (Lawyer of the physical injury law).
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Several preoccupations about the consequences of allocating tasks to AI systems and
their use also appeared in the interviews. Four types of consequences emerged:

– intensification and complexification of work: “If you take away all your repetitive and
easy tasks, you are left with only the difficult tasks” (Radiologist 2);

– questioning of the professional’s expertise. For example, according to the intervie-
wees, the professional may be accountable and liable if he/she follows the machine’s
recommendations which produces unreliable outputs and his/her expertise can be
questioned: “In cases where the machine will say there is a 100% chance [of win-
ning], the lawyer loses, can a client seek the lawyer’s liability?” (Lawyer - digital law
field); “If I say I think it’s cancer and the algorithm says no, no, don’t worry, it’s not
cancer, I wasn’t sure I’m going to believe it, and later it turns out it’s cancer, what
happens? We’ll say the radiologist, he is bad [incompetent]” (Radiologist 3);

– reconfiguration of skills and professions following the deployment of AI systems. For
example, according to this radiology technician, the use of AI could increase his/her
value and enrich his/her occupation: “That [AI as a diagnostic aid] would open us the
door to the private practice [in France]” (Radiology technician 1). In this way, the
idea of using AI system as a diagnosis aid by paramedics is emerging.

– the replacement ofworkers. The intervieweesmentioned two types of possible replace-
ment. The first one is the replacement of some workers by other professional cate-
gories. For instance, in the medical imaging, if an AI system carries out radiology
technicians’ technical tasks, radiology technicians mention the possibility of being
replaced by nurses or nursing assistants for care tasks: “It’s never just a simple tool,
if one day the MRI [Magnetic Resonance Imagery] is able to work on its own without
the radiology technician, he/she [radiology technician] can be replaced by a nurs-
ing assistant or a nurse” (Radiology technician 2). The second one is the possible
replacement of worker who would not use AI systems by those who use AI systems:
“Those who do not do it today [use AI], the colleagues who work the old-fashioned
way, tomorrow will no longer have a firm, no more clients.” (Family Law Lawyer).

Finally, themajority of interviewees consider the possibility to workwith AI systems
on condition that the outputs provided by these systems are reliable and relevant. If not,
they could question the usefulness of the systemandmayhave less confidence in it: “From
the first error, we are going to discredit the machine much more than we would have
discredited a human because error is human, we do not accept that the machine makes a
mistake, we would say I would use the machine only if it is perfect.” (Lawyer - digital law
field). For some interviewees, the reliability and the capacity of explainability of an AI
system seem to participate in the building of trust in those systems. The explainability of
AI systems’ outputs and the control of its functioning seemalso to be essential becauseAI
systems aren’t considered as perfect machines: “They [AI systems] make huge mistakes
(…) and if you don’t have a doctor behind to say it’s nonsense… you always get a result
that’s what’s terrible with the machine learning.” (Radiologist 1). Moreover, in some
situations, the use of an AI system can lead to a phenomenon of over-trust in which the
degree ofworkers’ expertise seem to be important. For instance, the following radiologist
explain this kind of phenomenon:
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“The problem is that as soon as there was a very small variation in comparison to
the norm, it [the system] was labelling for example circumflex [an artery] the right
coronary or the opposite, and there are people who have made diagnoses (…)
with what the Automatic Coronary Detection System was saying, some people just
took what it [the system] was saying at face value and that led to inappropriate
treatment (…) in good hands it’s no problem, but... in inexperienced hands that
can’t criticize, it led to disasters (…) we trust blindly, we don’t know [human]
anatomy and we say, well if the machine says it must be this and [in reality] it’s.”
(Radiologist 1).

5 Discussion - Conclusion

The aim of this paper was to bring to light and discuss the issues raised by AI systems
in the context of work situations, from the stakeholders’ perspective. The first results of
our study outline various stakeholders’ preoccupations that echo – more or less - what
we can find both in the recent literature on AI and in past, Human factors/ergonomics
literature on automation and the design of socio-technical systems. For example, opac-
ity of automation, task allocation, trust, human-machine “cooperation” or augmented
cognition through computers have been studied since at least the 60s [9, 14, 18, 24, 32].

One of the first results from our interviews echoes the widely idea of the division
of tasks between human and AI by delegating “simple” and “repetitive” tasks to the
system. If in some well-known situations, using an AI system may be interesting (for
example, to save time), for specific and new situations, some AI systems seem not to
be yet efficient enough. The idea of a collaborative relationship between humans and
AI systems is growing in the literature. But in our interviews, AI is considered as a
tool which can augment human capabilities and not as an entity with which humans
should/could collaborate. The AI systems’ explainability seems important according
to the interviewees in order to understand the outputs produced by the system and to
trust it. As we have seen, this trust also seems to depend on the level of expertise
of the worker and the risks that the use of the system involves for him/her. Finally,
the interviewees are aware of possible transformations that may be generated by the
introduction of AI systems in their work. Thus, they also reveal some preoccupations
about their replacement, whether by AI systems or by other professional categories.

Finally, these findings from our study and the literature review has led us to outline
an analytical framework which includes several dimensions that seem to us important to
take into account in the design and integration of AI systems in work settings through a
Human-Centered approach:

– Place and usage of AI/ML systems in work systems: the functionalities of an AI
system, their usefulness and uses in work situations, the tasks allocation between
humans and AI system;

– Type of “relationships” between AI/ML systems and workers: how can workers and
AI system work “together”? What they can bring to each other?

– Explainability of AI/ML systems: the capacity of explainaibility of an AI system, the
type and the precision of explanations provided by the system;
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– Worker’s trust in AI/ML systems: the level of workers’ trust in an AI system and its
consequences on use of the system and on “relationship” between the system and
workers;

– Work transformations: what are the transformations in the organization and for the
different professions caused by the deployment and the use of an AI system?

The next step of our research is to consolidate this framework by an in-depth anal-
ysis of new data, understanding the role of AI project management and a social and
organizational context and testing this framework by mobilizing it in the context of the
design and the deployment of an AI system.

To conclude, some limitations of this study should be mentioned. It is limited to
the French context and is based for the moment only on interviews. It could then be
interesting to extend the study to other contexts in other countries where the AI systems
and their uses could be different, and mobilize other methods such as observation of
work activities to better understand and analyze work transformations in real situations.
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Abstract. The circular industry is increasingly at the heart of today’s preoccu-
pations, both through savings in raw materials and the development of a different
production method. This mode of production, which is more respectful of the
environment, questions us in ergonomics area. Remanufacturing is one of these
production methods, by its specificity of producing new products guaranteed as
«like-new condition» from used products. From an organizational point of view,
this activity takes root from a product in a variable state of wear and having
already lived a first life, before its reuse and its (re)valorization in a second life. In
order to understand this activity, the -industrial- request was oriented around the
question of mobilized skills by operators, treated here on the basis of individual
and collective operative regulations. This communication presents the results of
an intervention lasting several months on the skills mobilized by operators during
the appraisal -expertise- phases of the specific industrial remanufacturing process.
Our results show a plurality of sensory skills, developed through experience and
knowledge around the “potential” of each part and/or product. Based on these
results, a debate on the means proposed by the Industry of the Future is proposed
in order to consider the remanufacturing of tomorrow.

Keywords: Skills · Remanufacturing · Railway company · Operative regulations

1 Context and Interests of This Study

In a context where global industry is well aware of the multiple interests of undertaking
a circular mode of production, the right balance is pointed out between the reuse of
raw materials and the need to perpetuate innovation. Nowadays, several processes (e.g.,
recycling, reconditioning, remanufacturing, etc.) have emerged. This current research
fits fully into this context. As part of a project of the University of Grenoble (IDEX CDP
CIRCULAR), the objective is the analysis -by several disciplines- of these circular pro-
cesses. This project contributes to the transformation of used products into products with
high added value, viewing at the same time considering their development in Industry
4.0.

From the point of view of ergonomics, these new circular production processes
question us: on the one hand, on the organization of the work activity, on the other hand
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on the activity actually carried out and the skills mobilized by operators, to achieve
«like-new condition» products performance targets. Several elements are at the origin
of our thinking:

– Independently the line of business, companies are changing their production paradigm
by incorporating more circular ways of reusing their products and components, while
conserving the necessary energy and manpower [1].

– These processes are little studied from an activity point of view; consideration should
be given to these new and uncertain situations [2, 3], especially for remanufacturing
which falls within the scope of activities little studied until now in ergonomics [4].

– Few operators are trained and competent to respond the circular objectives pursued
by industrial players and their skills deserve to be studied [5, 6].

At that point, our research aims to capture the specificities of the remanufactur-
ing activity [7]. There are also questions about the integration of digital tools, piloted
management or even cobotics, but which will not be the subject of this communication.

The results of an intervention carried out on the remanufacturing activity in a large
French Railway company will be presented. Based on an analysis of the regulations of
operators, treated here as a mode of expression of skills, this research proposes to report
on this activity and to debate (in the discussion section) the possible integration of the
precepts of Industry 4.0 in this specific activity.

2 Theoretical Consideration: From a Little-Known Process
to Skills

2.1 From the Scarcity of Resources to the Production of «Like-New» Products:
Remanufacturing, a Process of the Future

Remanufacturing is a circular economy process whose originality lies in extending the
useful life of products, through secondary use or diverted use of the original function,
using as raw material components of end-of-life products [5]. In the world’s first article
presenting its concept [8], the term remanufacturing is reserved for products recovered
after user use, restored to «like-new condition». The work of Ijomah & Chiodo (2010)
[9] makes it possible to differentiate more specifically remanufacturing from other cir-
cular processes, which we can simplify at one such position: the guarantees granted to
remanufactured products are considerable and extend to all parts, the original identity
of the product may be lost in favor of another identity (eg, a given product becomes
another product by reusing parts of the given product), as much as upgrading is allowed
for remanufacturing. In that way, it is today considered to be the ultimate form of preser-
vation of the added value of products, in the sense that it allows a product to be given
a second life before considering possible recycling of materials [10]. Since it pursues
the objective of intervening down to the room level, it also has a known process (Fig. 1)
[11]:
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Fig. 1. The remanufacturing process (adapted from [11], p. 9)

2.2 From a Product with Variable Wear and Tear to a Remanufacturing Activity

By its process, remanufacturing takes place until the complete disassembly of the prod-
uct, from the main carcass (namely core, Fig. 1) to the part [7]. For ergonomists, the
recovery and expertise of returned products whose state of wear is variable changes
the activity and organization of production. Whether it is the dismantling of the entire
product and its sub-assemblies, its cleaning, its refurbishment and the combination of
remanufactured parts and new parts, the work activity prove to be specific. Indeed, as
this activity is still little understood, the scientific community highlights a crucial lack
of available operators with the skills to do so [6, 12]. In addition, the current literature
is scarce on the skills of operators. On the one hand, specific skills should be consid-
ered in the processing of cores (p. 59) [13]. Other authors consider that these would not
be specific skills, but qualifications required at each phase [14]. Other works support
their analysis around skills in the dismantling and repair of cores [15]. Also, experience
and know-how would be a prerequisite for carrying out the activity [16]. The work of
Andrew-Munot & Ibrahim (2013) highlights that the reduction of disassembly times
could be improved from the introduction of a highly qualified workforce (understood
here from the introduction of robots) [17]. Finally, problem-solving skills would also be
developed (p. 13) [18].
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2.3 Operative Regulations as a Way of Expressing Skills

To study the remanufacturing activity, we will approach it by means of the skills mobi-
lized by the operators, specifically by the operative regulations developed in the activity
in the work situation [19]. The concept of operative regulation can be defined as the
implementation of specific activities aimed at maintaining work performance, despite
the appearance of variability in working conditions or in the condition of the operator
[20]. Firstly, skills «include logical rules, including rules of causation and inference,
which end up constituting a kind of science, but localized to a restricted technical field»
(p. 15) [21]. On another note, the operator complements his competence by inventing the
ignored knowledge he needs to increase the information he perceives and the responses
he adapts to it, for example by re-drafting the rules [22]. We situate our research within
the framework of individual and collective regulations [22].

The research problem is as follows: how do operators diagnose what is recoverable
with a view to the possible remanufacturing of a product with varying wear and tear?
From our analysis, the question of improving possible human-machine interactions is
discussed with a view to possible learning situations integrating interactive machines
that we will keep under discussion (e.g., cobotic).

3 Methodology

Based on an industrial request on remanufacturing skills, this communication proposes to
present the results of a five-month intervention carried out with a French Railway main-
tenance company. The request queries the skills of operators in different phases of the
activity, including dismantling, reassembly and expertise. This communication proposes
to deal specifically with the expertise phases; anticipated expertise, at the start of the
process, during the process and at the end of the process. To analyze operator strategies
and communications as part of an analysis of three areas of this business (bogies, axles
and transformers), we performed a total of 16 open observation sessions. Subsequently,
we carried out 44 systematic observation sessions equipped with analysis grids on 18
male operators. The criteria used are the following: actions on the equipment, visual and
gestural exploratory strategies, type of object, movements and communications. Finally,
these observations were fed by the following 11 self-confrontation interviews on the
observations made.

4 Results of This Study

The expertise phases of the remanufacturing activity reveal fine analysis skills at different
sensory, material and cognitive levels, making it possible to classify the different states
and possible re-uses (i.e., maintained or diverted use). Indeed, based on our systematic
observations sessions, the use of tactile, visual and auditory senses by operators reflects
their experience on specific parts of the train in terms of wear but also knowledge of
product development. It appears that the expertise at the start of the process makes it
possible to carry out a general diagnosis by making decisions by the operators as to
whether or not to carry out the general dismantling of the train or subassemblies. These
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Fig. 2. The skills developed during the expertise phases of the remanufacturing activity

expertises also make it possible to orient the activity towards maintaining or diverting
the original use of the part. This is a real skill of operators to know how to use different
parts of trains or to substitute a part from one sector to another. It appears that the
expertise phases are based on a collective activity between the operators assigned to
the reassembly phases and the operators carrying out the expertise phases around the
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possible remanufacturing and an association between new parts and reconditioned used
parts. The data analysis made it possible to schematize our results (Fig. 2), in which we
propose to expose the skills mobilized by the operators at three levels of expertise: input
expertise, additional expertise (at part level) and expertises in the event of anomaly(s)
or unprecedented situation(s). In this figure, we can read for example that at the input
of the process, tactile regulations by the sense of touch (e.g., the operator rubs, touches,
presses, etc.) make it possible to have indicators of wear or material damage with the
aim to decide on further treatment.

5 Discussion and Perspectives

Although some similarities appear with other processes such as maintenance activities,
skills are specific to remanufacturing due to the high aspect of «potential» for salvage.
Each part has a potential that the operator exploits through its regulations in the activity.
This potential character, established from the fine analysis by the operator of the poten-
tially reusable state of core, leads to very fine decision-making skills. These regulations
are the result of knowledge acquired through reflective activity and through action, which
make it possible to mobilize skills that are finer than the initial task. On the one hand,
the collective dimension in the activity appears during collective decisions around the
remanufacturing carried out (i.e., keeping the identity, diverting the use of the product
or even disassembling it to explode the parts). On the other hand, the operator with
expertise through his experience makes a diagnosis and an extremely detailed analysis
of the entire product based on known usage criteria in order to formalize and transmit
his knowledge.

Based on the analysis of the skills of the operators in this expertise activity for parts
to be remanufactured, a gradual integration of Industry 4.0 tools can be envisaged in
certain forms. On the one hand and by way of example, digitized tools could be a support
to the operator’s activity tomanage input and output information data of the core and new
parts to consider. They can also facilitate manager-guided between operators at different
workstations (e.g., disassembly, reassembly, etc.). The integration of 3D technology in
the framework of the modeling of cores can also be a tool for facilitating exchanges, and
learning to allow more efficient management over time. On the other hand, considering
the extreme variability in the condition of a product arriving before remanufacturing, it
does not seem wise to focus on tools for managing a product line. In addition, any form
of integration of remote or autonomous control tools, without possible sensory expertise
at the visual, tactile and auditory levels is to be avoided.

Considering the scarcity of available resources, remanufacturing is understood as a
circular production process of the future. It makes it possible, through the activity of
operators with multiple skills, to give a used product a second life either by becoming the
same product again or by reintegrating into another product. This research work opens
up perspectives for ergonomic studies of the reference situations of the remanufacturing
activity for its future design. The gradual integration of digitalization and industrial com-
puterization raises questions about the development of expert skills made by operators
hitherto practiced in the absence of these new tools. It appears important to consider
training programs and to design suitable work organizations so that the remanufacturing
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technologies in the industry of the future are resources for the development of operator
skills.
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Abstract. Our paper describes the setup and the results of an empirical study on
comparison of usability and performance while using two different input methods
for training of nursing procedures in virtual reality: hand-held controller input
and markerless hand tracking. As part of a research project funded by the German
Ministry of Health, our study features the aseptic wound cleansing with tweezers
and swabs. Our results indicate that the input method could have no significant
impact on performance, but ratings on usability show a trend in favor of controller
input.
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1 Introduction

Training of nursing personnel requires trainees to adopt a wide range of fine motor
skills for various tasks, such as the aseptic cleansing of a wound during the change
of a dressing. As even slight inaccuracies in performing these tasks bear a risk for the
patients’ as well as the trainees’ safety, these procedures need extensive training. As
prequalification for physical training in a skills lab [1], Virtual Reality (VR) is already
under examination in a variety of research projects [2].

Our research is part of a project funded by the German Federal Ministry of Health,
focusing on digital prequalification for nursing trainees with migration background. The
solution pursued in this project will feature an overall range of 24 interactive, web-
based E-learning modules. A selection of these modules will come with an additional
implementation in virtual reality to allow practice of motoric aspects of the particular
procedure.

As input method, most VR systems usually include a pair of hand-held controllers.
These controllers act as physical “mediators” between the trainees’ real hands and their
virtual representations and so add an extra layer of abstraction. In addition, the physical
hand pose of the trainee does mostly not match the displayed pose of the virtual hand
in the simulation. Thus, this way of interaction might not be ideal for training of tasks
where fine motor skills are essential.
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Some VR Systems, for example the Oculus Quest [3], provide camera-based, mark-
erless hand tracking as an alternative input method. This is in many use cases robust
enough to allow the user to hold an object like a pair of tweezers. By doing so, trainees
could take up the same hand postures that are required in reality. Consequently, our
research focuses on the question whether there is a difference between hand-held input
and markerless tracking input especially concerning usability and performance.

2 Related Work

Virtual Reality is receiving increasing attention as a technology to complement classic
education and training in the field of nursing, as it enables students to train critical
procedures in realistic, repeatable interactive 3D scenarios without any risk to actual
patients [4].Whilemany established solutions use hand-held controllers as input devices,
recent studies present camera-based, markerless hand tracking as a promising alternative
that could provide a more direct and immersive input method [5]. In this context, a
study within the project “Virtual Skills Lab” [6] compares the usability of HTC Vive
controllers with LeapMotion hand tracking. The study shows no significant difference in
the usability of the two input methods, but it points out that participants need significant
less time to complete a specific training task when using hand tracking compared to
hand-held controller input.

A more recent study indicated a better performance and a lesser perceived difficulty
of the HTC Vive Controllers compared to Leap Motion hand tracking when used for
general interactions in virtual environments like gabbing, stacking and sorting small
objects [7].

3 Our VR Training Module for Wound Cleansing

Our virtual reality module for wound cleansing allows the user to practice the procedure
of an aseptic wound dressing change with all object as detailed, virtual replications of
real nursing equipment.

3.1 Training Scenario and Procedure

The module is set in the middle of a nursing room, as shown in Fig. 1.
To clean the wound, the user must grab the tweezers to pick up a swab, turn to

the patient and carefully move the swab over the surface of the wound. Movements
must happen unidirectional alongside the wound, to avoid touching the same part of
the wound twice, as this can lead to a wound infection. If the user deviates from this
trajectory, cleansing must start from the beginning. Multiple cleansing strikes must be
performed, and after each strike, the swab must be disposed into the cardboard tray, so
for each strike, the user needs to pick up a new swab. During the process, the user can
monitor the overall progress as well as errors above the wound in graphical overlay. At
the end of the process, the user must dispose the tweezers into the waste container to
end the training.
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Fig. 1. The user starts in front of a dressing trolley (1) next to a bed with a patient (2). One arm
of the patient is exposed and has an oblong-shaped wound of about 5 cm of length (3). Next to
the wound, a cardboard tray (4) is used to dispose used dressing material. The materials needed
in the following are set on top of the dressing trolley, including disinfected sterile ball swabs (5),
sterile tweezers (6) and a waste container (7). During the scenario, the user is wearing non-sterile
gloves (8).

3.2 Input Methods

Hand-Held Controller. The Oculus Quest uses two ergonomic controllers that are
tracked by multiple infrared sensors in the cameras in front of the head-mounted display
(HMD) [8]. The tracking supports 6 degrees of freedom (6DOF) to project the position
and rotation of the controllers in real time onto 3D hand models. Users can grab virtual
objects by pushing and holding the grip button (Fig. 2A).

Fig. 2. The Oculus Controller with button pressed (A) and markerless hand tracking with a pair
of real tweezers (B). Both input methods lead to the same posture of the virtual hand (C).
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Markerless Hand Tracking. The Oculus Quest’s camera captures both (left and right)
hand postures. The resulting image is interpreted in real-time by a neural network to
estimate the state of two correlating 3D hand models with 26 degrees of freedom each
[9]. Although working with acceptable stability under ideal conditions, tracking might
be lost if real world objects block the cameras view on the hands. However, it is possible
to hold small real-world objects that do not occlude the hands posture. The tweezers in
the wound cleansing scenario match this criterion.

The Oculus Integration Framework for Unity [10] supports gesture detection to
implement input for Hand Tracking. One of the predefined gestures is the pinching of
thumb and index finger to select and hold an object in VR. Since real tweezers are also
held with a pinch (Fig. 2B), this gesture is used as input to grab the virtual tweezers
(Fig. 2C).

4 Empirical Study

On January 21, 2021, we conducted an empirical study to test controller input and hand
tracking in our VR module on training of aseptic wound cleansing regarding usability
and influence on the performance of trainees during task execution.

4.1 Research Questions

1. Is there a significant difference in the perceived usability of the input methods
Controller Input and Hand Tracking in a VR training module for nursing?

2. Does the input method have a significant influence on the performance of trainees
while task execution (execution time, error rate)?

4.2 Test Design

We compared two versions of the VR module on training of aseptic wound dressing:
The first version used hand-held controllers as input device and the second version used
markerless hand tracking, holding a real pair of tweezers. Apart from the input method,
the two modules were identical. The order of the two modules was switched for each
user. The study was executed under laboratory conditions.

Participants. The sample comprised eight participants (4 female, 4 male) between 28
and 37 years of age with no experience in nursing. Six participants had low to moderate
experience with virtual reality; one participant was using VR on a regular basis. Three
participants had experience with markerless hand tracking.
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Procedure. The procedure of the study consisted for each participant of a pre-test and
two tests in virtual reality, each finalized by a questionnaire on usability. Participants
started the pre-test by filling out a questionnaire regarding their demographic data and
previous experience and running a test on visual acuity and stereopsis. After the pre-test,
Participants received instructions about the wound cleansing task and on how to use the
VR headset and the two respective input methods. They started with either the hand-held
controller input or markerless hand tracking. During execution, for both methods, time
to completion and number of errors were recorded for performance tracking. After each
run, participants filled out the SystemUsability Scale (SUS) questionnaire [11] to assess
the usability of the input method. Additionally, participants had the opportunity to give
free text feedback for each of the input methods. The study lasted 62 min on average.

4.3 Results

Performance. The means and standard deviations for the time needed to complete the
VR module and the number of errors made during the training are reported in Table 1.
The Shapiro-Wilk Test indicated a normal distribution for all four data sets, so a paired
samples t-Test was used for comparison. However, no significant difference between the
execution times or the error counts can be detected.

Table 1. Means and standard deviations of the time to complete the VR module and the number
of errors made during the task for controller input and hand tracking.

Controller input Hand tracking

Mean SD Mean SD

Execution Time (s) 46.34 19.58 86.60 52.94

Number of Errors 0.25 0.46 1.38 2.77

Usability. Figure 3 shows a boxplot of the usability scores for both input methods.
According to the mean SUS scores grading system [12], the hand-held controller input
was rated with the grade A (M = 83.75, SD = 8.02) and markerless hand tracking was
rated with the grade C (M = 70.94, SD = 11.18). The Shapiro-Wilk Test indicated
a normal distribution for both data sets, so we conducted a paired samples t-Test. It
reported a significant difference between the two input methods with a strong effect size
(t(7) = 4.26, p < 0.0037, r = 0.85).
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Fig. 3. Boxplot diagram of the SUS scores with the mean (large dot), median (vertical line),
interquartile range (box) and minimum and maximum values (end of horizontal lines) for the
hand-held controller input method (blue) and markerless hand tracking method (yellow).

4.4 Discussion

The difference in performance is not significant, but it indicates that the VR training
scenario takes less time and participants make fewer errors with the hand-held controller.
Still, this hypothesis needs verification with a larger sample size.

The SUS scores for the perceived usability show a statistically significant difference
between the two input methods in the selected VR training scenario. A cause for this
could be the more stable and precise tracking of the hand-held controllers in comparison
to the markerless hand tracking.

Another cause could be the divergence between the haptics and the visual perception
of the tweezers when using markerless tracking with real tweezers. Some participants
reported they felt the real tweezers in a slightly different position in their hand in com-
parison to the virtual tweezers’ position. In consequence, they occasionally confused
the position of the tweezers and deviated from the trajectory. Further studies with larger
sample sizes should investigate this assumption.

5 Outlook

In the future, we plan extended investigations on the value and effects of virtual reality
on training in nursing. Apart from the input method, coming studies include further
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parameters of design space, like realistic ambient sound or the interaction virtual patients.
To examine the effectivity of the VRmodules as a pre-qualification for skills lab training,
samples with also comprise actual nursing students. Additionally, we will investigate
the quality of the VR modules’ user interface design with eye tracking technology.

This project is funded by the German Ministry of Health.
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Abstract. Intensive care patients that are weaned frommechanical ventilation are
facing substantial communication problems due to their limited ability to com-
municate verbally. This can lead to stress, misunderstandings, prolonged healing
processes and a delirium. This paper describes the development of an application
supporting the management of pain which is part of a larger system supporting
patient needs. In aHuman-centred design process, we analyzed both state of the art
and context to narrow down and specify requirements, before we iteratively devel-
oped a high-fidelity prototype allowing patients to select and express their pain
parameters like intensity and location, helping medical staff to initiate appropriate
pain management.

The prototype was rated positively in an evaluation conducted with 10 nursing
and usability experts. Their qualitative feedback also showed someminor usability
issues to be addressed. Building on these positive results, planning processes for
studies with former and actual weaning patients can be intensified.

Keywords: Mechanical ventilation · Weaning · Intensive Care Unit ·
Human-centred design · Human-computer interaction · Augmentative and
alternative communication

1 Introduction

Patients in intensive care units (ICU) are often mechanically ventilated through an endo-
tracheal tube. They are connected to several lifesaving and monitoring devices through
intravenous lines, feeding tubes, drains, catheters and more.When awaking from uncon-
sciousness, many patients experience severe difficulties communicating even their basic
needs to healthcare staff and relatives, causing stress for everyone involved. Research
results indicate that the communication taking place is often insufficient and, as a result,
care-relevant patient needs are insufficiently recognized by the healthcare staff [1].

In the project ACTIVATE1, researchers determine solutions to improve the situation
of weaning patients by addressing the problems described above. The primary goal of the

1 https://projekt-activate.de; funded by the German Federal Ministry of Education and Research.
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ACTIVATEproject is to develop an interactive system supporting patient communication
[2]. Patients interact with the system using an innovative, ball-shaped interaction device
called “BIRDY” [3], which is developed within the project and explicitly designed for
the ICU context. The built-inmovement sensor technology allows detecting gestures like
tilt left/right and squeeze which were designed to be easily performed by ICU patients
lying in bed.

A main feature of the interactive system is the communicator application. It is
intended to compensate for the lack of the patients’ verbal communication skills and
allows them to communicatewith healthcare staff or visiting relatives through predefined
statements and questions. Although this method is suitable for general communications,
the requirements for pain management differ and several methods for assessment of
pain to rely on are already established. Puntillo [4] describes that pain of non-verbal
patients is typically assessed externally by healthcare staff using observation-based pain
scales, while insufficiently treated pain is one of the most frequently reported strains
[5]. Tools supporting self-assessment of pain could provide a real benefit. This led to the
development of a specific sub-module supporting self-assessing pain management that
is described in this paper.

2 State of the Art

Before starting the actual development, it is important to know the state of the art and
related work. Two domains were reviewed as a preparation for the development: estab-
lished pain assessment instruments (PAI) in Germany and digital tools to support pain
management for patients.

Pain assessment instruments include scales to assess pain intensity. They allow sys-
temizing the subjective data of the affected patients. As the application should be used
in German intensive care units, the focus lay on German pain assessment instruments.
Depending on cognitive and communication skills, two types of assessment are used:
self-assessment and external assessment.

The pain visual analogue scale (pain VAS) is a measure of pain intensity based
on a 100 mm long line between no pain and unbearable pain, where patients mark
their perceived pain value. The evaluation is performed by measuring the specified
section length in millimetres [6]. The numeric rating scale (NRS) extends the VAS with
intervals marked with numbers from 0–10 (or sometimes 0–20) with equal spacing [6].
The verbal rating scale (VRS) uses 6 points based on the verbal description (nil, mild,
moderate, severe, very severe, unbearable). The smiley analogue scale (SAS) consists
of 5–6 smiley faces, where the pain corresponds to the facial expression [7]. All of them
are unidimensional measures and established scales. The German pain questionnaire is a
multidimensional pain measurement scale and is standardized to assess chronic pain. It
includes a body sketch to locate the pain [7]. Another multidimensional instrument is the
pain diary where pain can be documented over a period [7]. The pain of weaning patients
is due to cognitive and communication deficits typically externally assessed, thus we
also reviewed established, experimental, and other currently used instruments like for
instance the behavior pain scale (BPS), Dolophus, Zurich Observation Pain Assessment
(ZOPA) [7–9].When discussing the existing instruments, we agreed to consider as many
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aspects as possible of the reviewed self-assessment scales, while the external assessment
scales did not provide any aspects to rely on.

Furthermore, several approaches for compensating communication deficits andoffer-
ing pain management are described in the literature, using touch gestures, buttons, or
eyemovements. Approaches on assisting communication not explicitly specified on pain
communicationwere reviewed earlier [3]. Using smartphones and tablets has been inves-
tigated, but still seems not suitable for everyday usage in critical care settings [10]. The
app stores offer several pain management apps (i.e. [11, 12]). In many reviewed cases,
medical experts were not involved in development [13]. Tests with the Vida-Talk iPad
application showed promising results [12]. LifeVoice [14] showed promising results in
a pilot study testing their universal communication system on a monitor attached next
to the bed, that can be controlled using touch gestures, physical buttons or eye-tracking
as input methods.

Most approaches focusing on pain communication combine different scales uniting
their advantages [11, 12, 14]. Several of them provided valuable insights for our devel-
opment, including choosing the intensity and location of the pain, and probably also the
quality. These aspects now had to be adapted to our system based on specific interactions
consisting of using BIRDY gestures to navigate and select [3].

3 Methodology

Following the Human-centred design approach described in ISO 9241-210 [15], expert
interviews were conducted with experienced ICU nurses and nursing researchers (n =
3) to gather information about the context and design implications. Combined with data
from our literature analysis (see Sect. 2) requirements were specified that led to the
design of a first low-fidelity prototype. It was formatively evaluated by six usability
and four nursing experts (10 in total) and the insights led to a redesigned high-fidelity
prototype. Again, it was tested in a usability evaluation by seven usability experts and
three nursing experts.

3.1 Requirements

The context and literature analysis led to the following set of requirements with different
priorities: Patients must be able to select their pain intensity (R1) and their pain location
(R2). Selecting pain quality (R3) is optional. Patients must be able to edit their choices
(R4). The application must be integrable into the overall ACTIVATE interaction concept
(R5), where the preferred interaction gestures should be tilt left/right to navigate and
press to select (R6a). Tilt upwards/downwards should be avoided (R6b), as they might
be perceived as uncomfortable. Additional requirements were derived from health status
and situation of the user group described in the expert interviews. Previous and current
selections must be displayed clearly understandable (R7). Interactions should be as
simple as possible (R8), and the interaction costs must be as low as possible (R9), as the
patients are actively perceiving pain. Also, each aspect of the application must be easily
understandable (R10) as the attention might be limited.
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3.2 Development of Design Solutions

Several iterations were passed to design and evaluate different concepts. The resulting
prototypes are described below.

The first prototype (see Fig. 1) was designedwhen the interaction device BIRDYwas
still in an early phase of development, meaning the set of potential interaction gestures
were not finally discussed and selected. The prototype based on a 4-step guided process
with questions about the specific pain location, the pain intensity, the pain type, and a
summary page.

Users were able to select front, back, or whole body and then navigate through
a body map to select the specific body part. A pain scale combining benefits from
smiley pain scale, numerical rating and visual analogue scale allowed them to select
the pain among different complexities of pain assessment on the next view. The pain
type page (borrowing items from the German pain questionnaire) allowed to select
a characterization of the pain. The summary view showed a visual summary of the
selection and provided options to edit or finally confirm the choices. Also, after each
single process step, the user was able to edit the choices.

The results of the formative evaluation were mixed. The overall process with its
steps results in a broad description of the pain, which is valuable information for nurses
and doctors. Still, the whole application seemed to be to complex (even for experts)
and especially the interaction design was rated improvable. Some participants were not
able to complete each given task. Especially navigating vertically through the body map
using the given horizontal interaction gestures (left/right) had a confusing effect on some
participants. Considering the target user group having pain, we decided to focus on easy
usage and low complexity, remove some functionality and redesign the application.

Fig. 1. Interface of the first prototype, where patients select their pain location on a body map.

The second prototypewas designedwith the intention to reduce complexity by hiding
elements when they are not needed. When starting the application, clear instructions are
displayed (“Choose your pain level first and then your pain location”). The presentation
of the pain level picker was visually improved (see Fig. 2.) and unobtrusive animations
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were added. The choice of pain location was simplified, as the body map was replaced
by simple buttons and the number of choices was reduced from 52 to 13. The second
prototype allows to choose between head, upper body, arms, legs (each time right, left
or both sides) and everywhere. We discussed these design decisions with our advising
nurses, and they stated that an approximate location would be sufficient. After choosing
the location, selections are displayed, and a simple contextmenu is displayedwhere users
can select to confirm or to edit their choices (this reopens the corresponding dialogue).
After editing pain level, users reconfirm the pre-selected pain location to get to the
summarizing screen.

Fig. 2. Second high-fidelity prototype interfaces for selecting pain intensity and location.

4 Evaluation

A formative evaluation with experts was conducted to test the usability of the second
prototype. Seven usability and 3 nursing experts (60% male) between 25 and 55 (M =
32.1, SD = 8.42) evaluated the prototype in a remote usability test.

4.1 Methods and Procedure

First, the participants were informed about the procedure and demographic informa-
tion was filled in using an instance of the online survey tool Limesurvey. They were
instructed about the scope of the project, the application, and the controls. Normally,
BIRDY would be used to control the prototype; due to the remote situation, the alter-
native controls were the enter and arrow keys left and right. We used the think-aloud
protocol to get precise information about potential usability problems the participants
experience. They performed two tasks: first, they had to select pain intensitymild on level
2 located in the left leg. In the second task, they had to edit their pain intensity to level 4.
When they had finished the tasks, they completed a comprehensive questionnaire (based



Supporting Pain Management for Mechanically Ventilated Intensive Care Patients 655

on [16]) with various questions about interaction design (dialogue principles described
in ISO 9241-110 [17]) and information design (principles for the presentation of infor-
mation described in ISO 9241-112 [18], each principle includes up to 10 items). Further
questions were related to feedback about the specific user interface elements and how
(un)obtrusive animations were perceived.

4.2 Results

All participants solved the given tasks without any problems. Overall, the interaction
design principles were rated as fulfilled. 100% of the participants rated suitability for
learning (1 answer rated it as not verifiable), suitability for the task, conformity with
user expectations, self-descriptiveness, and error tolerance as fulfilled. Controllability
was rated as fulfilled by 77,8% of the participants (rated not verifiable by 1 participant).
Suitability for individualization was rated as not verifiable by 9 out of 10 answers (1
answer stated it was not fulfilled). Principles for the presentation of information were
also mostly rated as fulfilled (see Table 1). 80% of the participants rated the usage of
animations as about right (one participant each wanted to have more/fewer animations).
Three principles (design of text input fields, input prompts and error messages) were
discussed as not applicable and were therefore rated consistently as not verifiable.

Table 1. Principles for the presentation with the corresponding mean value (M) and standard
deviation (SD) of the fulfillment ratio (FR); values < .33 = insufficient, ≤ .66 = satisfactory, >
.66= good– excellent.

Principle M_FR SD_FR

Interface layout 1 0

Use of colors .98 .08

Labelling of interface elements .96 .07

Menus .96 .13

Textual content .95 .10

Grouping of interface elements .94 .13

Five Participants did not like that they had to reconfirm pain location after editing the
pain intensity. Theywouldprefer to bedirected straight to the contextmenu. Furthermore,
five participants recommended using graphics supporting the choice of pain location.
Three participants discussed the order (pain level or pain location first), two of them
would prefer to select pain location first, one of them approved our choice selecting
pain level first. Further comments suggested slight improvements in labelling, wording,
pre-selections, button order and size, icons, and other design-related issues. Also, topics
like selecting multiple pain locations with different pain levels, offering more potential
pain locations (for instance belly, breast, back, wound pain).
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5 Discussion and Further Research

In this paper, we described the development of an application for the ACTIVATE-system
supporting painmanagement formechanically ventilated and verbally impaired intensive
care patients. It is a part of a larger application supporting communication processes
in this context. In a Human-centred design process, we iteratively developed a high-
fidelity prototype allowing users to select their pain intensity and pain location, which
is necessary and sufficient information for medical staff to initiate appropriate pain
management. Experienced nurses as well as usability experts were involved during the
whole design process of two prototypes and contributed valuable feedback,most recently
in the expert evaluation described in Sect. 4. Interaction design and information design
were rated positively. The suggested improvements for both the redirection after editing
pain intensity and using graphics supporting the choice of pain location are plausible and
will be discussed. Extending the main management process to allow choosing multiple
pain locations might also be a potential useful improvement. Next steps are to implement
several suggested improvements and test the applicationwith users. A two-step approach
is planned for this. First, former weaning patients test the application in a laboratory test.
After that, a clinical trial should provide evidence, if actual weaning patients can use the
system and if communication processes can be improved by the system.

Acknowledgements. We would like to thank Raul Kakkar for his contribution of the first pro-
totype in his bachelor thesis, all colleagues of the ACTIVATE project and all participants of our
evaluations.
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Abstract. Errors in interactions with Voice Assistants (VAs) are still recurrent,
but evidence shows that users try to repair interactions by applying error recovery
strategies and that such tactics are affected by VA responses. Although previous
studies have addressed this matter in voice-based interfaces, VAs have specific
characteristics that demand new investigations. Thus, this study aimed to under-
stand the relationship between different types of VA responses and users’ error
recovery strategies. We conducted usability tests followed by debriefing sessions
with VA users and identified categories of VA responses and user behavior. Our
findings echo previous studies that pointed to VA responses as a source of under-
standing about the VA. While speech recognition issues were dealt with changes
in pronunciation and repetition, participants approached unintended feature exe-
cutionwith exploratory behavior. Finally, when users received instructions on how
to proceed, they followed recovery paths, indicating the importance of support for
error handling. However, our findings show that HF/E specialists need to carefully
design such guidance to accommodate users’ preferences and achieve successful
recoveries.

Keywords: Voice assistants · Voice interfaces · Error recovery ·
Human-computer interaction · Usability

1 Introduction

Voice Assistants (VAs), such as Siri and Google Assistant, are artificial intelligence-
powered virtual agents that can perform a range of tasks in a system, which users inter-
act through a voice interface that may be supported by a visual display [15]. Although
increasingly popular, users’ interactions with VAs are not free from errors: the literature
shows that communication failures are recurrent, as VAmisrecognize queries [3], strug-
gle to understand accents and foreign languages [3, 8], and are unable to bear contextual
references of time or space [8, 9].

Despite facing failures, evidence shows that users apply error handling strategies
to continue interacting with VAs. Beneteau et al. [1] analyzed users’ interactions with
Alexa and showed that users try to repair communication by repeating requests, adjust-
ing a command’s meaning, wording or structure, and modifying pronunciation (i.e.,
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sound, volume, and rhythm). Likewise, Yarosh et al. [13] and Cheng et al. [2] observed
children’s interactions with voice interfaces and identified that children employed repair
strategies as changing pronunciation, repeating commands, replacing words [2, 13],
adding information [13], and speaking louder [2].

However, users do not randomly employ such tactics. Instead, the way voice interac-
tions are designedmay be significant for users’ choice of repair strategies. Porcheron and
colleagues [11, 12] observed users’ interactions with conversational agents and showed
that VAs’ responses were indicators for failures, serving as resources for users to under-
stand trouble sources [12]. The authors argued that users tend to reason and interpret
VAs’ outputs to identify errors and reformulate commands [11]. Accordingly, Kim et al.
[6] conducted a simulated driving experiment and observed a significant effect of a voice
interface’s responses on participants’ understanding of error sources and behavior. Sim-
ilarly, Myers et al. [10] showed a relationship between obstacle types and error handling
tactics by participants using a voice-based calendar.

Although the literature indicates that error recovery behavior is related to voice
interface responses, VAs, by design, are remarkably different from other speech inter-
faces. Firstly, since VAs can perform several tasks, a wide range of responses may be
provided for users. Moreover, VAs support natural language, increasing the number of
words and phrase structures users may apply, as remembering pre-programmed com-
mands is unnecessary. Due to these characteristics, examining the relationship between
VA responses and users’ error handling strategies is still needed. This study aims to
understand the relationship between different types of VA responses and users’ error
recovery strategies. To this end, we created three research questions (RQ):

• RQ1: What are the types of responses provided by VAs?
• RQ2: Which strategies VA users apply to handle errors?
• RQ3: How are VA response types related to users’ error handling strategies?

2 Method

To answer these RQs, we conducted usability tests followed by debriefing sessions. This
method allowed us to observe both users’ error handling behavior and real VA responses.
Rather than pre-defining types of VA outputs, this exploratory observation was needed
due to VAs’ unique interactional features mentioned above.

The participants (n= 20) were Brazilian smartphone users who used at least one VA
– Siri and/or Google Assistant (GA) – at least once a month. We chose Siri and GA since
these were the most commonly used VAs among respondents of a previously conducted
survey. Users were recruited by social media and chat apps.

The usability tests had a within-subject design in which participants had to perform
six tasks usingSiri andGAona smartphone. In this paper,weonly considered for analysis
the task with the higher incidence of errors: adding an appointment to a calendar. The
task revolved around the scenario of a musical concert that users were hypothetically
interested in attending. A Motorola G4 Play running Android 7.1.1. OS was used for
GA and an iPhone XR running iOS 12.4.1. for Siri. We recorded users in video and
audio and used apps to capture the smartphones’ screens. Moreover, for users to express
emotional responses, we employed the emocards [see 4].
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The usability tests were arranged in three parts: 1) introduction, 2) two rounds of
task performance, and 3) debriefing session. In the introduction, participants read and
signed a term of consent and filled a digital form to gather profile data. The moderator
provided an oral explanation concerning the experiment’s goal and procedure.

Users performed tasks through Siri and GA. Independently of their previous experi-
encewithVAs, each round startedwith guidance, a training session onVA activation, and
a trial task (ask for a joke). This preparation aimed to get participants familiarized with
the VAs so that learnability would not affect the results. To mitigate order presentation
bias, half of the users started the test with Siri and half with GA.

For the calendar task, users were instructed to add an appointment to the calendar
with a title, date, time, and place. Themoderator orally guided users through a previously
scripted instruction and provided cards with the event’s details, as exemplified: “You will
attend Sandy and Junior’s concert and decide to add an appointment to your calendar
with this title, date, time, and place [points to the card].” Thereafter, participants chose
an emocard [4] to illustrate their feelings towards the task.

In the debriefing sessions, the moderator asked users about the reasons behind their
emotional responses andwhether they utilized aVA to perform the tasks in their routines.
The tests were conducted fromSeptember toNovember 2019, and sessions lasted around
45 min. The procedure was validated through pilot testing.

For the data analysis, the video recordings were reviewed for analysis, and users’
queries and VA responses were transcribed into a table sheet. Thereafter, we followed
three steps to address the RQs. Firstly, we coded all VA responses that presented or
proceeded an error using a bottom-up approach to identify VA response types (RQ1).
The same procedure was applied to commands uttered by users in response to VA
outputs, therefore unfolding user strategies (RQ2). We excluded system outputs and
user commands that preceded errors from the analysis as this study focuses on error
recovery. VA responses or user queries recurrently fell into more than one category and
were coded as belonging to all relevant categories. As for RQ3, we counted how many
times each strategywas applied immediately after each response type (Fig. 1).Moreover,
the debriefing interviews were transcribed, and statements that explained user behavior
or displayed their understanding about VA actions were identified.

3 Results

3.1 Response Types and User Behavior

Eight types ofVAresponseswere identified in the analysis (Table 1). Instructionswere the
most common response types (51,7%) since they comprised not only explicit directions
but also questions and confirmations, which were frequently necessary steps to complete
the task. The other 48.3% of the responses were caused by errors (1–7). Speech recogni-
tion issues (3–5) accounted for 38.4% of such mistakes, although a misrecognition error
was the least frequent. As a consequence, these issues led to Wrong Information errors
(21.9%), but VAs also added wrong details despite failures in speech recognition. Differ-
ent Task were recurrent among errors (26.5%) and included tasks unrelated to managing
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the calendar (e.g., web search) and unrequested calendar features (e.g., showing sched-
uled appointments). Error Messages (7.3%) and Request for Manual Interaction (6%)
were infrequent failures.

Table 1. VA response types.

Response type Description

1- Different task (n = 40) The VA perform an activity or task other than the
task required

2- Wrong information (n = 33) The VA adds the wrong details to the appointment

3- Input failure (n = 27) The VA does not capture any part of the user’s
command

4- Interruption (n = 19) The VA stops to capture input halfway through
users’ command

5- Misrecognition (n = 12) The VA misrecognizes one or more words in the
input

6- Request for manual interaction (n = 9) The VA asks the user to interact manually to add
information, save, or cancel events. This was
considered an error type as users consider requests
for manual interaction as a nuisance [3, 9]

7- Error messages (n = 11) The VA explicitly tells the user that an error has
occurred (e.g., “Sorry, I didn’t understand”) or that
it cannot perform the task

8- Instructions (n = 178) The VA explicitly tells the user how to proceed in
case of error or offer directions to move the
interaction forwards (e.g., “Say ‘yes’ to save”).
Questions (e.g., “What is the event’s title?”) and
confirmations (e.g., “I created the event”) were
considered indirect instructions as they provide
cues to advance interactions. We considered for
analysis instructions that were provided after or
along with an error or that preceded changes of
approach

Table 2 shows the detailed descriptions for user strategies.UsersChangingProsody in
response to VAs’ outputs were the most recurrent strategy (34.6%). Changing Approach
(18.1%), Adding or Removing Information (17.7%), and Repeating a Command (16%)
had a similar frequency of observations. Referencing a Past Interaction (9.5%) and
Touching the Screen (4.1%) were the least preferred strategies.



662 I. Motta and M. Quaresma

Table 2. User strategies.

User strategies Description

Repeating a command (n = 39) The user repeats the command to the VA exactly or
similarly to the previously uttered command,
maintaining the query’s meaning (e.g., “Edit event”
becomes “Modify event”)

Changing prosody (n = 84) The user adjusts their command by changing phrase
prosody: “the rhythmic pattern that results from the
relative durations and relative stress levels of its
syllables” [5, p. 371]. Speaking faster or
hyperarticulation (i.e., “speaking more slowly, more
loudly, and more clearly”; [14, p. 2]) were considered
changes in prosody

Touching the screen (n = 10) The user touches the screen to add the appointment’s
details or answer VAs’ confirmation request (i.e.,
click “save” or “cancel”)

Referencing a past interaction (n = 23) The user mentions a past interactional turn to
complete the task. References were explicit (e.g.,
“alter the last event created”) or implicit (e.g., “add a
place in the event [I just created]”)

Varying information amount (n = 43) The user changes their commands by adding or
removing entities (e.g., verbs, nouns) to commands in
the same approach. For example, users add
information by changing “add an event to the
calendar” to “add ‘Show Sandy & Junior’ to the
calendar on November 9th at 9 pm at Parque
Olímpico”) when starting over

Changing the approach (n = 44) Users varied how they approached the task after an
error, i.e., took different completion paths to
overcome obstacles. Four approaches were identified:
Starting Over (restarting the task from zero), Editing
(editing an incorrect appointment), Opening the
Calendar (opening the calendar to view events), and
Giving Up. Figure 2 shows the percentage for each
approach applied after each VA response. However,
we observed that users also Changed their Approach
as a way to handle failures, and thus considered it a
recovery strategy

3.2 Relationship Between VA Responses and User Strategies

Participants seem to have varied their strategies for different system responses (Fig. 1).
We also observed that users followed approaches differently when faced with varied
response types (Fig. 2). To facilitate visualization, we grouped Interruptions, Input
Failures, and Misrecognition as they are results of Speech Recognition Issues.
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Fig. 1. Number of User Strategies employed after each category of VA response.

Firstly, users frequently Varied Information Amount from their queries and Changed
Prosody and Approach when faced with Different Task errors (Fig. 1). As observed in
the debriefing sessions, varying information amounts may be an indicator of exploratory
behavior, that is, changing their queries to understand how to speak. Users reported that
there is a “right way” to speak with the system and had to change the way they posed
queries: “I’m speaking wrongly. I’d even try to speak better to check if it returns [an
appropriate result]. (…) Did I try to reformulate?” (P19). Nevertheless, some of them
were unsure about how to speak: “I feel like I don’t understand how [the VA] was devel-
oped, how it thinks” (P15). Results in Fig. 2 strengthen the possibility that users were
uncertain about how to approach these outputs: Starting Over had the higher percentage,
but Editing and Opening calendar were also recurrent, suggesting that Different Task
may not lead to an obvious recovery path.

Fig. 2. Percentage of User Approach employed after each category of VA response.

Although prosodic changes were common for Different Task, they were recurrent for
all response types, as participants seemed to have employed this tactic independent of
system responses. However, this strategy was persistent for Speech Recognition Issues
(39.8%) and Instructions (41.7%). We believe that such a high number of prosodic
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changes in Instructions were not related to these outputs alone but rather by errors in
precedent turns. Accordingly, if only Instructions that proceeded error-free turns were
considered, the number of prosodic changes would lower to nine (20.5%).

Differently, Speech Recognition Issues may be more determinant for prosodic
changes as they are caused by input capture failures. Users may apply tactics to be heard
when faced with such errors since Repetition and Starting Over were highly employed.
Consistently, two participants explained that they changed prosody to meet the system
design: “I had to speak really fast so [the VA] could catch everything. And If I stopped
just for a bit to think, it considered that I had finish talking.” (P9).

Similar results were found for Wrong Information errors, Error Messages, and
Instructions, probably due to Instructions often accompanying these errors (e.g., an
error message containing an instruction: “I did not understand. Say “yes” to save”). Ref-
erencing Past Interactions and Changing Approach were the leading tactics employed
by participants forWrong Information and Instructions. After these outputs, participants
preferred to Edit failed results (Fig. 2) on most occasions. This preference may be due
to Instructions’ characteristics, which offered cues and requested users’ confirmation to
advance interactions. As a result, participants employed the Reference tactic, probably
attempting to explain to the VA which event to alter. The low count of variations on
information amount, an exploratory tactic, reinforces this idea.

Thus, opposite to Different Task errors, explicit or implicit directions on how to
alter details may not only decrease abandonment rates (as Instructions had the lowest
Give Up rate) but also users guide users to a particular path (Edit). Corroborating this
possibility, users’ statements showed that instructions helped them editing unsuccessful
outcomes: “At least Siri gave me a clue. It asked me if I wanted to edit, which was
wonderful because I wanted to edit and just had to say ‘edit.’” (P8). Furthermore, six
users liked VAs instructions: “I was so happy that Siri asked me everything. (…) I think
it’s fun and very pleasant.” (P5). Nevertheless, seven participants complained that such
responses were insufficient to complete the task: “Damn, why did you [the VA] not asked
me the appointment’s title?!” (P16). “It didn’t show the option I wanted [to edit] (…)
This made me kind of desperate because I couldn’t change” (P18). Likewise, insufficient
information caused confusion on five participants regarding the reasons for a failure: “I
didn’t understand. [TheVA] put 20:30 but I said 21:30” (P2).Moreover, two participants
did not like the step-by-step nature of some instructions: “I had to say topic by topic
(…) Google [Assistant] was so dumb and slow.” (P15).

Few Requests for Manual Interaction were observed (9), but participants either
Started Over or Gave Up (i.e., touch the screen or abandon the task) on all occur-
rences. Users Touched the Screen and Added or Removed information in their queries
for Requests for Manual Interaction, and also varied information for Error Messages.
However, as these responses were rare, no definitive conclusions can be drawn.

4 Discussion and Conclusion

Evidence in the literature shows that users try to repair interactions by applying error
recovery strategies, and that these strategies are affected by different error types. How-
ever, an examination of VAs was still needed due to characteristics that distinguish VAs
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from other voice interfaces. This study aimed to understand the relationship between
different types of VA responses and users’ error recovery strategies. To achieve this goal,
we conducted usability tests and debriefing sessions with VA users.

Our findings showed that speech recognition issues were frequent errors in user -
VA interaction, echoing previous studies [3, 8, 9]. Unlike other voice-based interfaces
[6, 10], we identified recurrent Different Task errors. Our results were similar to the
literature showing that hyperarticulation is the most common error handling strategy [2,
10, 13], as well as repeating queries, variating a command’s information amount [1, 2,
6, 10, 13], and adding references [9]. However, users seem to approach the interaction
differently to find completion paths, for example, by starting over or editing.

As previously indicated [10–12], our results suggest that VA responses may impact
users’ comprehension of why errors happen, leading to behavioral changes that aim to
diagnose and solve problems. In line with previous studies, Speech recognition Issues
were dealt with a particularly high number of changes in prosody [6, 10] and repetition
[6], suggesting users’ attempts to be successfully heard. On the other hand, strategies
such as varying information amounts and restarting have shown to be exploratory [10]
and were used for Different Task errors. For these outputs, participants seemed to iterate
commands to be correctly interpretated, as they employed exploratory strategies, had a
less standardized approach pattern, and reported confusion during the debriefing. Hence,
we believe that such responses may provide little support for users to identify and correct
trouble sources, probably due to these responses not being a computational error [12], and
therefore lacking “awareness” of a mistake. To approach this issue, interaction designers
may consider increasing system transparency [12] by displaying to users the rationale
behind VA outputs. This information may facilitate error recovery and improve users’
mental models of VAs entirely [9].

Conversely, Instructions and Wrong Information responses led users to recovery
behaviors and paths (i.e., editing on past interactions), which was welcomed by most
participants, and reinforce the idea that providing instructionsmay increase performance
[7].Notwithstanding,we observed that the instructions evaluated for the calendar task are
still not appropriate, as there was missing guidance for some steps. HF/E specialists may
consider increasing instructions when designing VAs but should understand all of the
task’s characteristics and subtasks to provide adequate support. Additionally, as users
perceive features to have different complexity levels [9], designers should be careful
when presenting guidance. Excessive instructions may slow down interactions [7] and
may be disliked, especially for simple activities. Users’ preferences should be considered
for guidance design.

Our results are limited to the calendar task, and therefore further examinations are
needed to encompass other response types that may surface in other features. Moreover,
as we employed an exploratory approach to identify VA responses and user behavior, we
did not control response types in isolation, and most VA outputs comprised more than
one response category. Hence, although debriefing corroborated our results, additional
studies are needed to control for response type and guarantee causality between each
response type and user behavior.
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Abstract. In a two-step study, an interview followed by an online questionnaire ,
we investigated the potential and user needs for systems that can support humans
in the context of creative work.We found that participants usually follow a general
creative process in problem identification, preparation, idea generation and idea
evaluation, while frequently jumping and iterating between those phases. Intervie-
wees as well as survey participants had greater difficulties in divergent thinking
as opposed to convergent thinking and used convergent thinking more often in
their daily work. Since advice from colleagues was most frequently sought out
during the idea generation phase, this phase provides the greatest opportunity for
a creativity support system. Most participants work primarily using computers
and digital tools, both alone as well as in teams. It was mentioned that especially
information research can be very time consuming. Therefore, from a user’s point
of view, development of an inspirational assistant that can facilitate research as
well as collaboration in a digital way seems to be the most promising approach
for creativity support systems for creative workers.

Keywords: Creativity support systems · User needs · New work · Human
machine interaction

1 Introduction

Work is – and always has been – changing. Automation has resulted in a tremendous
shift from manual labour towards cognitive tasks such as monitoring, planning, and
creating. Following continuous advancements in artificial intelligence, software is used
to solve numerous cognitive tasks automatically [1]. Humanworkwill gradually develop
towards creative generation [2]. As such, there is an increased need and potential for
human factors/ergonomics to contribute to creative work [3–5] and newwork in general.

Despite the fact that there is still some controversy about what creativity is [6], the
generation of ideas and products that are considered novel as well as useful appears
especially to be a final frontier of human capability and a major challenge for artificial
intelligence [7]. When assuming that computer systems will not in fact render humans
superfluous for the creative act, it is important to determine where and how humans
can be supported. Algorithms appear capable of such an endeavour, especially since in
the past, several computational systems have already shown potential to assist humans
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with specific tasks. For example, automated driving or AI-based diagnosis systems seem
capable of augmenting human intelligence in a meaningful way.

The augmentation and support of creativity and specific configuration of an assistance
system are the key objectives of this research. When transferring the idea of cognitive
support systems to the creative domain, how exactly could an artificial assistance system
support humans in their means to generate truly creative solutions at work?

2 State of the Art

Scientific interest in systems that stimulate or document creative processes, or creativity
support systems [8, 9], has been growing, but research is still incomplete [10, 11]. Recent
reviews focusing on group [12] and individual [13] creativity support systems respec-
tively, shed light on current approaches and state of the art. Lubart indicates that “com-
puters may facilitate (a) the management of creative work, (b) communication between
individuals collaborating on creative projects, (c) the use of creativity enhancement tech-
niques, and (d) the creative act through integrated human-computer cooperation during
idea production” [14]. Group support systems typically focus on tele-cooperation and
support of the creative process by information exchange. On the individual level, there
are some systems that support the entire creative process (e.g. [15, 16]), the majority,
however, supports at least one of four phases associated with being part of the creative
process [17, 18]. Those phases are problem identification or problemfinding, preparation
or information research/finding, idea generation or idea finding, and idea evaluation,
including iteration [19–23] (c.f. Fig. 1). The amount of systems that support a certain
phase, however, varies. This is shown by a recent review examining 48 existing support
systems: problem identification (7), preparation (19), idea generation (42), and evalua-
tion (20) [13]. While most systems support multiple phases of the process, single phase
support is only available for preparation (information research) and idea generation,
suggesting these two as the easiest to amplify in a standalone environment.

Creative cognition is generally divided into divergent and convergent thinking, with
divergent thinking as a generative process, and convergent thinking as an evaluative pro-
cess. Development of creativity support systems has primarily focused on stimulation
of divergent thinking [24]. Ideally, however, both types of thinking should be supported
to enable the production of both novel and useful solutions [25]. The design and devel-
opment of these tools is usually based on theoretical frameworks [24–26], but lacks
empirical evidence of where and how exactly users of those systems would like to be
supported. Consequently, this paper examines the need for creativity support systems
with a user-centred approach, using a combination of interviews and an online survey.
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problem
identification

preparation
(information research)

idea
generation evaluation

Fig. 1. Four phases commonly assumed to be part of the creative process (including jumps and
loops between phases) and used as a model process for interviews and survey in this paper.

3 Methods

3.1 Interviews

We conducted semi-standardised interviews with people from creative professions. The
professions were classified as creative according to Guilford’s definition, which lists
inventing, designing, contriving, composing, and planning amongst creative patterns
[27]. Due to the COVID-19 pandemic, all interviews were conducted remotely using
the open-source video conferencing tool BigBlueButton1, hosted on a server at the
university. Audio was recorded during the interviews.

Prior to the start of the interview, informed consentwas obtained fromall participants.
The interview guideline contained demographics as well as questions regarding the
current modus operandi, the application of the creative process and visions of the future
application of creativity amplification in the participant’s jobs.

The interviews were evaluated using qualitative content analysis [28]. For this pur-
pose, the interviews were first transcribed, followed by paraphrasing and generalisation
of the participant’s statements by three individual raters. Interrater reliability shows a
Krippendorff’s alpha of α = .976 and reliable consensus of the ratings [29].

3.2 Online Survey

Additionally, we conducted an online survey amongst people working creatively. The
questionnaire was presented using LimeSurvey2, an online survey tool, hosted on a
server at the university. As an incentive to participate, five Amazon vouchers were
raffled amongst participants.

After participants gave their informed consent, the first part of the survey contained
some demographic questions to assign participants to creative professions and get an
overview of the sample. Subsequently, participants were asked to answer questions
similar to those in the interview, but in a closed question format.

1 https://bigbluebutton.org/.
2 https://www.limesurvey.org/.

https://bigbluebutton.org/
https://www.limesurvey.org/
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4 Results

4.1 Interviews

Our N = 7 participants (5 female; ages between 24 and 41;M = 30, SD= 4.78) worked
in architecture, user experience design (two participants), graphic design, fashion design,
engineering, and theatre dramaturgy. The interviews took between 18 and 38 min.

Modus Operandi. Most participants stated that they primarily work alone, asking oth-
ers for feedback only at certain points in the process. All participants do this from offices
with 2 to 20 co-workers as well as from home using laptops or computers. Four partici-
pants stressed that they used analogue tools like pen and paper aswell. The goals to bemet
can be distinguished into two categories, namely economic requirements (selling prod-
ucts, quality, and meeting deadlines), and social aspects (social critics, sustaina-bility,
and looking for new horizons). Four participants use convergent thinking more often,
three use both types of thinking to the same extent. All but one participant mentioned
that convergent thinking was easier for them.

Creative Process. Five participants indicated that they follow a process similar to the
one presented in Fig. 1, while stressing the importance of the non-linearity of the process.
Two participants said they were only responsible for particular steps of the process
within their organi-sations.All participants exchange ideaswith colleagues. Five actively
request feed-back when needed, two stated that such discussions are organised through
regular meetings at their workplaces.

Vision of Creativity Amplification. One participant stated that there was no need for
work support andwas reluctant to hand over parts of hiswork. The remaining participants
would use support systems, especially if they saved time or could be used for research.
The system ideas men-tioned can be roughly divided into four areas of application: data
management & research (5), particular task support (3), workflow & organisation (2)
and inspiration (2).

4.2 Online Survey

A total ofN = 110 people participated in the survey. The link to the surveywas distributed
via social and career networks. Prior to statistical analysis, we excluded incomplete
datasets (33), datasets that indicated participants did not work in creative domains (10)
or not full time (7), as well as one dataset whose participant stated they worked primarily
manually, since the study was aimed at knowledge workers. This resulted in n = 59
datasets that were included in the analysis. 41 participants were female, 18 male and the
overall sample was relatively young (M = 27.89, SD = 6.05).

Modus Operandi. Of our participants, 96.6% indicated that their work consisted of
both teamwork and working alone with varying ratios (27.1% more alone, 25.4% more
team, 44.1% balanced). Convergent thinking was predominant in most of our partici-
pant’s daily work and was easier for the majority when compared to divergent thinking
(see Table 1).
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Table 1. Answers of n= 59 participants regarding which types of thinking they used more often
in their daily work, as well as which one was easier for them.

Convergent
thinking

Divergent thinking Equal

Used more often 55.9% 6.8% 37.3%

Easier 69.5% 23.7% 6.8%

Reasons for finding convergent thinking easier were the limited number of possible
solutions as well as the required logical or inferential thinking based on real-world crite-
ria. Participants who preferred divergent thinking did so because in that case no decision
had to be made and no evaluation took place. The majority of participants reported
using digital tools at least in part (33.9%worked digitally only, 50.8% both digitally and
analogue). Only 15.3% of respondents said they worked exclusively analogue.

Creative Process. Of the 59 respondents, 55 (93.2%) stated that the process depicted in
Fig. 1 corresponds to their usual procedurewhenworking on their professional tasks. The
other four stated that they did not have a fixed procedure, that creativity was not a linear
process for them or that tasks were identified rather than problems and only one solution
was developed, which was then checked by the team. Participants felt uncer-tain about
their competence mostly in idea generation (35.6%), followed by prepara-tion (22%),
evaluation (18.6%) and problem identification (15.3%). Similar results can be observed
in terms of a need for assistance. We asked participants how often they requested help
from their colleagues in the respective phases (see Fig. 2). For idea generation, 58.2%
stated that they often or always sought advice from colleagues.

Vision of Creative Amplification. A majority of respondents (69.5%) indicated that
they would use a creativity support system at work if one were available to them. The
remaining 30.5% said they would not use such a system for the following reasons:

• Doubts about the capabilities of the system (10 mentions)
• Implementation not conceivable (2 mentions)
• Social exchange too important (6 mentions)

Of those who would use a creativity support system, preferred would be one that
assists in preparation or information research.



672 L. Prasch et al.

50.9%

41.8%

76.4%

69.1%

49.1%

58.2%

23.6%

30.9%

evaluation

idea
generation

preparation
(information
research)

problem
identification

Ph
as

e 
of

 th
e 

cr
ea

tiv
e 

pr
oc

es
s

80%60%40%20%0%20%40%60%80%

never seldom        sometimes          often always

„How often do you ask your colleagues for advice during ... “

Fig. 2. Descriptive data of n = 59 participants answering the question how often they asked
colleagues for advice in the respective phases of the creative process.

5 Discussion

In general, a clear connection between the respondents’ preferredway of thinking and the
most problematic process steps can be observed. Convergent thinking is easier for a large
proportion of respondents and more widely used. The point at which ideas are generated
is the phase at which uncertainty is greatest and support or advice are sought most
often. Coincidentally, this is also the phase most commonly associated with divergent
thinking [30]. It is understandable that people who are better at convergent thinking have
difficulties at this point.

Interview participants stated that information research can be very time-consuming,
and therefore suggested the most support systems for this phase. This is in line with data
from the interviews, where participants preferred a system that would assist with data
management & research.

These results are in line with current development, seeing that dedicated creativity
support systems are available solely for the two phases preparation and idea generation
[13]. However, while current systems have clearly identified the need for support in idea
generation, for example via guidance through several creativity techniques, support in
data management & research still lacks prominence in creativity research.

Overall, results show a need for and a willingness to use creativity support systems in
dailywork,whichmakes continued development of such systems a promising endeavour.

6 Limitations and Future Research

Considering the two-step approach of the study, with first an interview followed by an
online questionnaire, we are confident that the results are well founded. Yet, one could
argue that due to the small sample size in the interviews, it is difficult to differentiate
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between domain vs. individual differences. However, the alignment in results between
interviews and the online questionnaire is promising. Unfortunately, the distribution
of domains was skewed towards engineering (20 participants), so the results from the
online survey might not be applicable to the general population. However, there was
no significant relationship between domain and modus operandi (team vs. solo work:
χ2(60)= 59.63, p= 0.49; divergent vs. convergent thinking:χ2(30)= 25.97, p= 0.68),
and nearly all participants agreed to the proposed creative process.

When implementing strategic support systems for creative workers, we should aim
for digital support systems that facilitate research and provide inspiration during the
divergent thinking process or idea generation and support a way to easily share the
progress of one’s work amongst colleagues.
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Abstract. Prior studies have shown conflicting results about the impact of infor-
mation disclosure on human performance– often referred to as transparency (i.e.,
seeing-into) studies. We conducted an experiment to investigate whether trans-
parency manipulations predicted whether participants could identify whether fea-
tures and their relative weights of a decision aid guided by a Machine Learning
model were consistent with stated best practices for making maintenance deci-
sions. We had insignificant results on state estimation, automation reliance, trust,
workload, and self-confidence. This study shows that disclosing information about
the decision aid rationale does not necessarily impact operator performance.

Keywords: Automation transparency · Decision aids ·Maintenance

1 Introduction

InMachineLearning (ML)-based decision aid systems, humanoversightmaybe required
to check that the ML rationale aligns with end-user goals and metrics. Furthermore, the
end-user may need to verify that the training and validation data are representative of
real-world conditions. Thus, the ML rationale may have to be disclosed to the end-user.
However, the effective presentation of this rationale for these end-user tasks is still an
ongoing research question.

Doshi-Velez and Kim [1] distinguished between local and global explanations to
end-users for ML algorithms. A global explanation is one that offers information on
the logic of an ML algorithm as a whole. A local explanation discloses the logic of an
ML algorithm that led to a specific decision. Human Factors researchers have evaluated
the impacts of information disclosure about automation logic on end-user performance
under the notion of transparency. For instance, Seong and Bisantz [2] and Mercado
et al. [3] reported that disclosing information about automation had a positive impact on
human task performance and trust calibration. In contrast, Adhikari et al. [4] reported that
participants objectively performed the worst when presented with any amount and type
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of information. However, participants self-reported a better understanding of the ML-
based Decision Support System rationale with greater information disclosure. Similarly,
Skraaning and Jamieson [5] reported that participants performed worst but calibrated
trustwith information disclosure as automation capabilities increased.Given these incon-
sistent and, at times, conflicting results, there is a need to conduct more empirical studies
on transparency to establish the effective type and amount of information disclosure that
positively impacts human performance.

As suggested by [1], we anticipate that local explanations will support participants
to assess the correctness of a specific decision made by the ML algorithm. Thus, our
research question is: What are the effects of disclosing the rationale that led to an
automated decision through Feature Weight (also known as Feature Importance) and
the Decision Rules on human performance (including reliance decisions, trust, task
efficacy, and workload)?

2 Method

2.1 Participants

We recruited 24 (14 female, 10 male) chemical engineering undergraduate and graduate
students from the University of Toronto who had completed courses in process engi-
neering and statistics. Participants were between the ages of 18 and 30 (M = 25, SD =
3.17). Ten participants indicated prior work experience in the process operation industry
(M = 23 months, SD = 25). Eleven participants stated moderate familiarity with ML
(i.e., had completed ML courses or self-taught ML concepts). Participants were paid
$15/hour rounded to the nearest 20 min. To incentivize participants, they were entered
into a draw for an extra $25 after study completion. To motivate participants to follow
the instructions, we told them to imagine that a company hired them as a consultant to
perform this task.

2.2 Apparatus

A machine learning-based micro-world platform for condition-based maintenance
named Automated Reliability Decision Aid System (ARDAS) was used for this exper-
iment [6]. The architecture of ARDAS comprises the ML algorithm and the user inter-
face. In ARDAS, a supervised ML algorithm is trained to generate models that predict
the states of four hydraulic components. The models were trained using multi-sensor
time-series and historical event data to classify sensor measurements [7].

The original ML model in ARDAS used a random forest algorithm trained with
sixty-eight features and composed of thousands of trees. These features are extracted
from the statistical moments (including mean, kurtosis, skewness, and variance) of sev-
enteen sensors data. Due to the complexity of the ML model, it was necessary to reduce
the number of features to employ this ML model while fulfilling the constraints of a
controlled experiment. The constraint for our experiment was that participants must be
able to complete the experimental task (i.e., estimate the hydraulic component’s state)
in every experimental condition while avoiding learning effects in trials.
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Tomeet this constraint, we simplified themodel. First, we obtained the global feature
weights of each components using sixty-eight features. Then, we selected five features
for each component imposing the following constraints: First, select features that deemed
most influential by the originalMLmodel. Second, select only features that represent the
mean of the sensors data. Third, select only features that adhered to process engineering
principles about the hydraulic system.

This process resulted in five different global influential features in determining each
hydraulic component’s states. At this stage we employed Wizard of Oz technique [8].
We used the same five features specific for each component in each trial but assigned a
unique local weight to each feature. Using engineering principles, the feature’s weights
were calculated based on how far the value of the feature is into the threshold as a
function of the threshold’s size. Finally, we estimated a component’s state based on the
weighted average of the estimated probabilities. These probabilities were guided by the
thresholds of the different decision trees within the ML model.

The user interface of ARDAS (Fig. 1) included a hydraulic process diagram (top-
left), three mean sensor data graphs (top-right), and a confidence probabilities table
(bottom-right).Depending on the experimental condition, the user interface also included
the Local Feature Weights (Fig. 1, dashed red box), the Decision Rules (Fig. 1, solid
green box), or both. The Feature Weights and Decision Rules presented the automation
rationale that led to a particular state estimation.

Fig. 1. The user interface of ARDAS

Hydraulic Process Diagram
The top left section in Fig. 1 shows the hydraulic process diagram that includes the
positions of the components in the yellow rectangles (Valve (V10), Pump (MP1), Cooler
(C1)), and seventeen sensors in blue squares and circles. Each hydraulic component has
three states (normal functioning, minor malfunctioning, failure).

Mean Sensor Value Graphs
The top right section in Fig. 1 displays up to three-line graphs of mean sensor values
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over a 12-h period. The minimum and maximum mean sensor values are written at the
top of each graph. If a fourth sensor is selected, the earliest line graph will be replaced
by the newly selected sensor’s mean graph. In this experiment, the point of interest is
the sensor value at the current time.

Confidence Probabilities Table
The bottom right section in Fig. 1 shows a confidence probabilities table. For each com-
ponent, probabilities are shown for each state, given the thresholds for each feature. Each
feature’s value is compared against a threshold for determining each state’s probability
for given component.

2.3 Experimental Design

A 2 × 2 within-subject design was employed, with Local Feature Weights (displayed,
not displayed) and Decision Rules (displayed, not displayed) as factors. The result is
four levels of Display: none [baseline], Local Feature Weights, Decision Rules, and
Combined (Local Feature Weights and Decision Rules). Each level was presented in a
separate block of twelve independent trials. Each participant completed all four blocks.

We used the method proposed by Zeelenberg and Pecher [9] to counterbalance the
order of the four experimental conditions, and the assignment of trial sets 1–4 to these
conditions. This method systematically identifies 8 block-condition orders (a pair of
Latin squares) that balance the immediate and remote sequence effects. The order of
trials within a set was not randomized.

We created a total of 48 independent trial stimuli by selecting three unique hydraulic
components (Valve (V10), Pump (MP1), Cooler (C1)), each with three states. The state
of each hydraulic component was generated based on five features. Each feature was
assigned a unique value in each trial. Furthermore, in the conditions wherein the feature
weights were disclosed, the feature weights and their orders were randomized. The
48 stimuli were divided into four sets of 12 trials, labelled 1–4, each having the three
hydraulic components appear four times but with unique values for each feature.

The automated decisions were manipulated to produce incorrect estimates in 8 out
of 48 trials (83.3% reliability). We challenged participants to identify whether the deci-
sion aid’s features, and their relative weights were consistent with the company’s best
practices. Thus, we simulated incorrect automated decisions due to incorrect features (4
trials) and incorrect weights (4 trials). There were two incorrect trials in each block. The
order of these eight incorrect trials was randomized throughout the blocks.

The company’s best practice was to estimate the state of each component using the
five designated features. If the decision aid system used any other features, then its
decision should deem incorrect (i.e., incorrect features error trial). Furthermore, there is
a chance of noisy measurement readings in virtual sensors (i.e., cooling efficiency and
system efficiency) since their values are computed based on multiple sensors. Thus, the
company practice is that if these virtual sensors’ feature values are at or within ±0.5%
higher or lower than the threshold, the least weight should be associated with it. If that is
not the case, then the automated decision is incorrect (i.e., incorrect weights error trial).
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2.4 Experimental Task

Participants estimated the state of a hydraulic component given three possible states. In
all trials, the state estimation for that component was given. To estimate the state of a
hydraulic component and assess whether they agreed with the decision aid system’s state
estimation, the participants were expected to compare the automated estimation against
their domain knowledge. However, participants’ domain knowledge may differ. To min-
imize the effect of prior domain knowledge on subjects’ assessment of the automation
rationale, were trained participants on what information to incorporate in their decisions.
Participants were trained to complete the task in the following steps: First, determine the
value for each of the five designated features at the current time using the mean sensor
value graphs. Second, compare the values against the designated threshold given in the
confidence probabilities table to determine each state’s probability. Finally, calculate the
average of the probabilities for each of the three states. The state with the highest prob-
ability is the company’s desired estimation. Participants were told to use ML’s rationale
as appropriate.

Transparency Conditions

Local Feature Weight Graph
The feature weights represent the amount that each feature contributed to the final pre-
diction. The local feature weight graph (Fig. 1, dashed red box) presents the weights of
the five most prominent features used to estimate the hydraulic component state. In each
trial, each feature of a component is assigned a weight by the automation. The sum of
the five weights is one.

Decision Rules
The decision rules present the IF-THEN rules (solid green box, Fig. 1) guided by the
decision trees within the ML algorithm to estimate the hydraulic component condition.
The decision rule condition statement included the features weighted more than or equal
to 0.2 and the threshold that the feature value was compared against.

Combined (Local Feature Weight Graph+Decision Rules)
In this condition, both the local feature weight and the decision rules were presented.

2.5 Procedure

The experiment was conducted online with the experimenter present. The protocol was
executed over two consecutive days, and on average, participants took 4 and a half hours
to complete the study. At the start of the first day, participants signed a consent form
and completed a demographic questionnaire. They then watched a video explaining the
platform and experiment task. Afterwards, participants were given three practice trials
where they were encouraged to think-aloud before proceeding with the experiment.

In each trial, after submitting their state estimation, participants were asked to state
their confidence on a scale of whole numbers between 0 and 5 inclusively with 0 =
“not confident at all” and 5 = “extremely confident”. After each trial, the participants
were asked to indicate the sensor data that they used to arrive at a state estimation for
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the component (in descending order of influence). This question was asked to ensure
that participants were not randomly choosing a state but rather were using the sensors
to estimate the components’ states. After each block, participants rated their mental
workload on the NASA-TLX questionnaire modified to a seven-point scale [10]. They
rated their trust in the automated estimation on a modified trust questionnaire designed
by [11]. After the final block, participants completed the relative weighting portion of
the NASA-TLX questionnaire as it applied to all the experimental tasks throughout the
blocks. Finally, we conducted a semi-structured interview asking participants about their
experience using the platform and their strategies in estimating component states.

3 Results

For the analysis below, trial data was aggregated by block’ (N = 96). State estimation,
correct automation usage, correct automation rejection, were treated as proportion data.
Respectively, that is the number of correct estimations out of 12 trials, the number of
correct automation usage event out of 10 trials, and the number of correct automation
rejections out of 2 error trials in each block.

We used the glmer() function from the lme4 package to build a generalized linear
mixed model with a binomial distribution for state estimation, correct automation usage,
and correct automation rejection. First, we built a baselinemodel from only the intercept.
Then, we added Display as a predictor to our model. We specified a random part to our
model. The random effect was specified as the Display nested within participant ID to
account for our data dependency. For each of these dependent variables, we compared
the baseline to the main model with the Display predictor.

3.1 State Estimation

The state estimation is categorical with either correct or incorrect estimation. The correct
estimation is the most probable state among three states. Display was not a significant
predictor of correctly estimating a state, X2(3) = 5.27, Pr (> Chisq) = 0.15. Non-
orthogonal contrasts revealed that state estimations were not significantly more correct
for Feature Weight compared to Baseline, B(SE)= 0.42(0.22), z= 1.91, p= 0.06, odds
ratio= 1.52, or between Decision Rules or Baseline, B(SE)=−0.03(0.21), z=−0.16,
p = 0.88, odds ratio = 0.96, or between Combined or Baseline, B(SE) = 0.21(0.22), z
= 0.97, p = 0.33, odds ratio = 1.23.

3.2 Correct Automation Usage

The correct automation usage is categorical with two categories of yes or no. Display
was not a significant predictor of correctly using automation, X2(3)= 5.90, Pr (>Chisq)
= 0.12. Non-orthogonal contrasts revealed that automation usage was not significantly
more correct for FeatureWeight compared toBaseline,B(SE)=0.47(0.26), z=1.83,p=
0.07, odds ratio = 1.61, or between Decision Rules or Baseline, B(SE) = −0.12(0.24),
z = -0.5, p = 0.60, odds ratio = 0.88, or between Combined or Baseline, B(SE) =
0.17(0.25), z = 0.70, p = 0.48, odds ratio = 0.17.
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3.3 Correct Automation Rejection

The correct automation rejection is categorical with two categories of yes or no. Display
was not a significant predictor of correctly rejecting automation, X2(3) = 0.88, Pr (>
Chisq) = 0.83. Non-orthogonal contrasts revealed that automation usage was not sig-
nificantly more correct for Feature Weight compared to Baseline, B(SE) = 0.35(0.44),
z= 0.80, p= 0.42, odds ratio= 1.43, or between Decision Rules or Baseline, B(SE)=
0.26(0.44), z = 0.60, p = 0.55, odds ratio = 1.30, or between Combined or Baseline,
B(SE) = 0.35(0.44), z = 0.80, p = 0.42, odds ratio = 1.43.

3.4 Mean Confidence, Mean Trust, Workload, Mean Response Time

Wecalculatedworkload scores using themethod advised by [10].We scaled theworkload
scores and the first 10 questions in themodified trust questionnaire to 0 to 100 (inclusive)
for the analysis.

According to Levene’s test, the homogeneity of variance assumption was met for
mean confidence F (3, 92) = 0.11, Pr (>F)= 0.96, mean trust F (3,92) = 2.21, Pr (>F)
= 0.09, and workload F (3,92)= 0.36, Pr (>F)= 0.78. According to Shapiro-Wilk test,
mean confidence (W = 0.99, p= 0.50), mean trust (W = 0.97, p= 0.06), and workload
(W = 0.98, p = 0.40) met the assumption of normality.

We conducted ezANOVA on these variables with orthogonal contrasts. Mauchly’s
test indicated that the assumption of sphericity had been met for mean confidence (W =
0.91, p = 0.85), mean trust (W = 0.72, p = 0.21), and workload (W = 0.73, p = 0.24).
The results showed that mean confidence F (3, 69) = 2.56, p = 0.66, η2 = 0.02, mean
trust F (3,69) = 0.43, p = 0.73, η2 = 0.01, and workload F (3,69) = 0.40, p = 0.75, η2

= 0.01were not significantly affected by the type of Display.
According to Levene’s test, the homogeneity of variance assumption was met for

mean response time, F (3, 92) = 0.13, Pr (>F) = 0.94. However, according to Shapiro-
Wilk test, the assumption of normality has been violated for mean response time (W
= 0.94, p < 0.05). Log transformation was used after which it met the assumption of
normality (W = 0.99, p = 0.82). We conducted ezANOVA on mean response time.
Mauchly’s test indicated that the assumption of sphericity had been violated for mean
response time (W = 0.33, p < .05), therefore, degrees of freedom were corrected using
Huynh-Feld estimates of sphericity (ε = 0.74). The results showed that mean response
time was not significantly affected by the type of display, F (2.21, 50.85) = 0.67, p =
0.53, η2 = 0.01.

4 Discussion and Conclusion

We found no evidence to corroborate the common belief that presenting a rationale for
a decision aid’s conclusion will positively impact automation reliance and efficacy. Dis-
closing information about the decision process in the form of local feature weights, deci-
sion rules or both combined did not predict performance on state estimation, automation
reliance, trust or self-confidence, workload, or mean response time.

One of many limitations is the constraints that we imposed on the ML features (see
Sect. 2.2). It is possible that, had we not restricted the ML features in the described



682 F. Rajabiyazdi et al.

manner, participants may have benefitted more from the rationale disclosure. However,
it is also possible that the complex nature of MLmodels may not lend itself to controlled
experimental traditions that characterize human factors and ergonomics research.
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Abstract. Graphical User Interface (GUI) development is time-consuming and
error-prone. Hence, automated GUI generation from higher-level interaction
design models may become more and more important . In particular, auto-
mated generation can help with interface design prototyping. The usability of
fully-automatically generated GUIs is considered unsatisfactory, however. Man-
ual changes to the generated GUI itself would need to be made persistent. Hence,
we proposed customization rules on a higher level of abstraction, and changes of
style sheets. This paper presents a new user study on whether this kind of cus-
tomization can actually improve generated GUIs. This study achieved statistically
significant results that the adjusted task time of the customized version is less than
that of the fully-automatically generated one. The subjective results indicated that
attractiveness and wording were improved through customization.

Keywords: User study · Automated GUI generation · Interface design
prototyping · Interaction design · Usability

1 Introduction

Previously, we devised and implemented a unique approach to automated GUI gener-
ation based on communicative acts [1] (as abstractions from speech acts), which can
model basic building blocks of communication, like a question or an answer. Based on
communicative acts, we defined high-level interaction design models, which contain
discourse models for specifying all the possible discourses in the sense of dialogues
[2]. The automated GUI generation is based on model-transformation rules according
to the model-driven architecture [3, 4]. Based on this technology, we created a specific
transformation engine [5] and, on top of it, a tool for automated GUI generation [6].
Based on AI optimization techniques, it tailors GUIs automatically to a device such as
a smartphone according to a given device specification [7].

David Raneburger and Roman Popp did this work when they were with the Institute of Computer
Technology at TU Wien.
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Already some time ago, we studied end-user modeling of interaction design based on
our approach [8]. Later, we defined a process for facilitating interaction design through
automated GUI generation using our tool support [9].

Still, the general problem has persisted that the usability of fully-automatically gen-
erated GUIs is not satisfactory. There are certain inherent problems that require cus-
tomization, which we supported both through custom widgets [10] and customization
rules [11].

The concrete research question of this paper is whether customization rules as a
specific approach to customization can actually improve generated GUIs. We designed
and performed a user study along the lines of our own previous user studies, which
compared GUIs generated according to differently tailoring strategies and for different
devices, see e.g., [12, 13].

The remainder of this paper is organized in the following manner. First, we explain
the user study design. Based on it, we present the results of the user study. Finally, we
provide a short conclusion.

2 User Study Design

We combined quantitative data (task completion time) with subjective data (user ques-
tionnaires and interviews) [14, 15]. In particular, we designed this user study as an
experiment similarly to [16], where touchscreen usability (via hyperlink clicks) was
investigated.

2.1 Setup

We compared two different versions of a GUI with the same overall layout, tailored for a
small smartphone. The first version was generated fully-automatically (GUI-A). For this
GUI, a heuristic evaluation of the automatically generated screens had been performed.
It revealed a specific usability problem that we addressed later by a customization rule.
The second version was essentially the same as GUI-A, but customized through this
customization rule, and a different style sheet given as a CSS file, (GUI-C). Both GUIs
were presented using the standard Web browser.

The application was a simplified bike-rental scenario consisting of five GUI screens
listed and explained in Table 1. Figures 1 and 2 show screenshots of the two versions of
Screen 3 as compared.1 For GUI-A, a heuristic evaluation of the automatically generated
screens had been performed in the course of a project. It revealed for this particular
screen shown in Fig. 1 that too much information is given in the course of saying
“Hello”, actually everything available in the Domain-of-Discourse model [6]. This was
addressed later by a customization rule for reducing this information, where Fig. 2 shows
the result of automated generation employing this rule.

1 At the time of this user study, the Final User Interface was implemented using HTML 4.0, CSS
and JavaScript.
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Table 1. List of Screens for Bike-rental.

Fig. 1. Screen 3 of GUI-A Fig. 2. Screen 3 of GUI-C

Our user study investigated the correlation between the time a user needed for a
given task on a given screen on theGUI version used. In addition, we collected subjective
opinions on several usability-related questions through a questionnaire and, sometimes,
a brief and informal interview.

2.2 Participants

We hired 47 participants of about the same age and about the same level of education
(students). All participants had to perform the given task twice, once with each of the
twoGUI versions.We split the participants into two groups, however, reversing the order
according to a within-subject design.
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2.3 Procedure

At the beginning of each trial, we informed the participant about the content of the study
and the procedure. We emphasized that the point was to test the GUIs, not the skill
of the participants. We asked each participant to fill in some background data and to
give consent to recording the voice and filming the hands operating the smartphone (for
subsequent video annotation). We fixed the smartphone to the table in portrait mode,
since the Web GUI used has actually been tailored for this mode. Filming and video
annotation would have been difficult if the participants were holding the device.

Before starting the video camera, we explained the following scenario, leaving a
print-out version in front of the participant, so that s(he) did not have to remember the
data:

You are at Salzburg train station. You want to rent a bike at the terminal in front of the
station with your smartphone to explore the city. To do so you:
Register yourself (you are Thomas Huber, username Huber, password huber75, phone
number 0123456) with your MASTERCARD (number 1234 5678 9012 4567, valid thru
12/21) and rent out Bike5. Finally you log out and head towards the city center.

We especially emphasized the urgency of the task, so that the participant would
concentrate on the task and finish it as quickly as possible. The task specification con-
tained all the information that needed to be entered during the task to avoid bias through
different data.

After each participant completed the given task twice, according to the group
assigned,we collected the subjective opinion on several usability-related issues through a
questionnaire andfinally asked for any further comments, if provided, in a brief interview.

2.4 Analysis

For our analysis, we were primarily interested in the correlations between task time and
the GUI version. An independent variable for our statistical analysis was the GUI with
the two different values GUI-A and GUI-C. This variable is dichotomous, as we only
compared two GUIs. A second independent variable was the order of presenting the
GUIs to the participants, i.e., GUI-A first and then GUI-C, or vice versa. The dependent
variablewas (adjusted) task completion time. For the (adjusted) task completion analysis,
we measured the total time a test participant spent on a screen for solving the given task.
In addition, we measured the time needed for text input (on the keyboard), the time
for loading the screen and submitting information, and the time for validation and error
messages, since these are independent of the specific GUI version used and may bias the
results due to irrelevant random effects. Therefore, we subtracted all these times from
the total time, resulting in adjusted task time, which includes orientation on the screen,
widget selection with fingers, and value selection from widgets.

As the type of GUI is dichotomous and the calculated time is on an interval scale,
we calculated the point-biserial Pearson correlation coefficients. Our tests also showed
that the variables are nearly normally distributed and, thus, satisfy the prerequisites of
the point-biserial Pearson correlation. Note the difference to the more common t-test,
which deals with differences of means.
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The corresponding null hypothesis is a correlation hypothesis as follows:

NHAC: There is no statistically significant correlation (p-value = 0.05) between the
adjusted task time and the type of Web GUI: GUI-A and GUI-C.

All tests were taped on video to facilitate the data extraction. We used the video-
annotation tool Anvil2 to precisely extract the task completion time, which we subse-
quently converted to Comma Separated Value (CSV) lists and put into SPSS to perform
the statistical analysis.

The participants were also given a subjective usability questionnaire for collecting
information on how they perceived usability. With some adaptations, our definition of
usabilitywas based on [17], which synthesizes the best-known usability definitions in the
literature at the time. We discarded those usability characteristics that were irrelevant
for the Web GUIs compared, and tried to phrase the usability criteria as short and
self-explanatory questions, for which we also consulted the USE Questionnaire3, the
W3C’sWAI4, theSoftwareUsabilityMeasurement Inventory5 (SUMI) and theCognitive
Dimensions framework [18]. Table 2 shows the questions that we selected for use in our
questionnaire.

Table 2. Questions of the questionnaire with subjective results.

For each question, the participant had to state the preferred GUI version on a Likert
scale with preference being “extreme”, “strong”, “moderate”, and “equal”. The partici-
pants were explicitly asked to focus on the differences between the versions of the Web
GUI, rather than evaluate the usability of each version independently. The reason is that
for our study, which compares different versions, their difference is relevant. Measuring
usability on an absolute scale is more difficult and not necessary for our study.

2 https://www.anvil-software.org/.
3 https://www.stcsig.org/usability/newsletter/0110_measuring_with_use.html.
4 https://www.w3.org/WAI/EO/Drafts/UCD/questions.html.
5 https://sumi.ucc.ie/en/.

https://www.anvil-software.org/
https://www.stcsig.org/usability/newsletter/0110_measuring_with_use.html
https://www.w3.org/WAI/EO/Drafts/UCD/questions.html
https://sumi.ucc.ie/en/
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3 User Study Results

The results of our study consist of the statistical analyses of adjusted task time together
with a brief evaluation of the subjective questionnaires.

3.1 Adjusted Task Time Analysis

Table 3 summarizes the statistical results for the adjusted task time analysis. The negative
correlations in this table indicate that the performance using GUI-C is better than the
performance using GUI-A, with statistically significant results. The performance on
Screen 1 is an exception here, and this result is not statistically significant. In fact, this
screen was visible upfront, so that the times measured for it can actually not be taken
into account. Hence, the null hypothesis NHAC can be rejected for this experiment for
Screens 2, 3, 4 and 5.

Table 3. Correlation between adjusted task time on a screen and its version.

3.2 Subjective Results

Table 2 summarizes the subjective results, where the numbers of participants are listed
that selected the corresponding answer on theLikert scale of the questionnaire.A remark-
able result is that subjectively the time demand was slightly judged less for GUI-A than
for GUI-C by the participants, while the measured data contradict this. The measured
result is statistically significant, but this subjective result may well come from chance
fluctuation.When comparing the two versions as exemplified through Screen 3 in Figs. 1
and 2, the changes through CSS and the customization rule are reflected in the subjective
results about attractiveness and wording. Overall, the participants seem to have slightly
preferred GUI-C over GUI-A.

In the final interviews, the majority of statements were in favor of GUI-C, the cus-
tomized version. For instance, a participant said that the customized Web GUI is more
intuitive and logical. Another participant indicated that she finds both GUIs easy to use,
but she prefers the customized one. And yet another one said that both GUIs are more
or less the same but she prefers the customized one.

With regard to potentially using this bike rental application in real life, the participants
actually did not distinguish between the two versions. On participant said that she finds
the bike rental application OK and would use it in real life, another one would use the
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bike rental application in real life, if this would be a product of a known company.
Actually, several participants took this prototype so seriously as to worry about giving
credit their card number without any security systems, or found it strange that you do not
need to fill in the MasterCard CCV number. Another participant said that he is having
a second thought about using this application in real life, because there are not written
any terms of use and he misses signs of internet protection.

4 Conclusion

Since the usability of fully-automatically generated GUIs generally is not satisfactory
because of inherent problems, we previously enhanced our approach and tool sup-
port with customization, which we supported both through custom widgets [10] and
customization rules [11]. In this paper, we report on a user study on the question of
whether customization rules as a specific approach to customization can actually improve
generated GUIs.

The statistically significant experimental results of our study and subjective opin-
ions collected suggest that customization on a higher level of an interaction design
using customization rules can improve generated GUIs. As another promising approach
to improving usability even for users with low-vision accessibility, we more recently
proposed a combination with responsive design [19].
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Abstract. We have developed a new framework for navigation aids that focuses
on how spatial information can be presented with advances in display technol-
ogy. Our framework focuses on the relationship between the navigator and spatial
information within an aid in two ways, i) perspective or scene-dependence of the
aid’s presentation, and ii) the aid’s ability to sense and adapt to the navigator’s con-
text. Examples of aids in each category are provided and their effect on navigation
tasks is discussed.

Keywords: Navigation ·Wayfinding ·Map · GPS · Augmented Reality

1 Introduction

Advances in display and information technology have changed humans’ relationship
with their environment. These technologies can determine the user’s location, through
Global Positioning Systems (GPS), and provide contextually relevant cues directly over
their view of the environment, through Augmented Reality (AR) displays. The knowl-
edge required to navigate an unfamiliar environment has been greatly reduced as many
of the planning and decision-making tasks can be supplanted by smart devices. However,
this availability of spatial information may negatively affect spatial abilities without an
aid [8]. To characterize the benefits and limitations of current and future navigation
aids, a new framework for discussing navigation aids is described. This framework takes
into account the ability of the aid to collect and display spatial information, and its
relationship with the user.

2 Navigation

Navigation is “coordinated and goal-directedmovement through the environment” ([12],
p. 257). This definition of navigation incorporates both wayfinding, the goal-directed
planning of movement through an environment, and locomotion, the physical act of
moving through a directly perceptible environment. Locomotion in this chapter will
primarily be considered in its relationship to wayfinding. As new information becomes
available, a navigator may need to re-orient and re-plan. Possible routes will be affected
by method of locomotion, including travel speed and affordances.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
N. L. Black et al. (Eds.): IEA 2021, LNNS 223, pp. 691–698, 2022.
https://doi.org/10.1007/978-3-030-74614-8_86

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74614-8_86&domain=pdf
https://doi.org/10.1007/978-3-030-74614-8_86


692 A. J. Reiner et al.

Wayfinding and Spatial Knowledge. Given its goal-directed nature, navigation gen-
erally relates to reaching a destination. As the environment becomes more complicated
(e.g., greater distances, no direct access, lack of visibility), more information about the
environment is required for wayfinding. This information can be internal (i.e., existing
as spatial knowledge) or external (i.e., provided by an aid) to the navigator. While much
of the rest of this chapter focuses on the external, the internal representation is also
important and is briefly considered first.

Internal spatial knowledge develops from both direct environmental experience and
by studying external representations [19]. Spatial information and knowledge can be
considered scene-dependent (SD) or scene-independent (SI) [26]. SD spatial informa-
tion relies on self-to-object relations, commonly referred to as egocentric, and changes
with the navigator’s position and orientation within the environment. SI spatial infor-
mation relies on the relative positions of objects to each other, referred to as allocentric,
regardless of the navigator’s positionwithin (or outside of) an environment. Survey infor-
mation—the topographic layout of a given environment—is commonly conflated with
an SI perspective since that is how it is often presented (e.g., paper maps).

2.1 Aids for Navigation

A navigation aid is an external representation of spatial information separate from the
environment. Navigation aids may either support or supplant some aspects of, or the
entirety of, a navigation task or set of tasks. Spatial visualization and information access
tasks are performed when using aids.

Spatial Visualization. Spatial information acquired from an aid must be translated into
the navigator’s own frame of reference (FOR), and vice versa, through spatial visualiza-
tion [10]. Spatial visualization is themental manipulation, rotation, twisting, or inversion
of two- or three-dimensional pictorially presented visual stimuli [5]. In navigation, this
is a continuous process of imagining and translating information or cues from one source
to another. Examples include relating a marker on a map to the environment or recog-
nizing cues in the environment that relate to the next turn depicted by an aid. As the
difference between two FORs increases, comparing information between them becomes
more difficult, negatively affecting accuracy, response time, and/or mental workload
[22].

Information Access. Information access cost (IAC) [23] refers to the expenditure of
resources (predominantly physical effort, increasing fromeye to head to bodymovement)
to acquire information from a navigation aid or the environment. Increases in IAC have
been shown to affect both information-seeking behaviour and performance, resulting in
greater reliance on more error-prone knowledge in the head, rather than knowledge in
the world as IAC increases [6].

2.2 Navigation Tasks

Wiener et al. [24] developed a taxonomy of unaided wayfinding tasks using Montello’s
[12] definition of navigation. Wiener et al. categorized tasks according to the spatial
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knowledge of the navigator using Siegel and White’s [18] framework of landmark,
route, and survey knowledge. Wiener et al. define landmark and route knowledge as
knowledge about the destination (they do not consider other landmarks) and the path to
the destination, respectively, whereas survey knowledge is described as ‘cognitive-map-
like’ integrated knowledge of the environment.

Wayfinding Tasks. Wiener et al.’s [24] taxonomy of unaided wayfinding presents a
framework based on existing spatial knowledge. Other researchers have employed
sequential or hierarchical descriptions of the required tasks. Passini [15] describes
wayfinding as a process of spatial problem solving, where navigators continuously
develop a hierarchical decision plan to accomplish the goal of reaching a destination.
Farr et al. [4] break wayfinding down into four subtasks: 1) orientation, 2) route plan-
ning, 3) route control (which requires locomotion), and 4) destination recognition. These
wayfinding subtasks serve as the basis for the discussion of navigation tasks.

Orientation is the task of understanding location andheadingwith respect to a relative
or absolute reference point (e.g., a landmark) or within an absolute coordinate system
(e.g., latitude and longitude). A navigator may keep track of a reference point as they
locomote through the environment to update their understanding of relative position.

Route planning is the task of determining a path through an environment; that is, a
set of sequential actions for travel between two locations. If the destination is visible or
its relative direction known, then the route may be as simple as a straight line towards
the destination until a turn is required. Spatial information like directional cues through
signs or survey information through maps can further support route planning.

Route control necessitates locomotion with the additional cognitive tasks of con-
firming that the navigator is on the planned route and that the route is still viable, (e.g.,
not obstructed). If the navigator finds themselves off route or the route is non-viable, the
plan will need to be updated, returning to route planning.

Destination Recognition. During route control, the navigator will need to relate
information about the destination to what is visible in the environment to determine
when they have reached the destination. Relating cues in the environment to those held
by the navigator (internally or externally) is also an aspect of spatial visualization.

Spatial Learning. Spatial knowledge can be gained through direct experience and/or
studying survey information [19, 26]. Intentional spatial learning can fit within the def-
inition of navigation (i.e., goal-directed movement could be a means to gain spatial
knowledge), although incidental learning can also occur while navigating.

Current Descriptions of Navigation Aids. As with tasks in Wiener et al.’s [24]
unaided wayfinding taxonomy, descriptions of navigation aids have commonly been
based on Siegel andWhite’s [18]model of spatial knowledge.While the landmark-route-
survey hierarchy may be suited to describing more traditional aids, (e.g., SD directions
and SI paper maps), new technology has enabled new presentations of spatial infor-
mation. Smartphones present survey maps with turn-by-turn directions, changing the
interaction and knowledge required to navigate. AR displays that can overlay spatial
information onto the navigator’s direct view may further change this relationship. A
framework that accounts for an aid’s capabilities and perspectives should better assist
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the understanding of how and when navigation aids work than those based on spatial
knowledge development alone. The information available for a given task will change
how that task is performed, so this framework should be able to better describe how
navigation tasks are supported by each category of aid.

3 A Framework for Navigation Aids

Table 1 categorizes navigation aids by their perspective on spatial information, or scene-
dependence, and context adaptability, as static or dynamic. Scene-dependence is con-
tinuous, as aids may have both SD and SI features or the ability to change perspective.
A paper map’s SI perspective is fixed, whereas directions are SD and will depend on a
navigator’s position and orientation in the environment. Electronic maps are primarily
SI, though commonly include some SD features such as centering on the navigator’s
position and track-up rotation. Perspective differs from whether route or survey infor-
mation is presented. For example, route directions are SD (e.g., turn left), but a route
could be described in SI terms (e.g., as a set of geographic coordinates).

For context adaptability,moving from left to right in Table 1 reflects advances in tech-
nology from paper, to screens, to head worn AR. Dynamic aids can also sense navigator
context, from position and heading to environment depth and shape. By considering how
aids from each general category support navigation, the effects of technological advances
in the presentation of spatial information can be investigated and used to consider the
viability of future navigation aids. In particular, the presentation of survey information
has trended towards adopting more SD features as technology can sense context and
continuously update its presentation.

Table 1. Framework for navigation aids.

3.1 Static Aids

For static aids, content must be set in advance and designed for a purpose. As a result,
static aids commonly fit into the distinction of SI as survey and SD as route information.
Although it is possible to present survey information from an SD perspective, such as
in some You-Are-Here maps, survey information is predominantly SI. A considerable
literature exists regarding human factors issues with static aids [2, 13].
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Paper Maps. Spatial visualization with a paper map requires the translation of cues
between the map’s 2D SI FOR and the navigator’s 3D SD FOR. Paper maps commonly
have a north-up presentation, so the navigator will need to align the map’s FOR with
their own by physically or cognitively rotating the paper map or their position. These
alignments increase IAC and spatial visualization effort, respectively, with degree of
misalignment [13]. Error and workload also increase with misalignment [1, 22]. A nav-
igator will need to relate 2D distances on the map to 3D depth in their own FOR, which
will be affected by the map’s scale.

Paper maps support wayfinding in unfamiliar environments by providing survey
information. Orientation with a paper map requires the use of environmental cues to
determine their position and heading relative to the map. Route planning with a map
allows a navigator to view the possible routes between two points where an appropriate
path can then be determined. Paper maps may present other valuable information for
planning, such as one-way streets, although cannot adapt to changing conditions. Route
control requires the navigator to reach a point on the planned route and then periodically
update their position in the environment relative to the paper map to determine whether
they are on course.

Paper maps support navigation tasks by presenting the underlying SI spatial structure
of an environment, providing the flexibility to decide how to operate within that structure
[20]. Directions can supplant the cognitively effortful task of route planning but rely on
navigators to follow them correctly. If an error is made, directions are no longer useful
unless the navigator can recover from that error.

3.2 Dynamic Aids: Screen-Based Displays

As smartphones become more ubiquitous, paper maps and static direction lists are
increasingly being replaced by dynamic aids that (if working as intended) have the
flexibility and convenience of both types of aid. Screen-based displays can provide the
navigator with relevant spatial cues. Electronic maps often allow the navigator to switch
between north-up or track-up map presentation and adjust scale. Spatial visualization
with electronic maps requires similar cognitive transformations as with a paper map.
Some transformations, like rotation, can be performed on demand or automatically by
the aid, while others, particularly scaling distances, still need to be performed by the
navigator. The IAC of an electronic map is like a paper one; it needs to be held and
brought into view through some combination of arm and head movements. Interacting
with the survey information directly (e.g., zooming or scrolling) differs considerably
between paper and screen-based presentations.

Electronicmaps have changed the knowledge and effort required formostwayfinding
subtasks. For orientation, position is determined through geolocation and a self-marker
is placed on the electronic map. Searching for a destination can be completed by typing
in a name or address and the aid can then supplant route planning by generating a route
from the navigator’s position to the destination. Turn-by-turn directions are provided and
automatically updated if a mistake is made. Some situational information, like traffic
patterns and road closures, can also be shown. With electronic maps, most wayfinding
subtasks can be supplanted with other actions, requiring less prior knowledge or effort.
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In general, electronic aids have shown faster completion time and lowermental workload
than paper maps on route control tasks [3, 16].

Some screen-based aids can change their presentation of survey information from SI
to SD during route control to provide the navigator with perspective on the environment.
The viewpoint for this type of SD survey map is commonly above and behind the
navigator, tethered to a self-marker [7], adapting with the navigator’s speed to provide
more context or detail. This SD survey information may be closer to a navigator’s own
FOR and support spatial visualization better than SI perspectives.

There is evidence that navigators using electronic maps can be less engaged with
or aware of their surroundings [21]. Reduced environment engagement can prevent the
development of spatial knowledge [8, 14]. Current electronic maps are also bound by
the limitations of the device including screen space, IAC, and limited understanding of
the navigator’s direct surroundings. Device limitations also include need for a network
connection (e.g., cell reception), processing speed, and battery life.

3.3 Dynamic Aids: Augmented Reality Displays

ARdisplays superimpose virtual imagery over the environment, either on a lens or screen.
This can include any smart device that acquires information from the environment and
presents an augmented version of it. Using continuous input of the environment and
device orientation, AR displays create the appearance of interaction with the navigator’s
surrounding. Virtual spatial information appears at the intended depth and orientation,
updating as the navigator moves through the environment.

Although augmenting aids are SD by nature, they may offer improved presentations
of SI survey information. An SI 2D map could be presented in a virtual window not
subject to the physical limits of a screen. Figure 1 depicts three kinds of augmenting
aids (in purple), including virtual landmark and route cues overlaid on the environment,
an SI virtual windowed map, and SkyMap [9]. Current augmenting aids are largely
limited to overlaying route and landmark cues in the navigator’s view of the environment
[11]. Overlaid cues (e.g., highlighting a landmark or marking the next turn) can reduce
spatial visualization and IAC but their overuse can increase display clutter [25].

Few concepts for presenting survey information from an SD perspective in augment-
ing aids have been considered, though SkyMap (Fig. 1, top) is one of the first. SkyMap
presents large scale SD survey information aligned with the environment from a nav-
igator’s perspective. Alignment, amongst other features, makes SkyMap’s support for
navigation tasks characteristically different from any previously discussed aids and has
showed some promising initial results for spatial visualization [17].
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Fig. 1. Augmenting aids

4 Conclusion

A new framework to describe and characterize how current and future navigation aids
may support navigation taskswas introduced. Building on frameworks for characterizing
spatial knowledge [24], our framework considers the perspective and context adaptability
of an aid and how that aidmay support various navigation tasks. Examples from different
aid categories within the framework are then described to highlight how this framework
may be used to discuss navigation aids in the future.
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Abstract. With the proliferation of Artificial Intelligence-based systems, several
questions arise involving ethical principles. In addition, the human-centered app-
roach takes the focus on the user experience with these systems and studies user
needs. A growing issue is the relationship between the transparency of these sys-
tems and the trust of users, since most systems are considered black-boxes. In this
scenario, the Explainable Artificial Intelligence (XAI) emerges, with the proposal
to explain the rationale of the decision making of the algorithms. XAI then starts
to gain space in systems that involve high risk, such as health. Our research aims
to discuss the importance of transparency to improve the user experience with rec-
ommendation mechanisms for entertainment, such as Video on Demand (VoD)
platforms. In addition, we intent to raise the adjacent consequences of including
XAI, such as improving the control and trust of VoD platforms. For this, we con-
ducted an exploratory research method named Directed Storytelling. The study
was conducted with thirty-one participants, all users of VoD platforms, regard-
less of time and frequency of use of this kind of systems. We note that people
understand that there is an automated mechanism making recommendations for
content in a personalized way for them, based on their browsing history, but the
rules are not explicit. Thus, many users are suspicious of being manipulated by
the system’s recommendations and resort to external recommendations, such as
tips from third parties or Internet searches through specialized channels.

Keywords: Explainable AI (XAI) · Artificial Intelligence (AI) · User
Experience (UX) ·Machine Learning (ML) · Video on Demand (VoD) platform

1 Introduction

Artificial Intelligence (AI) is increasingly present in our lives, through several digital
systems. Machine Learning (ML), a branch of AI, offers recommendations for the daily
decisions of a very diverse audience.AI has becomepopular again thanks toMLadvances
[1, 2]. AI is evolving in sophistication, complexity and autonomy, which opens up
opportunities for transformation for business and society [2]. As a result, questions arise
as to how to take advantage of its potential and what are the risks of AI, crossing the
issue of trust, which makes explainability increasingly critical.

Machine learning is based on the idea that systems can learn from data, identify
patterns and make decisions with minimal human intervention. Although algorithms
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are programmed by humans, they can find relationships between data and create their
own logic. As a result, we have predictions based on logic that are not understandable to
humans. That is to say, neither the development of the system, nor the end-user, know the
rationale followed byML to arrive at the result. The field of ExplainableAI (XAI) attracts
more andmore attention, as it proposes precisely the development ofmethodswithwhich
the results are transparent: traceable, explainable and understandable. However, the best
performingML algorithms are usually a black-box, since they do not inform the rationale
of their predictions [1, 3]. The studies [1, 2, 4–7] strongly point out the need for XAI
when it involves risk, but we believe that it can bewell used in the entertainment industry,
as a way to increase trust and consequent user engagement with the systems. We seek
to understand whether the lack of transparency in AI-based VoD (Video on Demand)
platforms undermines the users’ experience, as it shakes their confidence in personalized
recommendations.

This research aims to discuss the validity of investing in transparency in the recom-
mender mechanisms for entertainment, such as VoD platforms, in order to improve the
user experience. In addition, we want to raise the adjacent consequences of including
XAI, such as improving the control and trust of VoD platforms.

The way they are designed today, the recommendations of VoD platforms are not
transparent, as they do not explain their rationale. However, users understand that there
is an automated mechanism that makes content recommendations in a personalized way
for them, based on their browsing history, but they are not clear about the rules and
combination of factors. Thus, many users are suspicious of the system’s recommenda-
tions and resort to external recommendations, such as tips from third parties or Internet
searches through specialized channels.

2 Recommender System of VoD Platforms

The recommender systems of VoD platforms (e.g., Netflix and Amazon Prime) aim
to select and classify films and series, in order to offer a list of recommendations in a
personalizedway to each user. Its objective is to streamline, facilitate and guide the choice
of each user, according to their profile, amidst the large volume of content available
through the platforms. ML algorithms enable customization, based on the analysis of
large volumes of data at high speed.

The recommender systemsofVoDplatformsuse some types of filters such as content-
based and collaborative [8]. The content-based filter compares new content with the
user’s preferences to recommend it. The collaborative, on the other hand, identifies
affinity between users, evaluating their interests and comparing similarities. There are
also hybrid recommendations, which combine two or more techniques to overcome
individual limits by combining strategies [6].

However,most recommender systems based onMLact as black-boxes, not clarifying
the system logic or justification of the recommendations to the user. Thus, they run the
risk of losing users’ trust and not being accepted, therefore, Samih el al. [6] defend
explainability. Unfortunately, the explainability of a ML model is generally inverse to
its forecasting accuracy, that is, the higher the forecasting accuracy, the lower themodel’s
explainability [7].
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In the early 1990s, with the rapid expansion of the Internet, recommender systems
based on collaborative filtering were invented to help users make choices in the medium
of information overload. Since then, great technological advances have led to the pro-
liferation of digital systems enhanced by the functionality of the recommendation. In
this scenario, new evaluation metrics have emerged, largely based on the increase and
success rates of the systems, but the accuracy of the recommender system does not
guarantee user satisfaction [9].

The recommendation best evaluated by standard metrics are sometimes not the most
useful for users [10]. Evaluation metrics should be user-centered and take into account
the factors that impact their satisfaction [6]. Thus, there is an increase in evaluation
metrics for user-centered recommender systems [11].

Some factors that increase users’ confidence in a recommender system are: preci-
sion of the algorithm, transparency and the possibility of interaction with recommender
systems. Transparency does not necessarily have to be a justification for the recommen-
dation. Sometimes, a more detailed explanation of the recommended item is enough for
the user to understand its logic. These explanations improve the user’s trust and loyalty,
consequently, increasing satisfaction, since they speed up and facilitate the choice. In
addition, the explanations help in accepting unexpected news and items [11].

Transparency collaborates with users’ confidence in the recommendation because
they understand the reasons behind it [12]. In addition to bringing benefits such as
engagement and understanding of the operation of the system, to know its limits and
capabilities. From the user’s perspective, transparency inspires confidence in the recom-
mender system, as they clearly understand the inputs and outputs [13]. Gedikle, et al. [14]
consider satisfaction a prerequisite for trust and their study shows that the transparency
perceived by the user is a highly important factor for user satisfaction.

3 Explainable Artificial Intelligence (XAI)

XAI is as an area focused on designing intelligent systems, capable of explaining its
results to a human being [15]. One of the objectives of XAI is to provide explanations
about the rationale for ML algorithm recommendations [16], thus helping the user to
understand and trust the system. XAI allows the system to be transparent, providing
explanations of its decisions with some level of detail [17]. XAI can create models
capable of summarizing the reasons for the behavior of the neural network, gaining the
trust of users or producing perceptions about the causes of their decisions [17].

Oxborought et al. [2] reports that over the past 30 years, the evolution of AI has
been interrupted at various times by technological limitations. However, the current
technological advance is conducive to its development, since it allows the construction
of increasingly powerful tools, but gaining the trust of society can be a new barrier for
the evolution of AI. For this reason, the authors [2] defend the need for explainable AI.
Ribera and Lapedriza [3] searched the literature for the concept of explainability and
found a relationship with transparency, interpretability, trust, fairness and accountability.

An important aspect of human intelligence is our ability to explain the rationale of
our decisions to other people. Explaining their decisions is an important factor in social
interactions and, often, a prerequisite for establishing a trusting relationship between
people, like a doctor explaining the treatment decision to his/her patient [4].
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It is easy to see the importance of XAI when there is a high risk involved, as in the
medical field, for example. An ML-based system can assist in the diagnosis of patients
and recommend treatment, but the vision of a specialist doctor is indispensable for the
final decision. The transparency of this system is vital for confidence in its predictions.
In turn, trust is essential for engaging in the use of the system. In these critical decision-
making tasks, the explainability in the recommender system is important for users to
understand, trust and manage the results [6].

As machines begin to replace humans in their decisions, it becomes necessary for
these mechanisms to explain themselves. Despite achieving success in several areas,
there is a general suspicion about their results, a problem that could be solved with
explainability [17]. In contrast, Oxborought et al. [2] point out that when referring to
recommender systems, most users trust the results, without the need for transparency of
theML algorithm, since there would be easy understanding and low risk.We believe that
even for entertainment, transparency brings gains to the user experience. Bharadhwaj and
Joshi [18], for defending the explainability of the recommendations, proposed a model
and tested it with the Netflix dataset, demonstrating the effectiveness of the prediction
accuracy and explainability. The authors describe a framework for explainable temporal
recommendations in a Deep Learning model, considering a neighborhood based scheme
for generating explanations.

For the XAI behavior of a system to be adequate to the needs and expectations of
users, at the right time and format, one must consider who will receive the explanation,
why the explanation is necessary and the context in which the explanation will be pre-
sented [19]. To ensure a good user experience, it is essential to apply the knowledge
of UX (User Experience) Design in projects with XAI, focusing on people’s needs and
understanding howAI can impact human decisions. Ferreira andMonteiro [19] comment
that although there are publications favoring the UI (User Interface) and UX aspects of
XAI, they do not find any publication with the word “user” in the title. The conclusion
is that they are very focused on technology and that practical AI applications do not
communicate effectively with their users.

There are commercial benefits for companies to invest in XAI, such as: pressures for
regulation and good practices regarding responsibility and ethics, in addition to building
trust, as XAI systems provide greater visibility into unknown vulnerabilities and flaws
[2]. Holziger [1] also warns that current privacy trends require greater transparency from
AI systems.

Another issue that favors XAI is related to the level of control. ML-based systems
make decisions and present options to users to help their decisions. XAI can increase the
level of control of users [2], as they will not be limited to choose among the options pre-
sented. From the moment they understand the rationale of predictions, they can question
how the machine options and through new inputs, achieve greater assertiveness.

Although there has been progress in recent years in relation to XAI, the explanation
methods developed today focus on solutions for AI specialists, while they should focus
on end users [20]. Therefore, recent XAI approaches do not meet the needs of the end
user [16].
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4 Methodology

To understand how transparency is handled in the AI area, we studied several lists of
AI principles [21–27]. According to BAAI [21], developing AI systems with an ethical
approach is fundamental to making the systems trustworthy. For that, one must invest
in transparency, explainability and predictability, making the systems more traceable,
auditable and accountable. For MIC [22], transparency allows the verifiability of the
inputs and outputs of the AI systems and the explainability of their judgments. Google
PAIR [23] also links transparency to explainability, which in turn, is directly linked to
trust. For FLI [24],Microsoft [25] andOECD [26], transparency brings an understanding
of why. EGE [27] sees transparency in a different scenario, relating it to autonomy. Only
with transparency and predictability, humans would be able to choose whether, when
and how to delegate decisions and actions to AI systems. We conclude that transparency
is strongly linked to the explainability of the AI-based system, a fundamental concept
for users to understand how it works to control it and trust its predictions.

Then, we conducted an exploratory research method named Directed Storytelling
[28], to analyze the user experience with VoD platforms. The process is to explore
participants’ memories to reveal patterns in people’s experiences. We chose this method
because it allows us to collect good qualitative data remotely, since we were in a period
of social isolation by COVID-19. In addition, the method proved to be very suitable for
exploring various memories of experiences lived by the participants.

Participants were initially recruited using a screening questionnaire posted on social
media platforms andwe used the snowballmethod to expand the sample. The recruitment
criterion was that each participant was a user of at least one AI-based VoD platform,
regardless the time and frequency of use of the platforms. The study was conducted in
July 2020, with thirty-one Brazilian participants, resident or not in Brazil. We seek to
cover all age groups from eighteen to over sixty-five, regardless of gender, in a balanced
way. The use and preference of users for Netflix as a VoD platform was massive, so most
of the comments were focused based on it.

The participants’ responses were then analyzed using an affinity diagram, which
seeks to group similar behaviors, to identify common patterns. In this way, we were able
to relate the participants’ perceptions and behaviors in relation to the issues surrounding
transparency.

5 Results

The principle of AI transparency suggests that there must be clarity for users about the
inputs and outputs of the interaction with the AI system, as well as the rationale of
the system’s decision making, so that people understand and trust the predictions. Its
absence generates fragility in the users’mentalmodel, hindering the interactionwithVoD
platforms, as users do not understand how the content is organized, to orient themselves.
Furthermore, it undermines the rationale and confidence in the system’s predictions, as
they do not understand the logic of the selection offered to it. Users must be able to apply
their own judgments to make their choices.

The VoD platforms used by the participants do not explain their rules of operation to
users. The most transparent we found were some categories that make the relationship
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with the user’s history more explicit, such as “because you watched certain content” or
with the collaboration between users, “whoever saw certain content also saw it”. We
then tried to understand the participants’ understanding of the rules of interaction and
evaluate their behaviors.

We found three critical issues for the users’ experience, which could be solved with
the application of Explainable AI:

BecauseTheyDoNotKnow theRules and theLevel ofCustomization of the System,
Users Do Not form the Appropriate Mental Model for Their Use and Do Not Know
How to Teach ML to Improve Recommendations. Most participants (26) identify
that there is a relationship between the content offered and their consumption history,
but they do not know howmuch each category of recommendation has a personalization,
randomness, influence of popularity of the content or promotional interest. It is not clear
which and how much the categories are personalized or common to all users, covering
titles and ordering, as well as images displayed. Eight participants do not understand
the logic of categorizing some content, as they think that the categories present mixed
content or that they are not related. Categories with more explicit titles, such as “because
you watched certain content” or “for you”, are more successful. Netflix is successful
in these categories, as it helps users understand which of their actions were taken into
account by the recommender system [29]. The “like”, direct feedback, goes unnoticed,
being mentioned by only one of the participants. In general, they do not know which of
their actions influence the recommendations and supposed that could be: the use of the
search tool, watch the preview of trailers or even their navigation data in other systems
connected to the internet, as well as the relationship between the users’ profiles.

Personalized Recommendations, Which are the Great Innovation of ML Systems,
are Often Overlooked by Users Due to Lack of Confidence. Twenty participants
demonstrate that they resort to external recommendations more than those of the system,
since they prioritize the choice of content by indication of other people, social media
searches or categories clearly influenced by other users such as those that take into
account the popularity and ranking of views. Seven participants even commented that
some content did not seem interesting being recommended by the platform, but that they
were convinced to watch it when it was recommended by other people. Five participants
even comment that the platformsmake recommendations for commercial interests,which
reduces the credibility of the recommender system from theis point of view. We believe
that if thereweremore transparency in the recommendations, users would understand the
rationale and trust the results of the system’s predictions, contributing to the engagement.

Misaligned Recommendations to the Novice User Profile Can Accustom it to Do
its Always Choices with Search Tool. As the ML algorithm needs time to learn from
the use of people, the first interactions of a new user do not bring recommendations
so aligned with the user profile. User actions are not reflected immediately. Therefore,
some people get used to not browsing the recommended content categories, bringing
external tips and always using the search tool. Three participants never check the system’s
recommendations, as their first contacts did not represent a good experience. Konstan
[9] warn of the problem of not being able to personalize recommendations for new users.
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Greater transparency could increase the tolerance of these people and motivate them to
continue investing in the recommender system.

6 Conclusion

Although the principle of transparency is recommended in all the lists of AI principles
we have studied, adding to all publications that advocate the use of XAI with a focus
on the end-user, VoD platforms still do not fully employ the explainability of their
recommendations well. A great failure for this to happen, may be the worst performance
of the explainable algorithms, compared to the black-box models. Another limiting
reason may be the commercial interests of innovative systems not opening their logic to
competition completely.

XAI, like ML, is evolving. Human factor studies are also gaining importance within
this area. Therefore, we believe that we will still experience many evolutions in human
interaction with AI, minimizing or even eliminating the problems we encounter with our
study.

We found that most of the participants involved are aware that there is an automatic
mechanism, but it is not clear how it works and the level of customization to make the
most of its capacity. Working with AI transparency is essential to gain trust and improve
users’ experience with the recommender system.

We argue that VoD platforms should invest in finding ways to make the operating
rules of ML-based VoD platforms clearer to users, aiming at a better experience. Ahmad
et al. [30] point out that the type of explanation to be provided depends on some issues
related to the system user, such as cognitive capacity and experience time, and the level
of detail of the explanation may vary.
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Abstract. Scientific reliability—the degree to which a research method produces
stable and consistent results—represents a major linchpin of tenable scientific
research.Anumber of different studies support the conclusion that usability testing
of software interfaces lacks scientific reliability (Jacobsen et al., 1998; Jordan,
2017). The present report augments this conclusion with findings that heuristic
evaluation, the second major pillar of usability analysis, also lacks reliability. We
conclude that a key priority of “usability science” should be to initiate a systematic
program of inquiry to investigate the degree to which this term has meaning.

Keywords: Reliability · Heuristics · Heuristic evaluation · Usability · Usability
testing

1 Introduction and Background

There is a broad consensus that scientific reliability—an experimental procedure yield-
ing comparable results across successive trials—represents a major linchpin of tenable
scientific research. From this perspective, a number of different studies support the con-
clusion that usability testing of software interfaces lacks scientific reliability [1–5]. The
statement of Jacobsen and colleagues [2] embodies this conclusion:

“…both selection of usability problems and selection of the most severe problems
are subject to considerable individual variability.”

The recurrent problematic issues identified by these studies include: 1) the number
of problems contained in a given interface; 2) the difficulty in detecting a given problem;
and 3) the number of users recruited to test the usability of the interface. Collectively,
these issues affect the probability that a problem will be detected by a usability test.

In addition to usability testing, the second major methodological domain of usability
analysis is heuristic evaluation. Heuristic evaluation—informed judgment about the key
design features of an interface—dates back to the origins of the usability field. In his
seminal chapter on how to design usable systems, Gould [6] includes a section on
interface design considerations. Heuristic evaluation as one of the basic methods of
evaluating interface design is addressed by Nielsen [7] and by Mandel [8], and in the
more recent book by Kortum [9].
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A limited number of past studies have explored the reliability of heuristic evalu-
ation. Georgsson and colleagues [10] studied a heuristic evaluation by three raters of
an mHealth (the use of mobile and wireless devices to improve health outcomes) self-
management interface for diabetes patients. To prepare the raters in advance for the eval-
uation, they first were introduced to the interface by means of: 1) a short demonstration
video; 2) a guide with common interface interaction scenarios; and 3) tasks representing
patients’ typical interface use. Using a statistic called Krippendorff’s alpha, this study
found an extremely low alpha of .0815, denoting low inter-rater reliability [11]. Simi-
larly, White and colleagues [12] report findings documenting weak inter-rater reliability
in heuristic evaluation of video games.

The present report provides an analysis of results from heuristic evaluations of four
selected social networking sites—Facebook, YouTube, Instagram, and Snapchat—by
two independent groups of raters. Raters were asked to judge the level of excellence
for different design features of these sites by rating the quality of heuristics relevant to
the sites. Results are contained in term reports submitted by different teams of upper
level undergraduate and graduate students enrolled in a University of Minnesota (UM)
human-centered design course over a nine-year period (2010–2018). Over this period,
the Instructor for this course is the first author of the present report.

The analysis presented here, pertaining to the reliability of heuristic evaluation,
differs from those cited above [10, 12] in three major respects: 1) the number of raters;
2) the span of time covered by the analysis; and 3) comparison of paired heuristic quality
rating results from multiple paired independent groups of raters.

2 Method

During fall semesters for the years covered by this report (2010–2018), the first author
of this report taught an upper level course through the UM School of Kinesiology (KIN)
entitled Human-Centered Design (aimed at assessing the usability of different types of
systems). In these classes, for purposes of this report, each team of two or three students
was required to: (1) carry out an in-depthusability analysis of a selected social networking
web site; and (2) prepare a term report summarizing the background, method, results and
conclusions of the analysis. Selection of the web site to analyze by a given team was up
to the team members themselves. A Wikipedia search in June, 2019, documented close
to 200 such sites—it is likely that, over the years covered by this report, there were an
ample number of sites to choose from. The report by Smith [13] provides further details
about this class.

As part of their usability analysis, each team carried out a heuristic evaluation of
relevant design features of the site selected. Five years, 2010 and 2015 through 2018,
provided acceptable data for the analysis presented here. For the heuristic evaluations,
the explicit instructions specified that each team should: 1) carry out their own heuristic
evaluation of their selected site—however, provision of numeric ratings for selected
heuristics by each team member was optional; and 2) recruit a separate set of users
(two or more) to complete a perceptual survey, soliciting numeric ratings for a series
of heuristics relevant to the selected site. With the numeric ratings, each group member
(team or recruited users) was asked to use a Likert scale to rate the quality of each of a
set of heuristics relevant to design features for the web site selected.
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Suggestive, but not explicit, guidance for the teams was provided as to selection of
appropriate heuristics for the heuristic evaluations. These include: 1) six design heuris-
tics specifically relevant to interface design [6], namely the quality of site navigation,
functionality, interactivity, content, visual design and consistency; 2) four more general
design heuristics cited by Norman [14], namely that the interface design should provide
a good conceptual model, make things visible, support behavioral mapping, and pro-
vide feedback; and 3) 15 other heuristics variously cited by Gould [6], Mandel [8], and
Kortum [9].

The general outcome of this guidance was that the set of heuristics selected by each
team was distinct. The rationale for this approach is inherent to the definition of the term
itself: “A heuristic is any approach to problem solving or self-discovery that employs a
practical method, not guaranteed to be optimal, perfect, logical, or rational, but instead
sufficient for reaching an immediate goal” (https://en.wikipedia.org/wiki/Heuristic, last
accessed, 2019/6/10).

Summarizing the heuristic evaluation approach outlined above: 1) four social net-
working sites—Facebook, YouTube, Instagram, and Snapchat—were selected for anal-
ysis by two or more groups, with at least one survey group and one team group; and 2)
across these four sites, 4 to 9 heuristics were selected for evaluation by both team and
survey group members. Outcomes of this analysis are provided in the next section.

3 Results

Findings from two different analytical approaches are summarized to support the con-
clusion that heuristic evaluation lack reliability: correlation analysis, and calculation of
Krippendorff’s alpha.

Correlation Analysis. Table 1 summarizes quality rating results for a series of different
heuristics for four different social networking sites, as outlined above. Specified in the
table, starting with the leftmost column, are: (1) the social networking site; (2) the
numbers of female (|) and male (|) subjects (team members plus recruited survey
subjects) that rated the quality of different heuristics for each of the four specified social
networking sites, across the years 2010 through 2018; (3) the age ranges of heuristic
quality rating subjects, across both team and survey group members; (4) the heuristic
whose quality is rated; and (5 and 6) average quality ratings based on 1–5 Likert rating
scales (1 = lowest quality rating, 5 = highest quality rating), categorized by social
networking site and by heuristic, for both team members and survey group members.

In the two rightmost columns in Table 1, only paired heuristic quality rating averages
are listed. That is, for each heuristic specified in the table, at least two independent groups
provided quality ratings for the same heuristic.

Figure 1 shows a scatter plot of the paired average heuristic quality ratings by team
members (plotted on abscissa) vs. survey group members (plotted on ordinate). The
trend line on the plot is the regression line, for which the correlation coefficient (r) is
0.37. For 25 paired values (Table 1), the degrees of freedom (DOF) value is 23. At a
DOF = 23, an r value of 0.37 is statistically non-significant [15, p. 557].

https://en.wikipedia.org/wiki/Heuristic
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Table 1. Reliability of heuristic evaluation of selected social networking sites, based on quality
ratings of selected heuristics

Gender 
Numbers   Age Average Team Average Survey

Site  ♂    ♀  Range  Heuristic Member Ratings      Group Ratings

Facebook    17 19  15-88  Layout    4.0    3.7 
Ease of Navigation  4.2    3.8 

       Content    4.0    3.3 
Site Privacy/Security 3.5    3.5 
Visual Design   4.2    3.6 

       Functionality   4.3    4.4 
Interactivity   4.1    4.5 
Overall Quality  2.7    4.1 

YouTube 4 4     Average 24 Ease of Navigation  4.3    4.6 
       Content    5.0    3.2 
       Functionality   4.3    4.6 

Interactivity   3.3    3.2 
Instagram 44 20  18-73  Ease of Navigation  3.4    4.0 
       Content    3.4    3.8 

Readability   4.6    4.6 
Visual Design   3.4    4.0 

       Functionality   4.2    4.1 
Interactivity   4.1    4.3 
Ease of Use   4.0    3.9 
Provides Feedback  3.3    4.6 
Overall Quality  3.4    4.1 

Snapchat 11 8  19-60  Ease of Navigation  1.0    2.6 
       Content    3.6    3.1 

Visual Design   4.5    3.1 
Overall Quality  3.3    3.5 

Krippendorff’s alpha (Kalpha, or A) is a statistic used to provide reliability estimates
for independent judgments of the same set of data—Kalpha may be considered to repre-
sent the litmus test of reliability analysis [10, 11, 16, 17]. Kalpha values range from 0 to
1, where 0 is perfect disagreement and 1 is perfect agreement. Krippendorff [17, p. 241]
suggests, “It is customary to require α ≥ .800 (for statistically significant reliability).
Where tentative conclusions are still acceptable, α ≥ .667 is the lowest conceivable
limit”.

Table 2 lists Kalpha values calculated (rightmost column) for each social networking
site, based on inter-rater agreement on quality ratings for each heuristic, plus the value
calculated for all rating pairs combined. All Kalpha values are well under 0.8, associated
with low inter-rater reliability [17]. This finding supports the conclusion that heuristic
evaluation by independent groups of raters, documented in this report, lacks reliability.
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Fig. 1. Scatter plot of paired average heuristic quality ratings by team members vs. survey group
members (see Table 1).

Table 2. Kalpha values – individual site data and combined data

Site Number of rating
groups

Number of heuristics Kalpha

Facebook 7 11 0.03

YouTube 2 4 0.33

Instagram 9 11 0.10

Snapchat 4 7 0.03

Combined 22 12 0.12

4 Limitations

The central limitation of the analysis offered here is that there is no precedent, and no
standards, governing the presence or lack of reliability in heuristic quality judgments
of interface design. Is it reasonable to expect a high reliability of such judgments, or
does a lack of reliability represent a more reasonable, or even desirable, expectation? If
the latter, what is an acceptable level of reliability in judgments of heuristic quality for
a given interface design? The results in Fig. 1 and Table 2 support the conclusion that
heuristic evaluation is not reliable, but do not provide an answer to these questions.
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The source of the data in Table 1 represents another limitation. These data derive from
an unstructured and uncontrolled set of field observations. For example, for both team
and survey group members, no guidance was provided as to which social networking
site to analyze. Moreover, since the choice of heuristics for analysis likewise was not
explicitly specified, only eleven distinct heuristics for these four sites yielded rating
results acceptable for analysis.

A further limitation is that the Likert scale used for heuristic quality rating analysis
likewise was not explicitly specified. Consequently, some teams used a 1–5 rating scale,
whereas others used a 1–7 scale. To address this discrepancy, all rating results based on
the 1–7 scale were normalized to the 1–5 scale.

5 Conclusions

This study extends prior research on usability testing by exploring the reliability of
heuristic evaluation, the second scientific pillar of usability analysis. Two sets of results
are described: 1) lack of significant correlation of paired independent quality ratings,
across four different social networking sites, for selected heuristics by teammembers vs.
survey group members; and 2) computation of Krippendorff’s alpha values, all less than
the minimum level of 0.8 for significant inter-rater reliability. These results, showing a
lack of reliability in between two independent groups of individual raters of the quality
of different heuristics for a selected number of web sites, complement earlier research
showing a comparable lack of reliability with usability testing (Introduction). It thus
appears that usability testing and heuristic evaluation, the two empirical foundations of
usability analysis, both lack reliability.

Of course, the observation of some level of variance in how different groups rate the
quality of different heuristics for a given web site is not surprising. The key question,
as noted above, is what degree of variance is acceptable in terms of establishing a
standard for reliability for heuristic evaluation as an essential component of usability
analysis (therebymitigating the harsh conclusion noted above)? Additional research will
be required to provide insight into this question?

In summary, the analysis in this report addresses the following major questions
and conclusions: 1) does a lack of reliability in ratings of heuristic quality represent a
reasonable, or even desirable, expectation? 2) what is an acceptable level of variability
in judgments of heuristic quality for a given interface design? and 3) given that prior
research on usability testing, coupled with the evaluation of heuristic quality ratings
presented in this report, both point to a lack of reliability in these empirical pillars
of usability analysis, a reasonable conclusion is that the scientific validity of usability
analysis is open to question. Given this conclusion, a key priority of “usability science”
should be to initiate a systematic program of inquiry to investigate the degree to which
this term has meaning.

References

1. Bevan, N., Butler, S., Curson, I., Kindlund, E., Kirakowski, J, Miller, D., Molich, R.: Compar-
ative evaluation of usability tests. In: Proceedings of the Usability Professionals Association
1998 Conference, pp. 1–12. Usability Professionals Association, Washington, D.C. (1998)



714 T. J. Smith and C. Kheng

2. Jacobsen, N.E., Hertzum, M., John, B.E.: The evaluator effect in usability studies: problem
detection and severity judgments. In: Proceedings of the Human Factors and Ergonomics
Society 42nd Annual Meeting, pp. 1336–1339. Human Factors and Ergonomics Society,
Washington, D.C. (1998)

3. Jordan, C.: Reliability and generalizability of usability testing. https://medium.com/@courtn
eyjordan/reliability-and-generalizability-of-usability-testing-8c6e1837ed2f. Accessed 9 June
2019

4. Hughes, M.: Reliability and dependability in usability testing. https://www.uxmatters.com/
mt/archives/2011/06/reliability-and-dependability-in-usability-testing.php. Accessed 2 Feb
2021

5. Molich,R.:Are usability evaluations reproducible? https://interactions.acm.org/archive/view/
november-december-2018/are-usability-evaluations-reproducible. Accessed 2 Feb 2021

6. Gould, J.D.: How to design usable systems. In: Helander, M. (ed.) Handbook of Human-
Computer Interaction, pp. 757–789. Elsevier, Amsterdam (1988)

7. Nielsen, J.: Heuristic evaluation. In: Mack, R.L., Nielsen, J. (eds.) Usability Inspection
Methods, pp. 25–62. Wiley, New York (1994)

8. Mandel, T.: Elements of User Interface Design. Wiley, New York (1997)
9. Kortum, P.: Usability assessment: how to measure the usability of products, services, and

systems. Human Factors and Ergonomics Society, Washington, D.C. (2016)
10. Georgsson, M., Weir, C.R., Staggers, N.: Revisiting heuristic evaluation methods to improve

the reliability of findings. In: Lovis, C., Séroussi, B., Hasman, A. Pape-Haugaard, L., Saka,
O., Andersen, S.K. (eds.). E-health - for Continuity of Care. Proceedings of the 25th Euro-
pean Medical Informatics Conference – MIE 2014, pp. 930–934. IOS Press, Amsterdam
(2014). https://bth.diva-portal.org/smash/get/diva2:834138/FULLTEXT01.pdf. Accessed 11
Jan 2021

11. Hayes, A.F., Krippendorff, K.: Answering the call for a standard reliabilitymeasure for coding
data. Commun. Methods Meas. 1, 77–89 (2007). https://www.statisticshowto.com/krippendo
rffs-alpha/. Accessed 19 Dec 2020

12. White,G.R.,Mirza-Babaei, P.,McAllister,G.,Good, J.:Weak inter-rater reliability in heuristic
evaluationof videogames. In: Proceedings of the 29thAnnualCHIConferenceonHumanFac-
tors in Computing Systems. CHI 2011 Extended Abstracts on Human Factors in Computing
Systems, pp. 1441–1446. Association of Computing Machinery, New York (2011)

13. Smith, T.J.: Observer perceptions of overall system quality – the Lake Wobegon effect. In:
Proceedings of the Human Factors and Ergonomics Society 59th Annual Meeting, pp. 1769–
1773. Human Factors and Ergonomics Society, Washington D.C. (2015)

14. Norman, D.A.: The Design of Everyday Things. Doubleday, New York (1988)
15. Snedecor, G.W., Cochran, W.G.: Statistical Methods. 6th edn. The Iowa State University

Press, Ames (1967)
16. Krippendorff, K.: Bootstrapping distributions for Krippendorff’s alpha. https://scholar.goo

gle.com/scholar?q=Bootstrapping+distributions+for+Krippendorff%E2%80%99s+alpha&
hl=en&as_sdt=0&as_vis=1&oi=scholar. Accessed 5 Feb 2021

17. Krippendorff, K.: Content Analysis: An Introduction to Its Methodology. Sage, Thousand
Oaks (2004)

https://medium.com/%40courtneyjordan/reliability-and-generalizability-of-usability-testing-8c6e1837ed2f
https://www.uxmatters.com/mt/archives/2011/06/reliability-and-dependability-in-usability-testing.php
https://interactions.acm.org/archive/view/november-december-2018/are-usability-evaluations-reproducible
https://bth.diva-portal.org/smash/get/diva2:834138/FULLTEXT01.pdf
https://www.statisticshowto.com/krippendorffs-alpha/
https://scholar.google.com/scholar%3Fq%3DBootstrapping%2Bdistributions%2Bfor%2BKrippendorff%25E2%2580%2599s%2Balpha%26hl%3Den%26as_sdt%3D0%26as_vis%3D1%26oi%3Dscholar


Clinical Usability Studies – Clash of Cultures?
Study Design Proposal from Lessons Learned

Thomas Stüdeli1(B) and Limor Hochberg2

1 F. Hoffmann-La Roche Ltd., Grenzacherstrasse 124, 4070 Basel, Switzerland
thomas.stuedeli@roche.com

2 Bose Corporation, 80 Guest Street, Boston, MA 02135, USA

Abstract. We can recently see an increased interest in real-world usability data
fromvarious global regulatory bodies formedical devices (MDs) and Software as a
Medical Device (SaMD). Notably, the new EuropeanMedical Device Regulations
from 2017 emphasizes the importance of clinical evaluation of the usability of
MDs.

As promising as the combination of clinical trials in a real-world setting
and usability tests in simulated use can be, it is challenging in practice to com-
bine these well-established methodologies. This paper discusses the challenges
around important “cultural” differences and reports on lessons learned. It high-
lights the opportunities and strengths that both worlds offer and provides guidance
for an appropriate selection or combination of user centered design methodolo-
gies. The analysis of the user experience and usability research questions and their
translation into a clinical protocol is a key element.

In most cases, the usability of an MD or SaMD can be sufficiently assessed
with a human factors engineering evaluation (e.g., a simulated-use usability test),
which can provide evidence of safe and effective use from an interactive perspec-
tive. However, some cases (e.g., for certain clinical claims) may require assessing
use within a real-world environment, requiring the integration of methods from
the human factors and clinical worlds. For such demanding cases, we propose a
framework for a study design: a proposal on how to consider and integrate usability
tests into a clinical trial.

Keywords: Clinical trial · Usability study ·Medical device · eHealth application

1 Usability Tests for MD and SaMDs and Clinical Studies

In the last decades, the development processes of MD and SaMD have been highly reg-
ulated. Alongside guidance on risk management and design control, the application of
Human Factors Engineering (HFE) to medical device development has become estab-
lished and became a state-of-the-art in the product development in the field of healthcare.
The HFE process comprises the user-centered design activities in all stages of the prod-
uct life cycle and contributes to the desired safe and effective use of these products. US
FDA laid the groundwork with local HFE guidelines, and in 2007 the HFE process was,
for the first time, described in an international process standard [1, 2] that established
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the activities needed to develop product designs that are aligned to the needs and capa-
bilities of their users. Ultimately, applying HFE enables manufacturers to create robust
and efficient designs [1–3].

Todaymost local guidelines and regulations distinguish between two kinds of usabil-
ity studies for MDs and SaMDs: formative studies and human factors validation studies.
Formative usability studies aim to inform the design during the device development
process. Formative studies, depending on the stage of development and study goals,
can have more flexible, exploratory methods. They are not typically mandatory, but
are considered best practice for patient centricity and ensuring readiness for validation
studies and for the market from a commercial perspective. In contrast, human factors
validation studies (summative studies) aim to validate the design, establishing safe and
effective use in the intended use environment and by the intended users, from an interac-
tive perspective [1–3]. Notably, both types of usability tests are typically simulated use
studies, often occurring a lab environment rather than actual use environments, and often
utilizing simulated rather than actual delivery of the medical device therapy. The tests
are in representative and simulated use environments and with representative devices
and with a relatively small number of representative participants. As such, HFE often
takes a qualitative rather than quantitative perspective. Such usability tests, conducted
in a controlled and safe environment, allow a window into the actual user interactions,
primarily based on simulated, first-time use. Early formative tests, in particular, help the
manufacturer understand how users will benefit from the product and utilize its features
to achieve their goals and helps to design and communicate the intended use. Notably,
these tests are led by a moderator and rely on in-depth follow-up interviews to uncover
the root causes of any use related problems. In interpreting participant responses and
interactions, the moderator can consider the clinical context for a particular patient (e.g.,
whether the patient is having a “good” or “bad” day in the course of her chronic illness,
pain, tremors). Data derived from such tests are important for the assessment of the use-
related risks. Having a solid understanding of user interactions, as well as the associated
risks, is a prerequisite for the use of a MD or a SaMD in real-world settings. In most
cases, the performance of a human factors validation study is a prerequisite for the use of
MDor a SaMD in a real-world setting, as in a clinical study. By conducting tests in a sim-
ulated, moderated environment, the manufacturer can ensure that the product is robust
with respect to use-related risks before providing it for less-supervised or unsupervised
use in a clinical trial. After market introduction, the HFE process includes monitoring
and addressing of use problems encountered by device users, within the framework of
post-market surveillance activities. Notably, this is the only context in which the medical
HFE standard [1] requires manufacturers to apply human factors engineering to real-
world data. In summary, human factors engineering plays an important role in medical
device development, but it focuses primarily on assessing simulated use in controlled
environments, typically for a relatively short window of time. However, when usability
data from real patients over an extended period of time is necessary, a different type
of study is needed: one that combines aspects of both clinical trials and typical, in-lab
usability tests. We call this type of study a clinical usability study, and we describe
this study type and its benefits in the following section. Notably, conducting this type
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of study requires merging two well-established, highly regulated, and scientific test cul-
tures. That said, merging the cultures is not a simple task, given the complexity of the
typical clinical trial framework. Since the mid 20th century, clinical trial methods have
included certain hallmarks, such as informed consent, single- or double-blind design,
and ethics considerations related to conducting randomized controlled trials. Clinical
trial set-ups are driven by statistics and follow standards and guidelines of the Interna-
tional Council for Harmonisation of Technical Requirements for Pharmaceuticals for
Human Use, as well as Good Clinical Practice, which have been developed over the
past several decades. According to [4], for the eHealth challenges ahead of us, clinical
trials “lack a well-coordinated pragmatic trial extension to our system of development
of medical interventions.” We propose a typology of studies involving the intended user
population, across the human factors engineering and clinical disciplines that both seek
to collect and analyze data directly from the user (Table 1). Certain types focus only on
a single discipline, while Types 3 and 4 merge both disciplines. Our paper will focus on
Type 4: the clinical usability study.

Table 1. Types of user tests as part of the user centered design activities and patient centricity
within the Human Factors Engineering process of a Medical Device (MD) or a Software as a
Medical Device (SaMD).

Study type Description

Type 0 Clinical trials, focused on drug/medical claims unrelated to usability [4]

Type 1 Usability test for exploration, to inform the design

Type 2 Usability test for validation, a summative evaluation [1–3]

Type 3 Clinical trials with usability endpoints, including device-related questions

Type 4 Clinical usability studies that combine medical claims that are dependent on the
use and the usability of the MD and the SaMD [5]

2 The Clinical Usability Study: What, When, and Why

A clinical usability study is a study that combines both clinical and human factors
engineering methods to provide a broad view of patient interactions with a device, in
the context of a real world setting and over an extended duration. An early example of
such might be [5]. Such a study seeks to collect data towards both usability and clinical
endpoints, and to understand how such endpoints are related. Here are some examples
of questions that a clinical usability study is best suited to answer:

• Does product A’s enhanced ease-of-use, as compared to predecessor product B, help
patients achieve better clinical outcomes?

• If an interactive application is added to work in concert with a medical device, will
using this application increase patient adherence?
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• Are patients satisfied with a software developed to enhance coordination with health-
care personnel on their clinical care team? How does this software shape their
experience and recovery?

What are the objectives of a clinical usability study? Clinical usability studies
may be designed to support the following types of objectives:

• Support clinical usability claims, such as those related to feasibility of long-term
treatment, level of engagement, and satisfaction and user experience,

• Determine opportunities for design improvement, particularly those that require
an assessment of real-world use,

• Investigate research questions that pertain to extended product use, such as those
regarding adoption and compliance as inputs to clinical outcomes.

3 Study Design for Clinical Usability Studies

3.1 High-Level Study Design

The study design for a clinical usability studymust be tailored to its objectives. That said,
we expect that study design will be longitudinal, meaning that the study will occur over
an extended period of time, so as to gather information about the product in a real-world
use setting. We propose the following structure:

• Initial laboratory-based test session. The study may start with an initial, traditional
laboratory-based test session during which users work with the device for the first
time under moderator observation. Such a study may be limited to a typical “out of
the box” discovery and first use. Or, it may include tasks based on specialized use
cases, if (a) there is a need for early feedback on such a scenario, (b) when this should
be evaluated with a first-time, naive user, or (c) when there is a desire to exposure
the user to a feature early during the study. Otherwise, specialized use cases may be
evaluated in the final laboratory-based test session.

• Extended usage (longitudinal portion). The study participants will use the product
over a period of time, which may be as little as a week or as long as a year. During
this usage period, the study may employ a variety of research activity types, such as
surveys, individual phone interviews, group interviews, direct observations, and diary
entries.

• Final laboratory-based test session. The studymay include a final, laboratory-based
test session for controlled observation of the users’ interaction with the device after
extended usage. This test sessionwould give insights in a learned steady use in contrast
to the first time use and may also include a follow-up interview with pre-prepared
questions based on the participant’s individual usage patterns (e.g., automatically
collected by an app) and independent research activities (e.g., diary entries).

• Debrief. At the study conclusion, the researchers should debrief with the participants,
as is typical for a clinical trial. Such debriefs may include assessments of various
clinical aspects, such as regarding disease development (e.g., clinical questionnaire),
as well as patient satisfaction with the treatment.
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Note that this study framework is quite different from the typical randomized, double-
blind, placebo-controlled clinical trial. As needed, the study investigators may choose
to employ one or more of these elements, if possible and important for their particularly
study’s research questions and design.

3.2 Study Method

Here, we provide practical guidance on specifics of the study method in the clinical
usability context:

• Sample size. The sample size for a clinical usability study will vary based on its
objectives. The sample size will typically be larger than a human factors validation
test, given the clinical objectives of interest and variability in the users and user
environments, but smaller than a typical clinical trial.

• Sample selection (user groups): Consider including representatives from each user
group, as described in the indications for use and as per a typical human factors
validation test.

• Recruitment criteria. Recruitment criteria must consider factors affecting usability,
with a view toward user characteristics, as well as clinical factors, with a view towards
disease characteristics and progression. In particular, consider whether recruitment
should include clinical subgroups (e.g., stage of the condition), and how differences
in user characteristics related to disease progression may affect usability.

• Site selection.As for clinical trials, collecting data fromsites representing the diversity
of the intended user population will enhance the study’s generalizability. As relevant
to the study objectives, consider the following factors: geography, demographics,
differences in healthcare delivery (e.g., among systems or countries), and local cultural
characteristics.

• Training. In a clinical usability study, the desire to provide representative training
must be balanced against participant safety and the research questions. We propose
the following strategy for a clinical usability study:

1. Provide representative training at the start of the initial lab-based test session, as
is typical for a usability test. This might be training for all users, some users, or
no users.

2. Conduct the usability test session.
3. Provide additional training before the longitudinal portion of the study, given (a)

the need to ensure participant safety, and (b) any specific study research questions,
such as how training affects behavior.

Importantly, the study design must consider the effects of such additional, non-
representative training on the study results, balancing the additional intervention of
non-representative training against the study goals, while ensuring participant safety.



720 T. Stüdeli and L. Hochberg

3.3 Study Measures

Collaborative Selection of Measures. The particular measures selected will depend
on the study’s research questions, and may represent a mix of traditional HFE mea-
sures, clinical measures, and device usage data. Importantly, the clinical measures must
be developed in close collaboration with clinical partners, and the frequency of their
collection may depend on the speed of disease progression. Similarly, the usage data
should be selected in partnership with supportive functions and technology. Software
engineering and data science collaborators should ensure that (a) clinical partner can
support the collection of this data and (b) the technology is ready to specifically collect
this data during the study, ideally on an ongoing basis (e.g., remotely by the MD or the
SaMD itself).

Consideration of Data Types. Table 2 below shows the variety of data types that may
be collected in a clinical usability study, which may be useful during the study planning
phase. Usability metrics may include objective measures, subjective measures, and a
combination of both. In order to support the desired claims, a set of quality-of-life,
wellbeing and usability questionnaires, interviews and focus group discussions, along
with other typical clinical trials endpoints, might need to be considered. The clinical
measures will be specific to the device indications for use, and as such, are represented
generically.

Table 2. Data types in a clinical usability study across multiple dimensions.

Subjective Objective

Qualitative • Individual interview or focus group
question responses

• Observations during initial and final
lab-based test sessions

• Root causes of use errors
• Diary entries - unstructured data
• Survey/questionnaire responses

• Demographic data about users
• Descriptive usage data, such as the
type of device used to access a
platform

• Clinical measures

Quantitative • Interview question responses - rating
scales

• Diary entries - structured data, such
as rating scales

• Survey/questionnaire responses
• Trends in use-related root causes

• Pass/fail ratings and use errors
during the test sessions

• Usage data, such as frequency of
device use, duration of session, etc.

• Clinical measures

Linking Measures to Research Questions. After developing this basic Table 2, we
suggest that researchers develop amatrix connecting each of themain research questions
to the appropriate data, to consider (a) what types of data might be used in considering
each question and (b) opportunities for integrating data during analysis. The example
matrix (Table 3) below shows how typical research questions might be considered from
multiple perspectives.
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For example, ease of use might be considered through the lens of initial lab-based
test session performance, participant responses in follow-up interviews during the test
sessions, and diary entries. Frequency of device use might be answered empirically by
analyzing usage data, while an associated root cause analysis of the frequency patterns
might rely on diary entry and follow-up interviews.

Endpoint Selection. If the study will use a traditional clinical trial framework for its
protocol and report, each row of the Table 2 above can then be used to select primary
and secondary endpoints for each research question.

Table 3. A sample framework for considering how research questions (RQs) are related to the
data collected during various stages of the study. The table depicts a simplified example, rather
than a comprehensive template.

Data type Initial test session Extended usage period Final test
session

Task
pass/fail
ratings

Use errors Interview
question
responses

Usage data Diary
entries

Interview
question
responses

RQ 1 (ease
of use)

X X X X X

RQ 2
(frequency
of use)

X X X

3.4 Practical Considerations/Specific for Clinical Usability Studies

Consider the following practical and logistical considerations in study planning:

• Regulation. Work with clinical and regulatory partners to determine whether the
clinical usability study must or should follow clinical trial regulations. Consider both
ethical obligations as well as the ability to support and clinical or marketing claims.

• Adverse event collection.Consider how the study will collect adverse event data, and
how the studywill train any study administrators to collect such data. Resource clinical
staff as part of the adverse event data collection and monitoring effort, particularly
during the extended usage period.

• Compensation. Provide sufficient compensation to motivate participants to complete
the study. However, consider that overly generous compensation might bias certain
study measures, such as regarding engagement and/or frequency of use.
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4 Discussion

Although the framework provided is general and may be applied to any type of technol-
ogy, it is particularly useful for handling the complexities related to integrating quali-
tative data from speaking to users, objective clinical data, and automatically-generated
usage data collected by devices, as is becoming more prevalent in the Internet of Things
(IoT) era. Connected medical devices, artificial intelligence technology, and big data are
pushing the classical simulated-use studies for SaMDs and MDs to their limit as there
is more and different relevant data to capture and the traditional methods may not be
good enough on their own to do the most robust evaluation. Additionally, there are an
increased emphasis on post-market surveillance and the desire to incorporate insights
from long-term use patterns into device design.

We suggest this clinical usability study framework to support the necessary interdis-
ciplinary collaboration between HFE specialists and these associated fields [9]. In some
cases, medical device usability is not just a nice-to-have, but rather an integral part of
the clinical claim, requiring the integration of usability endpoints into clinical trials.

That said, at the outset of planning a user study, themanufacturermust considerwhich
of user study types are best suited, andmost efficient, for answering the researchquestions
at hand. When simulated-use studies are sufficient to generate the desired evidence, do
not run a clinical usability study! A simulated-use study’s controlled environment will be
safer and offer a more consistent experimental setting; moreover, the study will be faster
and cheaper to conduct than a clinical usability study. Reserve the resources necessary
for a clinical usability study for cases in which its unique advantages are needed.

What is the real benefit of combining both? Clinical usability studies have several
unique advantages. They enable the assessment of compliance and/or adoption in a natu-
ralistic environment. They allow for the investigation of product usability over time, in the
context of disease progression, health beliefs, or other stratifications. Finally, they facil-
itate the investigation of root causes associated with product use, such as understanding
the reasons for particular usage patterns that occur in a real-world setting.

4.1 Biases and Limitations

As with any type of research, biases and limitations of the clinical usability format must
be considered during planning. Perhaps the greatest tension in such a format is the extent
of interventions during the course of the study. Specifically, the desire to collect “pure”,
unmanipulated real-world data from actual patients – to enable a view into important
questions such as adherence – lies in contrast to the necessary, periodic interactions of
the study staff with the participants, so as to discuss patients’ experiences with them
directly and understand the motivations behind their behavior.

For example, participants will likely need to complete additional (i.e., non-
representative) training so they may safely use the product at home. Consequently, this
additional training must be considered when interpreting the study data. For example,
questions regarding initial discovery of certain features over time cannot be answered if
they’re introduced in training. However, sustained use of such features may be investi-
gated. Additionally, the timing of interviews with participants must be selected carefully,
because including such interviews during the extended usage period may influence their
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behavior in variable ways. Some participants’ adoption, or adherence, may increase due
to this intervention, while other participants may be demotivated. Interview questions
and data analyses might be included to determine the extent to which such interventions
affect usage patterns.

Ultimately, we propose to follow the credo: “Collecting as much relevant data as
possible and at the same time as little as necessary”. This guideline helps to limit possible
bias related to moderator activities where moderator-participant interactions may create
unwanted effects on the outcome of the study.

4.2 Applying the Framework to Product Development Strategy

In many cases, the two key disciplines generating insights directly from users – clinical
and HFE – are siloed. Each discipline develops a research plan for the course of product
development (e.g., the usability engineering plan and a clinical evaluation plan). Both
of these are nicely documented in the product’s design history file, and the work of each
discipline proceeds. We propose that, in some cases, it is best to develop an overall user
study research strategy, in which the clinical and the HFE groups meet at the outset of
product development and identify the number and types of studies (see Table 1) that will
be conducted by each group, and how insights may be shared as inputs to each others’
study designs and data interpretation. In the course of such planning, the clinical and
HFE groups can then also determine whether a clinical usability study is a beneficial
method for answering complex, cross-disciplinary research questions.

Consider also, how to provide insights generated from the clinical usability study
as it progresses, to inform product development, particularly in agile environments. For
example, consider utilizing a phased reporting structure or cross-disciplinary review
meetings at predetermined checkpoints. Importantly, consult with the regulatory affairs
group to determine which regulations might apply to the specific clinical usability study
under design. Include representatives from data science and software engineering for
studies that integrate large amounts of usage data.

4.3 Conclusion

Notably, regulatory bodies have shown increased interest in patient preference and sat-
isfaction as an input to risk-benefit calculations, increasing the need to understand how
product design affects users’ behavior and motivations in support of improved clini-
cal outcomes. The here provided typology of user studies, the design framework of a
clinical usability study, and the discussion of key considerations for protocol devel-
opment and cross-disciplinary collaboration aim to facilitate the communication with
the health authorities and the internal decision making. Although they require close
interdisciplinary collaboration, clinical usability studies offer unique advantages and
circumstances, particularly as automatically generated usage data collected by devices
becomes more prevalent in the IoT era.
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Abstract. Designing information and communication technology for older adults
has been identified as one of the grand challenges of HCI. HCD+ is a Participatory
Design framework based on Human Centered Design, aiming to provide practical
guidelines to improve older adults’ participation in systems development. This
paper describes a study evaluating these guidelines with 19 older adults aged
between 60 and 77 years and 12 younger systems developers.

Results indicate three main factors of concern for working with older adults:
(1) the commitment of a trusted person in a group, (2) the atmosphere and social
interaction, and (3) reciprocity of the engagement. Furthermore, results show ben-
efits for everyone: (younger) participants as developers gained a better understand-
ing of the potential user group and their mental models and thus felt more secure
in finding appropriate design solutions.

Keywords: Human-centered computing · Older adults · Aging · Participatory
design · User studies

1 Introduction

As our society is ageing, new information and communication technology (ICT)
emerges, which could aid social inclusion and positive ageing. Yet too often the needs
and abilities of older adults are ignored. Especially young software developers often
struggle to take the perspective of a diverse older user group [1, 2]. Designing ICT
for the well-being of our ageing population has been identified as one of the grand
challenges of HCI, to nurture the human potential and strengthen mental health [3]. Par-
ticipatory Design (PD) can build a bridge between developers and potential users. This
requires including older adults in all phases of technology development to accommodate
their requirements, fears and needs [4]. Hence, their participation, responsibilities and
resources have to be organized [5]. The HCD+ approach focuses on the participatory
development of ICT, considering special user characteristics of older adults. It provides
seven general guidelines for working with older adults in terms of recruitment, atmo-
sphere, and methods in an HCI context [6]. See [6] for an overview of the guidelines
and respective descriptions.
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This paper addresses the evaluation of participatory activities usingHCD+guidelines
in a community context inferred from our experience with older participants from the
German Association of RuralWomen and the German Women’s Circle.

Besides, this paper emphasizes the developers involved in the project and focuses
specifically on their personal experiences with the Participatory Design methods and the
lasting effects on well-being.

The cooperation with these stakeholders is embedded in the Historytelling project,
a social networking service for writing and sharing personal life stories.

1.1 Participatory Design

Participatory design (PD) describes amindset democratizing the design process and inte-
grating various stakeholders into all phases of product development [4]. It can be defined
as “a process of investigating, understanding, reflecting upon, establishing, developing
and supporting mutual learning between multiple participants in collective ‘reflection-
in-action’” [7]. Participants typically fulfill the two principal roles of users and designers,
where the designers strive to learn about the users’ situation, while the users strive to
articulate their desired aims and to learn appropriate technological means to obtain them
[7]. Thus, PD promises a better understanding between users and system developers as
well as better products and services [8, 9].

While PD can in general provide a platform to advocate the needs of marginalized
individuals and to get better insights into user needs for future product development [4],
PD with older adults can improve their safety and quality of life as well as the usability
of products and services they use [5, 10]. In particular, “previous research suggests that
older adults are valuable as co-designers of innovative technology concepts and there is
potential benefit in co-designers having prior interaction with the technology of interest
to aid in the design ideation process” [4]. Also, the structure andmethods of PD including
collaborative feedback work best when informed by an understanding of the community
of interest [4].

1.2 Participatory Design in Communities

Even though Participatory Design (PD) has increasingly been used in non-classical
work contexts, most of the published studies and projects are still in a work domain with
clear hierarchies and clear context [7, 11, 12]. Typically, they share two main goals:
(1) development and evaluation of design practices that foster cooperation between
designers and developers within the organization and (2) development and evaluation of
work systems that support work activities.

Besides its traditional field of application, PD in communities offers new challenges
and opportunities for practitioners and society [7, 13]. Communitiesmostly relate to geo-
graphical structures and are thus tied to a specific location such as neighborhood, city,
or region. At the same time, however, they share a certain common identity [7]. Com-
munities are social, heterogeneous structures, some of which are fluid and unclear. They
often share a passion or concern on a particular topic and want to learn about it. Mem-
bers are often intrinsicallymotivated rather than by external factors such asmoney, favor-
ing collaboration if ICT supports communities’ goals. This makes it difficult to apply a
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“one-size-fits-all” design strategy. Instead, community-based PD projects need plural-
istic approaches that meet the different challenges and contexts of communities [7]. At
the same time, PD in communities can help to find and support creative talents in large
groups, making them more sustainable over time and within the community [7, 11].

1.3 The Historytelling Project

To conduct ongoing research on PD with older adults, we were looking for ICT context
that could provide sufficient value to (intrinsically) motivate older adults to use it and
that plays to their strengths rather than just compensates their weaknesses. Thus, the idea
to the Historytelling project (HT) was born and has not disappointed since. This might in
large part be attributable to its components of social networking services (SNS), which
can provide great benefits for older adults. While SNS use is associated with increased
social capital and reduced loneliness [14, 15], direct communication is important to
facilitate and maintain friendships, making it important to have both: a diverse set of
weak ties and the communication context to take advantage of them [14]. A detailed
introduction to the HT project can be found in [16].

The existing collaboration with various stakeholders allowed us to create guide-
lines for working with older people (HCD+ guidelines), based on the literature and the
experience gained during the HT activities and other projects involving older adults [6],
including guidelines for user interface design created in special parts of HT [17]. In addi-
tion to the development of individual components, a style guide was created providing
general design guidance to improve the usability of interfaces for older people [18]. The
current state of development can be found on the HT project website [19].

2 Method

This paper describes the questionnaire study of two stakeholder groups within the par-
ticipatory process. The first stakeholder group were older adults as potential users of
HT, recruited to validate the HCD+ guidelines (see Table 1) [6]. The second stakeholder
group were former HT developers. They filled in a questionnaire focused on the personal
experience with PD methods and subsequent effects on the project’s development.

To validate the HCD+ guidelines on working with older adults in HCI contexts, a
questionnaire and interview study was conducted. The questionnaire was completed by
21 older adults, 2 of them were excluded from the analysis because they were too young
(aged below 60 years). The remaining 19 participants were aged between 60 and 77 years
(M = 67.7; SD = 5.1). The participants who were members of the German Association
of RuralWomen (N = 17) were recruited by the chairwoman of the local chapter of
the Association of RuralWomen. The remaining participants (N = 4), members of the
German Women’s Circle, were recruited by email.

11 of them completed the questionnaire in a café, 3 in a RuralWomen member’s
home and 7 in their own home.

To assess the personal experiences of the (former) developers and the lasting effects
on their well-being, an online questionnaire was completed by 12 participants. They
were former students that had participated in the HT project in the course of thesis and
project work between 2016 and 2020.
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Table 1. HCD+ guidelines developed for working with older adults in an HCI context. For a
in-depth description see [6]

Category Guideline

Recruitment Group Leader Engagement (R1)

Emphasize reciprocity when recruiting (R2)

Atmosphere and procedure Cultivate socializing atmosphere (AP1)

Schedule more time (AP2)

Methods Accommodate participants’ wishes (M1)

Establish Fallbacks (M2)

Use abstract descriptions of technology (M3)

2.1 Results on Evaluation of Participatory HCD+ Guidelines

Table 2 provides an overview of the questionnaire results for older adults. Since partic-
ipants varied in prior experience with HT activities, results in are split by frequency of
prior participation to indicate alteration over time: four women had never participated
in HT activities, 5 had participated in one activity, 3 women in two activities, and 7
women in three or more activities. The column marked “>0” shows means for all 15
respondents who had participated in one or more HT activities before.

Answers to open questions were categorized post hoc and varied in frequency: 18
concerned reasons for future participation, 15 incentives for future participation, 15
reasons for first participation, and 8 for atmosphere. The results are described below.

Recruitment and Participation. For older adults, responses confirmed the importance
of being approached for HT participation by known persons, such as the local chapter
chairwoman or a well-known member of the HT project team (M = 7.5). A known
person should also be present during the HT activity, which increases the likelihood of
workshop attendance (M = 6.7). In general, the willingness to participate increased if
people had participated in previous workshops and if a known person was present. Two
participants also stated in the free text responses, that an invitation from the chairperson
was their reason to participate in the first HT activity.

Emphasis on Reciprocity. Responses revealed that learning something new (M = 8.9)
and receiving results from previous activities (M = 8.2) were important motivators
for participation, as was mirrored in the free text comments: Older adults mentioned
learning new things and curiosity as reasons for first and future participation (7) as
well as interest in the project (5), support for their organization (3), and curiosity about
the project progress (3). Even when asked about incentives for further participation,
they mentioned the importance of learning something new every time (6), especially
regarding technology use and methods. Participants also focused on personal interest
and a positive atmosphere (2).

Cultivate a Socializing Atmosphere and Accommodate Participants’ Wishes. Older
adults emphasized the importance of good atmosphere and social interaction (M = 8.8),
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Table 2. Mean importance ratings for HCD+ guideline categories, on a scale from 1 (low) to 10
(high), split by frequency of respondents prior to participation in HT activities, with column “
>0” showing means for all 15 respondents who had participated in HT activities before, N = 19.

HCD+ guideline category Frequency of participations

All 0 >0 1 2 ≥3

N 19 4 15 5 3 7

Importance to be recruited by known
people

7.5 8.8 7.2 6.0 9.0 7.3

Importance of presence of a known
person

6.7 8.3 6.3 6.2 8.7 5.3

Probability of participation if no
known person is present

6.5 5.3 6.9 5.8 6.7 7.7

Probability of participation if
recruited by unknown person

4.4 3.0 4.8 3.8 7.0 4.6

Importance of learning something new 8.9 8.5 9.1 9.4 8.3 9.1

Importance of being informed about
results of former activities

8.2 7.8 8.3 8.4 8.7 8.1

Importance of atmosphere and social
interaction

8.8 9.5 8.6 9.3 8.0 8.4

as was mirrored again in the free text comments in the older adult’s questionnaire. They
focused on the interaction with the interviewer as well as with other participants, and the
fruitful exchange between young and old. Four people also gave advice on improving
the atmosphere through better task explanation and prototype preparation.

2.2 Results on Developers’ Experience

Therewere 12, 11 and8 answers to the three free text questions regarding the expectations
of the HT project (initial expectations/fulfilled expectations/unfulfilled expectations).
Table 3 summarizes effects of active user involvement on the development process and
results and describes the subjective personal experience on reciprocity as well as the
importance of social interaction and atmosphere for (former) HT developers.

Initial and (Un)fulfilled Expectations. Participants in this questionnaire study cited a
general interest in both, the user group (8) and the topic (6) as initial reasons for deciding
to work on HT. Other reasons included the supervisor (4), the participatory development
process (4), the desire to make a contribution (2), and the technology being used (1).

A total of 11 responses concerning fulfilled expectations included the following
topics: cooperation with older adults was good (7), as was the iterative approach to the
project (3) and the practical experience gained through the implementation of the project
(3). Also, research in the field of HT was seen as important (2) and academic support
as good as expected (2). Working in a dynamic iterative HCD process can be hard and
lead to unfulfilled expectations, of which 8 were described in detail: Collaboration with
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the target group was more difficult than expected (2) and no final product could be
handed in at the end of the work (2). Developed subsystems did not work equally well
for everyone in the summative evaluation (1), project setup and programming was more
difficult than expected (1), project was more labor-intensive than expected (1) and work
was not carried out across generations (1).

Table 3. Overview of questionnaire responses for (former) HT developers regarding personal
benefits, Efficacy of User Involvement, as well as reciprocity and enjoyment. The scale ranges
from 1 (low) to 10 (high), N = 12.

Efficacy of user involvement M SD

I felt safer in system development 8.6 1.2

I got new ideas for HT development 9.0 0.8

I got valuable feedback on the current state of my work 8.6 1.6

I iterated quicker 6.3 2.0

Reciprocity and enjoyment M SD

I learned something new through participatory system development 9.4 0.8

Participants learned something new through participatory system development 8.6 0.9

I enjoyed sharing my experience with others 9.0 1.0

I enjoyed learning from the experience of others 9.1 0.9

The atmosphere and social interaction were very important to me personally 9.8 0.4

Personal benefits M SD

I established a connection to the user group 9.3 0.9

I understood the mental model of the user (group) better 9.6 0.6

Experiences on Reciprocity in Learning and Enjoyment. Participant developers
stated they could learn something new by the participatory way of working (M = 9.4),
giving them joy (M= 9.1), and that they were able to pass on their experience (M= 8.6),
which again gave them great joy (M = 9.0). This indicates that reciprocity and learning
worked within the HT framework and that there was mutual benefit in the relationship.
Further HT activities should focus on maintaining and strengthening opportunities to
learn from one another. The high importance ratings for social atmosphere also show the
developers’ appreciation for the user group and might emphasize perceived importance
of the project and its general topic.

Former developers emphasized the importance of good atmosphere and social inter-
action (M = 9.8). The high importance ratings for social atmosphere also show the
developers’ appreciation for the user group and might emphasize perceived importance
of the project and its general topic.

Efficacy of User Involvement. Participant developers were asked to what extent active
user involvement helped them in the development, addressing whether their involvement
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helped to better understand the user group and whether it helped with the comprehen-
sibility of development process itself. They reported that they felt more secure overall
during development (M = 8.6) while maintaining a high quality of user involvement,
ensuring that new ideas were developed (M = 9.6) and feedback on the current status
could be obtained (M = 8.6). Finally, involving users always takes time that could be
used otherwise, e.g., in analysis or further project development, and there was consid-
erably less agreement whether the active involvement of the user group helped with fast
iteration (M = 6.3).

Personal Benefits. Results show that developers could establish a connection to the
user group during the development process (M = 9.3), and that they better understood
the user mental models (M = 9.6).

Also, aspects of personalwell-beingweremeasured. For these items, the scale ranged
from −5 (decreased) to 5 (improved) with no neutral option.

Above all, their self-confidence (M = 3.3) and satisfaction (M = 3.0) had increased
through development with the target group, as had the zest for life (M = 2.6), the
perceived importance of their own life (M = 2.3), and the quality of life (M = 2.1).

3 Discussion

Three factors have proven to be particularly important for participatory development in
the Historytelling project: (1) commitment of the chairperson (especially for the Rural-
Women Berkenthin), (2) atmosphere and social interaction in joint HT activities, and (3)
reciprocity of engagement in HT. Without the interest and dedication of the chairperson,
most participants would not have joined HT activities. She acted as an important peer in
the project, who understood the user group, was trusted, and could motivate them. From
the initial contact, a relationship between participants and researchers could develop,
creating a basis for mutual trust.

During HT activities, it was important for participants to have a pleasant working
atmosphere with extra time for social interaction, e.g., during a meal before the actual
workshop or extended coffee breaks. However, participants did not take part in HT just
for pleasure. Mutual learning was an important motivator for them, especially regarding
the use of new technologies. Guided by intrinsic motives, older adults desire to preserve
and shape something for posterity, society, and their community. The results of their
participation were important to them, which is in accord with the literature, showing
that it is especially important for older people to spend their time sensibly [20].

Within the participatory design approach, HT system developers were able to gain
a better understanding of the older user group and to establish a connection with them,
which had positive impact on the developers and the product they developed. Changes
in well-being for participant developers should be addressed more thoroughly in future
research. Also, the issue of self-selection in the research sample should be addressed
better in the future: interviewed participants are likely to be more active people in their
communities, yet the HT project might also interest more withdrawn people who could
thus becomemore socially integrated, which is in turn associatedwith higher well-being.
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Overall, the HT-project has proven to be very suitable for cross-generational and
intergenerational research. Here, older adults can learn about software, hardware and
development methods while supporting their communities and younger people can learn
about historical events, older users’ mental models and participatory development while
creating their own prototypes and strengthening their self-confidence.

4 Conclusion and Future Work

This paper describes the evaluation of participatory design processes in theHistorytelling
project within a local RuralWomen community and the German Women’s Circle based
on guidelines described in [6]. ThisHCD+approach extends theHumanCenteredDesign
(HCD) process by focusing specifically on user characteristics and their influence on
the development process and results. The evaluation is based on 31 interviews with
older adults as potential users (N = 19) and younger developers (N = 12). Results
indicate that especially the recruitment of participants and empahsis on reciprocity are
peculiar for communities.Without the dedication of the chairpersons, a lot of participants
would not have joined our participatory activities. Also, supporting their communities
was an important factor for them. Besides, results show that the social atmosphere at
the conducted workshops were important and that the participatory development had
positive impact on the developed product and the experience of participant users and
developers. Involving older adults in the development process added value for both
groups, and a trusting relationship was established.

This study marks a first step to reflect on the results on the product and on the
underlying process of participatory design in the Historytelling project, especially for
local communities. The existing HCD+ guidelines will be iteratively improved over time
and new guidelines will be added to foster the cooperation with older adults.

Simultaneously, further system components will be developed for HT and existing
components will be improved iteratively in a PD process with older adults. Also, the
cooperation with the RuralWomen is extended to support them in their anniversary of
the local association chapter and cooperation with RuralWomen at the state level and
with other entities, such as museums, is actively pursued.

One caveat for this study lies in the participants’ gender: cooperation so far relies
heavily on organizations in which women are dominant. However, the initial contact and
the work during HT activities might conceivably change with the involvement of male-
dominated organizations. Finally, it will be essential to test the validity of the HCD+
guidelines with more communities and to extend cooperation with other organizations.
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Abstract. eForms have become a means to decrease workload and processing
speed in the public sector. As eForms go beyond simply “digitally replacing” ana-
logue systems, their potential is not yet exhausted. However, to systematically
improve eForms, appropriate tools to tailor eForms to user needs and evaluate
their usability are required. The objective of this paper is to develop and evalu-
ate a user experience questionnaire for eForms. We introduce the eForms User
Experience Scale (EFUXS), which is based on the psychological needs aspect of
Self-Determination Theory and its three facets (competence, autonomy, and relat-
edness). To assess the validity of EFUXS, its results were compared with well-
known usability (System Usability Scale; Brooke, 1996) and acceptance (simple
acceptance scale, van der Laan, 1997)measures. In an online studywith a random-
izedwithin-subject design, university students (N= 60) evaluated their experience
with two versions of the same registration form. These forms were designed to
implement the best practices from a governmental guide on eForms or their inverse
(“worst practices”). All three scales were able to differentiate between “good” and
“bad” tax-form versions. The item-analysis of the EFUXS showed acceptable to
excellent internal consistency, item difficulty, and discrimination. The scale cor-
related with the two comparison measures, indicating convergent validity, while
offering additional insights into psychological need fulfilment. This study sug-
gests the viability of the EFUXS as a user experience measure and highlights
advantages in its use to improve eForms.

Keywords: eGovernment · Self-determination theory · eForms · User experience

1 Introduction

Governmental electronic Forms (eForms) are used in the exchange of information
between a private (e.g., citizen or company employee) and public (e.g., a governmental
agency) entity. They often convey information relevant to decision making (e.g., eli-
gibility for a service) or the implementation of decisions (e.g., banking details for the
transfer of social services). Studies on eForms have shown that such tools can decrease
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completion time and reduce error rates (cf. e.g. [1]), thus bringing advantages to both
users of these forms and governments processing them.

One common example of a legally mandated transaction is tax-filing. In Germany
approximately 192.7 million filings on income tax have been conducted since the estab-
lishment of the service in 2011 [2]. Globally, the number of countries offering online
interaction is increasing (e.g., by 16% between 2018 and 2020), particularly for services
such as registering a business, applying for a birth/marriage certificate, a driver’s license,
or for a personal identity card [3]. At the same time, permeation within certain countries
has not been maximized, and in cases such as Germany, use of eGovernmental services
have declined [4].

One explanation for the non-use of e-government services is poor usability (i.e.
completion in an efficient, effective, and satisfyingmanner [5]) - this has been confirmed
in various studies [6, 7]. Therefore, it is essential that eForms demonstrate adequate
usability, so that eForms e.g. do not cause frustration (cf. e.g. [8]). However, while
improvingusabilitymay support the adoptionof eGovernment services, this is a “lesser of
two evils approach” –with eForms only being selected for being easier than paper forms.
Instead, governments should consider increasing intrinsic motivation, i.e. choosing to
use digital services because of the internal, positive reaction it elicits.

In other words, eForms should also enhance user experience (UX). UX includes
aspects of usability, as well as users’ emotions, beliefs, preferences etc. before, during
and after system usage [9]). Good UX has been shown to facilitate the adoption of new
technologies (e.g. [10]), which can support the digital transformation of eGovernment.
Furthermore, good UX can shape positive experiences in situations that are not always
voluntary (which has been shown in non-eGovernment contexts, e.g. medical adherence
[11]). This is crucial in government interactions in which citizens depend on services
based on information they provide (e.g., welfare benefits) or when they have to fulfill
their legal obligations (e.g. tax filing).

At the same time, forms represent laws. This must be considered in their design and
reveals a central challenge between conformity with the law and UX [12]. For example,
legal terms must be translated into understandable language without distorting content.
Furthermore, laws often also allow for discretionary decisions. All information relevant
to the decisionmust be available and potentially requested in the form (if it has not already
been collected and transmitted elsewhere in the sense of the once-only principle).

So that eForms can overcome this challenge and provide excellent user experience,
benchmarking tools are needed. These tools must enable non-specialized practitioners
to evaluate and tailor their eForms to suit the wide variety of user’s needs and create an
experience that fosters the relationship between citizen and government. Yet, empirical
research on UX for eForm development in the public sector is lacking.

Due to the heterogenous user base of eForms, benchmarking toolsmust address basic
psychological needs inherent in all individuals. One applicable and well-established
framework is that of the basic psychological needs, which is one of six mini theories
encompassing self-determination theory (referred to here as SDT for brevity; [13, 14]).
SDT asserts three basic needs: competence (sense of efficacy), autonomy (sense of
volition), and relatedness (sense of belonging or being cared for). High levels of need
fulfillment are associated with increased performance and intrinsic motivation, and a
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system which fulfills these needs can increase feelings of well-being and growth. While
many self-report measures on SDT exist (cf. e.g. [15]), and previous research has applied
it in the field of Human Computer Interaction (for a review, cf. e.g. [16] or [17]) or
eGovernment (e.g. [18]), SDT has not yet been applied as a UX measure in this specific
context.

The objective of this paper was to develop a scale to specifically assess user expe-
rience of eForms, and to appraise its suitability by a) conducting an item analysis of
the scale, b) assessing its ability differentiate between electronic tax forms of different
quality and comparing its performance with measures of usability and acceptance, and
c) exploring correlations with other measure for construct validity.

2 EFUXS Scale Development

The development process of the eForms User Experience Scale (EFUXS) adapts the first
four phases of the scale development process described by Boateng et al. [19]. The first
three phases are described in this section, while the fourth is described in Sects. 3 and 4.

Identification of Domain and Item Generation. The dimensions of the scale were
based on the three facets of SDT: Competence, encompassed a feeling of efficacy in
(universal) eForm completion; Autonomy, the sense of volition and sovereignty afforded
by the eForms; and Relatedness, the feeling of being taken care of (here: to what extent
the agency was supporting the user through the eForm process). Item were generated
in two manners: either based on previous work of the SDT facets (i.e. converting items
from existing SDT measures to the current context; referred to as “classification from
above” [19]) and expert interviews with psychologists, who generated potential items
based on their expert knowledge of the SDT facets (“classification from below”). Items
were consolidated by the authors in multiple iterations.

Content Validity. The content validity of the respective versions was evaluated in mul-
tiple focus group of expert researchers in the field of eGovernment (backgrounds in
politics, psychology, or media and computer science, N = 6). Three reviews were car-
ried out by this panel to select items that were appropriate, accurate, and could be
interpreted. Items were accepted, rejected, or modified until a consensus was reached.

Pre-testing of Questions. The scale was pre-tested with a heterogeneous user group
(N = 4) of differing age (young adult, middle aged, senior) and levels of education
(high-school diploma, apprenticeship, university education). Cognitive interviews were
used, during which participants verbalized mental processes while completing an eForm
and the EFUXS. The results were used to iteratively improve the comprehensibility of
item wording. Participants were also asked to group similar EFUXS items, which were
then compared with the underlying domain. Grouping corresponded strongly with the
respective domains (45 of 48 grouped correctly). The final version of the EFUXS is
shown in Table 1.
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Table 1. Analysis of EFUXS items, relative to their subscales (n = 120).

Item This form was designed in such a
way that…

M (SD) Item-total Difficulty Discrim. α if
removed

C1 …I feel like I can complete it well 4.58 (1.5) .91 .76 .83 .88

C2 …I feel incompetent while working
on it. (I)

4.94 (1.3) .71 .82a .71 .94c

C3 …I can complete it competently 4.59 (1.3) .90 .78 .83 .88

C4 …I feel like I could complete similar
forms well

4.58 (1.4) .89 .78 .86 .88

Subscale Cronbach’s α = .92

A1 …I can express my wishes clearly 4.55 (1.3) .64 .76 .64 .67

A2 …my decision-making options were
unclear. (I)

4.19 (1.5) .40 .70 .40b .79c

A3 …it was clear why a question had to
be answered

4.07 (1.7) .65 .68 .65 .65

A4 …I could complete the form in a
self-determined manner

4.41 (1.4) .58 .74 .58 .70

Subscale Cronbach’s α = .76

R1 …I felt I was supported 3.82 (1.5) .93 .64 .83 .94

R2 …I felt my wishes were not really
understood. (I)

3.18 (1,5) .93 .64 .90 .94

R3 …I felt I was being taken care of 3.76 (1.5) .88 .63 .81 .95

R4 …it was clear, they were concerned
with me

3.67 (1.6) .85 .61 .78 .96

Subscale Cronbach’s α = .96

EFUXS Cronbach’s α = .95

Note: Original German Language Items in Appendix. C1–C4: competency subscale, A1–A4:
autonomy subscale, R1–R4: relatedness

3 Method

3.1 Participants

Participants (N = 60) were recruited via student mailing-lists (35 female, 20 male, 1
diverse; 4 without answer; age M = 23.2, SD = 3.13). As compensation, participants
could take part in a raffle of ten 10e cash prizes.

3.2 Material

User Experience. The final iteration of the pre-tested EFUXS measure was used (see
Table 1).

Usability. Weused the established 10-item SystemUsability Scale [20], which has been
widely applied to evaluate usability and is considered by some researchers to be the gold
standard [21]. As the SUS uses a neutral middle, we adapted its response scale from a
5-point to a 6-point Likert scale to increase consistency with the UX measure. Nouns of
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the itemswere adapted to the eGovernment context. For example, “system”was replaced
with “form”. The internal consistency in the study was excellent (α= .96), as interpreted
according to George and Mallery (2003).

Acceptance. As measure of user-acceptance and to assess convergent validity, the van
der Laan simple acceptance scale [22] was included. The scale consists of two subscales:
usefulness and satisfaction and assess these constructs with a 6-point semantic differ-
ential. The satisfaction (α = .93) and usefulness (α = .90) subscales both showed good
internal consistency.

eForms. Two sets of eForms were created, which were based upon paper registration
forms for municipal dog license fees in a German city. Registration for dog license fees
was selected as students (i.e. young adults with possibly transient living situations) were
assumed not to be overly familiar with this form, while at the same time having the
potential to be relevant for them in the future.

To create a best-practice version of this form, the best-practice guide “Improving
and Reviewing Government Forms” [23]) was applied. Specifically, we made changes
to increase the pragmatic and hedonic quality the original form. For example, we applied
the guideline suggesting that forms should use the second person “you”, rather than the
third person ’the applicant’. To create a worst practice version as contrast, the opposite
of the suggested best practice was applied. For example, for the guideline suggesting
simplified sentence structure, we connected multiple sentences with a conjunction. In
total, 25 changes in each of the two versions were made to the original form.

Participants were provided with fictional personal information to be entered for each
version of the eForm. These included identification and insurance cards, as well as
“post-it” notes for other necessary information, e.g., the date of birth of the dog.

3.3 Procedure

Participants were randomly assigned to the best or worst practice version. They com-
pleted the first form and evaluated it, then repeated the process for the other version. After
completing both conditions, demographic information was assessed. The study was con-
ducted in LimeSurvey [24]. Statistical analysis of the results was conducted with R [25]
in RStudio [26]. Where applicable, results were calculated with non-parametric tests, as
Shapiro-Wilk tests indicated non-normal distributions in all measures.

4 Results

4.1 Item Analysis of EFUXS

Items of both within-groups were evaluated together on item-total correlation, item diffi-
culty, item discrimination and internal consistency (see Table 1). Groups were combined
to allow for a greater sample size thus allowing for the detection of smaller effect sizes
and to balance out sequence effects (n = 2 × 60 = 120).
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Internal consistency of EFUXS and the subscales can be interpreted as excellent
(i.e. >= .9, according to [27]), except for the autonomy subscale, which was acceptable
(i.e. > = .7). Further analysis indicated two inverted items, C2 and A2, would improve
internal consistency if removed, making them candidates for removal or reversal. These
results suggest a strong reliability of the scale, baring the mentioned items.

4.2 Differentiation

AWilcoxon Signed-Rank Test indicated that EFUXS scores of the best practice eForm
were significantly higher than on the worst practice eForm (W = 374, p < .001, large
effect size: r = .69). Similarly, the SUS showed a statistically significant differences
between both eForms (W= 347.5, p< .001; strong effect: r= .70). Acceptancemeasures
also indicated that the values of the usefulness (W = 547.5, p < .001, r = .61) and
satisfaction subscales (W = 391.5, p = .001, r = .68) were higher on the best practice
than the worst practice eForm, with large effect-sizes each. These results suggest that
our UX scale was able to successfully classify our best-practice stimuli similarly well
as established measures. See Fig. 1 for a comparison of boxplots.

Fig. 1. Comparison of scale values between versions of test-forms (n = 120). Note: ***: p <

.001.

4.3 Convergent Validity

Spearman correlations between the EFUXS and its subscales, and the other measures
(see Table 2) showed a strong correlation in general with the SUS and a moderate
correlation with the acceptance measures (as interpreted by Cohen, 1998). The Auton-
omy subscale had a stronger correlation with the Usefulness than the overall measure.
However, Fischer’s z tests showed that this was not significant (z = 0.314, p = .37).
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Table 2. Correlation of EFUXS and its subscales to other measures. (n = 120).

SUS Acceptance
(usefulness)

Acceptance
(satisfaction)

EFUXS (competence subscale) .88 *** .37 *** .41 ***

EFUXS (autonomy subscale) .82 *** .39 *** .39 ***

EFUXS (relatedness subscale) .84 *** .35 *** .37 ***

EXFS (overall) .91 *** .38 *** .41 ***

Note:Correlations between subscales or between non-EFUXSmeasures
are excluded for clarity. ***: p < .001

5 Discussion

This study was a first step in creating a UX-measure to specifically assess eForms in
the public sector eForms: EFUXS. In an iterative development process, the facets of
SDT were used in a bottom-up and top-down item generation process. The items were
evaluated by experts in focus group discussions and by users in cognitive interviews. The
final iteration was tested in a field study, with participants completing contrasting best-
and worst-practice eForms and evaluating them with the EFUXS, SUS and the simple
acceptance scale. Item analysis suggested that the EFUXS differentiated similarly well
to other measures, although it could be improved by the removal of two inverted items.
Correlations of the scale and individual subscales to other measures imply convergence
with the properties of these measures.

Based on the results of the present research we see first evidence to support the
EFUXS as a promising tool to quantify UX in the context of eForms. It can discriminate
between forms based on how well these forms support basic psychological needs. Thus,
in contrast to the general usability and acceptance scales, the EFUXS specifically mea-
sures the fulfillment of the underlying basic needs (SDT), and thus indicates which steps
must be taken to improve the user experience of the eForm. Furthermore, this study lays
the groundwork for the additional use of SDT in eGovernment.

In particular, the EFUXS allows practitioners to understand the effects eForm design
on autonomy and relatedness. Autonomy and relatedness are heavily influenced by the
nature of user-government transactions, i.e. the often-non-voluntary nature of eForms
(such as tax filing) suppresses feelings of autonomy (e.g. “I don’t have a choice, I
have to do it”) and relatedness (e.g. “They don’t care about me, they simply need the
information”). Here we were successful in creating a measure which can assess how
well an agency has successfully overcome these limitations specific to the context of
eGovernment. Similarly, and perhaps more importantly - it is useful in ascertaining if an
eForm encroaches upon user’s feeling of autonomy or relatedness, which reduces user’s
intrinsic motivation, making the use of (potentially more costly) extrinsic motivators
necessary.

Regarding the final facet of SDT, fulling the need for competence has previously been
associated with usability (e.g. in eHealth [29]). Therefore, we argue that the EFUXS
competence subscale can give a reliable indication of usability with four items. This
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underlines the advantage of using the EFUXS instead of the SUS, as the EFUXS offers
more utilizable information with a similar number of items.

The presented scale of twelve items is reliable and economical. Future work can
further expand upon the latter. A confirmatory factor analysis, preferably in a sample
including at least 300 observations (cf. [30]) could offer additional support to the validity
of the subscales by categorizing these items as factors. Further analysis could also identify
potential candidates for removal.

One limitation of this study is that discriminate validity was not established, i.e.
while the SDT approach was valid and novel, the data gathered here cannot yet argue
for the variance to other measures. This could be due to two reasons.

Firstly, the very high EFUXS-SUS correlation suggests that the test material may
have been too similar in pragmatic and hedonic value. In other words, the applied best-
and worst-practices affected both usability and user experience similarly. Test stimuli
which differs exclusively in hedonic elements (e.g. wording with similar readability or
comparison of corporate designs) could be used to better assess the discriminative power
of the EFUXS.

Secondly, the current study does not contain a pure UXmeasure.While usability and
user-acceptance have a strong theoretical overlap with UX (in that usability contributes
to UX, while acceptance is a possible consequence of UX and usability, cf. e.g. [31]), a
correlation study with a holistic UX measures, such as the User Experience Question-
naire, which contains a subscale for usability [32] could further provide insights into
convergent or discriminate validity.

Nevertheless, the content validity and reliability established here shows the great
potential for the EFUXS to help create eForms which support user’s basic psychological
needs.

6 Conclusion

The interaction between a government and its citizens or organizations is often over-
shadowed by its compulsory nature. However, with the right methods, these transactions
can still fulfill basic psychological needs for competence, autonomy, and relatedness,
which provide a positive user experience and may increase the likelihood of timely and
motivated completion. With the EFUXS, we present a first benchmarking tool to support
everyday practitioners in creating eForms that are not only usable but make filling them
out a positive experience for users.
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Appendix

The Original German Language EFUXS

Im Folgendem geht es darum, das soeben ausgefühlte Formular zu bewerten.

Bitte geben Sie Ihr Grad der Zustimmung an.

Dieses Formular ist so gestaltet, dass...
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a …ich mein Anliegen klar ausdrücken konnte. 

b ...ich es selbstbestimmt ausfüllen kann. 

c ...ich den Eindruck habe, dass man sich um mich 
kümmert. 

d ...ich das Gefühl habe, unterstützt zu werden. 

e ...ich es kompetent ausfüllen kann. 

f ...ich das Gefühl habe, auch andere ähnliche 
Formulare gut ausfüllen zu können. 

g ...klar wird, dass man sich Gedanken um mich 
macht. 

h ...ich das Gefühl habe, dass ich es gut ausfüllen
kann. 

i ...ich mich bei der Bearbeitung unfähig fühle. 

j ...meine Entscheidungsoptionen unklar bleiben. 

k ...deutlich ist, warum diese Fragen beantwortet 
werden müssen. 

l ...ich den Eindruck habe, dass mein Anliegen nicht 
wirklich verstanden wurde. 
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Abstract. Virtual Reality (VR) unveils adequate possibilities in the context of
demand-oriented qualification of employees. This state-of-the-art technology rep-
resents especially for employees an attractive and effective opportunity for the
acquisition and transfer of knowledge relating to processes and products [1]. The
guiding principle for the application of VR technology in the context of employee
qualification consists in a more substantial and sustainable knowledge develop-
ment if experienced and not abstractly learned using classic learning methods.
Virtual learning scenarios, such as for the commissioning or the setting-up of a
machine tool, are oriented towards the sensomotoric knowledge development and
therefore support the transfer of procedural and action related skills in a virtual
training environment. The embedding of learning scenarios in a virtual learning
environment,which represents an accessible and realistic depictionof the realwork
environment as well as the respective work tasks including operating actions, an
improved orientation within the real work environment based on the experiences
of the virtual world is expected.

Apart from a methodological approach for the development of virtual learn-
ing scenarios, two defined and developed types of learning scenarios related to
the commissioning of a machine tool as well as considering different learning
requirements of employee qualification are introduced in this contribution.

Keywords: Virtual reality · Learning scenarios · Work process · Virtual training
systems · Training tool · Method

1 Introduction

The increasing flexibilisation of work tasks, the handling of complex products, high con-
sequential costs in case of misconduct or dynamic product variations within the manu-
facturing are physically and psychologically demanding for the human being and require
innovative technical and organizational aids [2, 3]. In order to fulfill these requirements,
digital technologies such as virtual reality introduce novel potentials and approaches for
self-regulated and self-organized learning processes in the context of employee qualifi-
cation. In mechanical and plant engineering, one of Germany’s largest industrial sectors,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
N. L. Black et al. (Eds.): IEA 2021, LNNS 223, pp. 749–757, 2022.
https://doi.org/10.1007/978-3-030-74614-8_92

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74614-8_92&domain=pdf
https://doi.org/10.1007/978-3-030-74614-8_92


750 L. Goldhahn and R. Eckardt

the secure operation and utilization of machine tools is considered as a success criteria
in employee qualification. This includes tasks of maintenance and repair [1, 5, 6].

Digital technologies represent novel potentials and approaches for the qualifica-
tion of employees (knowledge transfer) in the context of learning for these areas of
responsibility.

Among other things, the usage of VR technology in civil pilot training reduces error
rates but also the training efforts in real operation considerably [8].

For machine tools and their specific operating actions within the process, there is
currently only a very limited availability of simulations based on VR [1]. Though the
damage potential for humans, machines or tools in case of accidents or operating errors
within the process can be enormous. Furthermore, unproductive downtimes of machine
tools are to be reduced. These result for instance in case of insecure operation, operating
errors or even training processes themselves.

The virtual learning scenarios introduced in this contribution focus on the approach
of the VR-based pilot training and correspondingly transfer it to the demands for the
utilization of machine tools to potentially eliminate misconduct or operating errors on
the machine. Exemplary use cases on machine tools were analyzed, structured and
methodologically processed.

2 Background

2.1 Employee Qualification

Current learning applications such as e-learning or blended learning support a fun-
damental qualification, knowledge building and expansion or the development of
competences.

Substantial disadvantage of these learning applications consists in the fact that practi-
cal skills and abilities are oftentimes only communicable on the real object. The essential
additional value ofVRbased technologies “consists in the temporal and spatial flexibility
of the learning processes” [9].

VR enables, in dependence of the respective VR system (hardware) utilized and
the VR application (software) developed, a substantially realistic depiction of the work
environment as well as the therein appearing work tasks including operating actions.
This supports practice on the virtually real object [9, 10].

2.2 Virtual Reality and Virtual Operating Actions

Literature describes virtual reality as the “visual depiction and manipulation of three-
dimensional data in real time” [7].

In general, virtual reality addresses the visual, acoustic and tactile senses of humans.
Thevisualization andperspectivemodifications ensure a depth impression close to reality
[11]. Describe that the VR systems available on the market (e.g. Head Mounted Display
(HMD)) can be differentiated by the degree of separation of the user from the real world
as well as the embedding in a virtual environment.

VR based operating action describes a holistic virtual operating process for the initi-
ation, implementation and completion of a function on a virtual technical facility which
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can have an impact on the virtual technical facility immediately and within multiple
stages. An HMD such as the HTC vive pro with a high degree of immersion [13] enables
the free interaction with both hands by means of controllers on a virtual workplace
to specifically and repeatedly practice work tasks including operating actions. For this
purpose, virtual learning scenarios have to be developed.

3 Virtual Learning Scenarios

3.1 General Facts

Within a virtual learning scenario, a preferably wide range of action situations in the
context of problem solving and action strategies is provided [14]. Literature refers to
a high level of practical relevance and “good results with regard to effectiveness of
learning” in the context of the usage of VR in learning scenarios (also “learning-related
interactivity”) [1, 15].

Virtual learning scenarios support the transfer of procedural and action-related skills
and at the same time provide accessible environments (training worlds) close to real-
ity which serve the orientation in the real space and increase learning motivation and
acceptance [16].

The virtual learning scenarios are based on the operating states of the machine tools
(for example normal operation, starting and shutdown (shift-related), commissioning
and decommissioning) and the activities needed for the component-specific processing
(such as setting-up, insertion and operational activities) [12, 17]. Work tasks such as
the commissioning of a machine can be depicted in a virtual learning scenario and
subsequently trained within a virtual learning environment [1, 4]. This decreases the
quantity and severity of errors occurring within the real commissioning, potentially
threatening humans as well as a real machine.

Within preliminary works, three types of virtual learning scenarios related to the
commissioning of amillingmachinewere defined and developed for trainingwith aHTC
vive pro, also including varying demands of learning. The employee qualification was
conducted utilizing VR glasses HTC vive pro (hardware) and an in-house development
of the University of Applied Sciences Mittweida.

3.2 Methodological Approach for the Development of Virtual Learning Scenarios

One of the prerequisites for the acceptance of a virtual learning scenario consists in a
user experience adequate to the expectation of the user. This means that there should
be a high degree of recognition of the virtual environment in comparison to the real
environment as well as a signal or a change.

It is therefore essential to evaluate the user experience. First trials with the virtual
learning scenarios developed showed that in the first place, it was not the implementation
of the operating actions required causing problems for the users but the handling within
the fully immersive VR technology itself.

8 out of 10 users (employees and students of the University of Applied Sciences
Mittweida) were not able to cope with the steering and navigation within the virtual
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learning environment. Therefore the training within the virtual learning scenario was
not carried out because the test persons showed a high level of frustration.

In order to eliminate problemswithin the acceptance based on steering and navigating
difficulties in the future, a questionnaire for detecting prior knowledge of the test persons
in regards to the usage of VR technology was developed.

A training scenario was additionally developed and enables the test persons to prac-
tice steering and navigation as well as specific operating actions in the context of a
successful handling of the VR hardware and the characteristic tasks on machine tools.

The exercise scenario was designed similarly to the virtual learning environment,
which lead to a high degree of recognition. The initial technical trials related to feasibility
and acceptance are conducted therewith.

The two users (2 of 10) which had little or no issues with the navigation and control
within the virtual learning environment were able to complete the virtual learning sce-
nario in accordance with set aims. They were provided with a questionnaire based on
the User Experience Questionnaire [18] in order to document the user experience and
subsequently refine the virtual learning scenario. A quality criterion for the assessment
of the implementation of a particular operating action consisted in how good or bad the
test person was able to implement the respective operating action (e.g. the virtual turning
of a main switch for the securing of the energy supply).

The test persons had seven different response possibilities within the questions
mentioned (ranging from very good until very bad).

For the virtualization of the learning environment, the flexible manufacturing system
“training plant 4.0” is utilized, which is available as laboratory equipment of the institute
InnArbeit – Centre of Innovative Process Planning and Ergonomics of the University of
Applied Sciences Mittweida.

The virtual learning environment including the integrated learning scenarios were
created as a detailed three-dimensional model in order to enable the user to virtually
experience and use it in the first person view (FPV) (see also Fig. 1).

Fig. 1. Virtual learning environment with elements for orientation (footprints)
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For the specification of demand-oriented learning contents of the virtual learning
scenarios, the usage of a competence profile based on the approach according to [4] is
expedient. In this process, the respective work tasks and the operating actions necessary
substantially define the requirements for the executing employee. Based on the sum of
requirements for the respective employee (competences necessary) and the tasks to be
carried out, a corresponding competence profile is derived.

In the course of this, a comparison of the level of qualification required after complet-
ing the virtual learning scenario and the level of qualification actually being present for
the employee is conducted. This emphasizes the extent of qualification demand and the
respective qualification contents as well as the need for the support within an appropriate
and user-oriented learning scenario.

3.3 Approach for the Development of a Virtual Learning Scenario

With an methodic approach (including 12 steps an 1 optional step), the development of
virtual learning scenarios based on dynamic three-dimensional models for the qualifica-
tion of users for operating and implementing actions on machine tools can be realized.
The real testing environment, which is what the virtual learning scenarios are developed
for, was modeled on a data-related basis using the CAD software SolidWorks and trans-
ferred into the VR software using exchange format. In order to define the virtual learning
scenarios necessary for the qualification of employees, the approach according to [4]
is expedient. The learning scenarios are expected to provide adequate learning contents
for various levels of competences needed and existing for respective employees using
a multi-stage model (see Table 1). The operating complexity (OC) and the operating
level (OL) included in the multi-stage model were defined within three stages. This is
necessary in order to integrate and therefore to classify the complexity of each indi-
vidual learning scenario. In this context, the operating complexity includes the degrees
of freedom and dependencies of the respective learning scenario within the learning
environment. The operating level includes the quantity of information provided for the
successful implementation of the learning scenario needing to be entered by the user.

Table 1. Multi-stage model of VR based operating actions for the classification of learning
scenarios

OC 1 OC 2 OC 3
OL 3 OL 3 OL 3
OC 1 OC 2 OC 3
OL 2 OL 2 OL 2
OC 1 OC 2 OC 3
OL 1 OL 1 OL 1

OL = Operating 
level

Increase in 
information 

provided for the 
respective 

operating action

level

3

2

1

1 2 3
OC= Operating complexity

Increase in degrees of freedom and number of decisions 

On the basis of the approach according to [4] as well as the multi-stage model
developed, three types of learning scenarios with varying learning requirements were
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defined. These were conceptualized for the operating actions necessary for the start of a
milling machine within the learning environment training plant 4.0:

Learning scenario 1: Fully guided operating actions → visual observation without
individual actions (OC1/OL1)
Learning scenario 2: Informationally guided operating actions → visually and acousti-
cally supported operating actions OC2/OL2)(
Learning scenario 3: Fully autonomous operating actions → possibilities for failures
and feedback for the user (OC3/OL3)

The virtual learning scenarios are described in detail in the following section. Focus
is especially set on the increase of complexity of learning contents and the independent
action of the user within the learning environment.

3.4 Exemplary Virtual Learning Scenarios

The first learning scenario includes a fully guided tour in which all operating actions for
the commissioning of a milling machine are virtually shown to the user. In this process,
the user does not have any influence on the implementation of the operating actions or
the movement within the learning scenario. Selected advantages and disadvantages for
the user as well as the instructor are listed below:

Learning of functioning of the controllers for navigating not necessary (useful for
employees which have not yet worked with a VR system)

Standardized verbal description of operating actions demonstrated by the instructor
High effort when adapting contents to new technical conditions

The second learning scenario comprises informationally (visually, acoustically and
haptically supported) guided operating actions. In this scenario, the user navigates him-
/herself through the learning environment and virtually works through the respective
operating actions in a predefined order. Errors within the order of operating actions are
not possible, which ensures the successful completion of the scenario.

User can get used to the learning environment (here: training factory 4.0)
Learning from errors within the operating order is not included within learning

scenario two
low effort in explaining the operating actions to be conducted
occasional support of the user during learning of virtually depicted operating actions

(e.g. turning of a switch) necessary

Figure 2 shows the test person while performing the second virtual learning scenario.
Within the virtual learning environment, she is depicted as an avatar and has the

task to follow the footsteps shown on the floor. These provide guidance and function as
navigation to the next operating action to be conducted. The figure furthermore shows
information boards, which are provided for the test person and contain instructions for
the operating action to be conducted (What has to be done? Why? How?).
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Fig. 2. Scene of the VR-based learning scenario 2 – informationally guided operating actions

4 Summary

Virtual learning scenarios are expedient for learning essential operating actions on
milling tools when using an appropriate VR technology. The “moving” in the virtual
environment, but also the implementation of operating actions were strongly impeded
within the first trials, which was caused by operating errors of the VR technology. This
clearly reduced the learning success desired as well as the acceptance for the technology.
It can therefore be concluded, that there is a need to initially and specifically demonstrate
the user handling of the HMD technology as well as interacting with the VR software
environment. The existing state of work in regards to the methodological approach has
to be supplemented by questionnaires in the future, which specify demand-oriented
learning contents and detect training requirements in regards to the fundamental VR
usage if necessary. Additionally, the development of the virtual learning scenario 3 with
components of autonomous implementation of operating actions is intended. In this
learning scenario, the user is able to make errors and receive the respective error infor-
mation through the learning environment. An appropriate method-based tool will thus
be established, which is expected to improve the learning success and subsequently the
qualification of employees as well as generate a robust learning outcome in the context
of learning frommistakes. In general, the learning success is to be verified by means of a
multimedia questionnaire perspectively. This includes for instance the spatial orientation
within the real environment as a learning outcome from navigating within the virtual
environment. In addition and for the quantification of the learning outcome, questions
regarding the functions of respective components and their handling (e. g. pressing the
reference drive button) are being asked in the form of multiple choice questions (e.g.
Why does a reference drive have to be performed?). The time and correctness of the
operating in real trial can be used for measuring the learning success as well.
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Abstract. This paper aims to describe the development of a training action for
primary school teachers, considering and respecting their real work activity, with
the purpose of discuss with them the relevance of integrating into their teaching
activity with their students a reflection about work, considering issues of gender,
age, and health in the work contexts. This study was developed in the scope of
an action-research project, in partnership with Porto City Council, and involved
the development and pilot implementation of an in-person training action, with 4
primary teachers within 2 different public schools in Portugal. Customized tools
were built with the purpose of bringing teachers’ work activity to be discussed in
the training action.

The teachers involved evaluated the training’ contents and tools as being very
appropriate; felt that their work activity was respected and that the training action
was well articulated with what was foreseen. These results point towards the
benefit of discussing with teachers the contents to be developed with children and
to how this process can be done. At the same time, having this discussion about
work for teachers to explore the topic with their students resulted in a reflection
about their own work activity and the conditions for its realisation.

This project constituted a practical application of doubly considering the
work activity of primary school teachers as the starting point to the design of
a contextualized training action.

Keywords: Training · Development · Primary school teachers ·Work analysis

1 Introduction

1.1 Contextualization

It is generally recognized that career development occurs in a lifelong perspective, with
childhood assuming a growing importance [1] in both career research and practice.
Previous studies have shown that career interventions in the school environment (e.g.,
career education lessons; exposure to non-traditional workers) play an important role
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in broadening children’s knowledge about work [2], and have the potential to promote
other important benefits, such as a better perception of the relationship between school
and work [2] and reduction in occupational gender stereotyping [3].

With this background, and studies demonstrating how critical the exploration devel-
oped during childhood is for later vocational exploration [4], researchers conducted a
project, in partnership with a City Council, that aimed to develop a practical approach
to broad the knowledge about different types of work activities and their conditions in
children aged 6–10 years old. This project intended to bring into the classrooms the
discussion and reflection about real work dimensions (e.g., working conditions; con-
straints of the activities), considering where different professionals work, at what times,
with what equipment, and for what purpose. Considering the important role of school
and teachers as key agents of early intervention in vocational development [4], the
project consisted of developing a training action with primary school teachers to discuss
with them the relevance of integrating into their teaching activity with their students a
reflection about work, considering issues of gender, age, and health in the work contexts.

Thereby, this paper will focus on the training development and implementation pro-
cess, assuming the tradition that considers the work analysis as a means to conceiv-
ing a training action [5], successively updated, and enriched by different contexts and
geographies [6].

1.2 Teachers’ Work Activity

When one thinks about the work carried out by teachers, it is quickly associated with
the act of teaching, sometimes disregarding the other tasks (e.g., meetings with par-
ents/guardians; meetings with other teachers; homework correction; preparation of
classes; preparation of study visits) and demands that characterize this activity (e.g.,
multiplicity of tasks; time pressures; bureaucratization of processes; rigidity of educa-
tional programs; individuality of each student) [7, 8]. In itself, and in the Portuguese
context, teachers’ work activity underlies a set of requirements, such as compliance
with official instructions (prescriptions) which include, in particular, the educational
policy guidelines and requirements of the national curriculum in force, and also the
school’s educational project [9]. This compliance is demanding for teachers, namely
on the classes’ preparation and restructuring they need to make (considering variables
such as the characteristics of the students, time, and resources available, among others)
and can be seen as a constraint, since it is a prescription in which many teachers do not
participate, and which leads to a need to change the working procedures [5]. When we
talk about primary school teachers in the context of the Portuguese educational system,
we are referring to professionals that teach the first four years of schooling, in a mon-
odocency regime, in classes of about 24 to 26 children [10]. As far as the content of
the expected learning is concerned, the 1st and 3rd year of schooling are described by
teachers as being strongly related to the acquisition of knowledge (of Portuguese lan-
guage, mathematics, and study of the social environment) and the 2nd and 4th year are
typically described as being related with the consolidation of the acquired knowledge.
This justifies the decision taken by the research team of addressing this project to the
2nd and 4th year.
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Primary school teachers, in the Portuguese context, have 25 hours per week sched-
uled for teaching, in which another 10 weekly hours are reserved for non-teaching activ-
ities (such as preparation of classes and evaluation of the teaching-learning process,
participation in meetings and training actions, among others) [9].

2 Methodology

2.1 Objective

In the scope of the action-research project “growing | Lifelong Career Guidance”, this
study aims to address the way teachers evaluated the approach developed to discuss
with them the relevance of integrating into their teaching activity with their students
a reflection about work, that sought to consider and respect components of their work
activity, such as the initiatives they already provide in their real context, the curriculum
they have to comply with, as well as the communication channels they have to guarantee
with different interlocutors (e.g. parents/guardians).

2.2 Participants

The study was requested by the Economy Department of the local Municipality (Porto
City Council) and it was implemented by the research teamwith the support and involve-
ment of the Educational Department, which maintains a close relationship with local
schools. This department was responsible for identifying two different Primary Schools
to be involved in the project, considering schools that were available to host this project
and that were diverse in terms of socio-economic background.

To guarantee that the choice about which teachers to involve would be taken on a
voluntary basis, a briefing session was held within each of the two schools to present the
project to the school’ coordinators and teachers. Through this session, a higher number
of volunteer teachers was obtained than the vacancies that were previously defined for
this phase of implementation. Nevertheless, the decision on who would participate was
taken by the teachers’ collective and 4 teachers were identified to participate in the
project (two teachers from each school), where two of them were currently teaching the
2nd year of schooling and the other two the 4th class.

2.3 Procedures

Data Collection. Once it was not possible to make observations of teachers’ activity,
due to time constraints, we decided to “bring thework activity” to the training action [11],
by creating tools, who have assumed the role of symbolic mediators [12], to promote
the reflection and discussion, which will be detailed below. It should also be noted that
for the development of this approach we have relied on an advisor teacher, who helped
the research team to understand some of the issues about the teachers’ work activity,
documents that should be analyzed, among others.
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Knowing that teachers’ work activity is strongly linked with the established Cur-
riculum, an analysis of the contents planned for the curricular years in question (2nd

and 4th) was carried out by the researchers, considering the Curricular Plan in force and
the Essential Learnings’ Standards, established through the Decree-Law 55/2018. This
analysis was carried out with the intention of understanding when and how was planned
to address the subject of the professions in the classroom and supported the develop-
ment of a “Linking Tool”, in an infographic format, that highlighted the links between
the established learning contents and the professions. This tool was used in the training
action to promote 1) the discussion about whether or not that (predicted) content was
close to what is actually being explored in their classrooms and how this exploration is
done; 2) the reflection about what kinds of work activities can be intentionally explored
in each part of the programme; and 3) the identification of work dimensions that are
usually discussed with children.

Another tool was developed that presupposed the completion of a chronological
timeline, inwhich every teacherwas asked to identify the various actions already planned
for the current school year (e.g., projects, field trips, schoolwork, curriculum content
highlighted in the previous tool), and that could be intentionalised to explore the thematic,
without increasing the workload or the number of initiatives to be developed. This tool
was developed to support teachers to recover their own activity and reflect on it, ensuring
that the singularities of each specific case were considered when exploring and reflecting
about the subject under analysis.

Alongside the training development, an evaluation model on teachers’ perceptions
about the relevance, coherence, effectiveness, and sustainability of the approach, adapted
fromapre-existing evaluationmodel [13],was also developed. Someof the questions that
were addressed were about the importance of the thematic (relevance); appropriateness
of the approach (coherence); about whether the proposed approach was effective for
promoting the discussion onwork activities (effectiveness) and also about if the approach
was likely to be incorporated into their activity (sustainability). This data was collected
through a questionnaire developed for this purpose, answered by teachers at the end
of the training, and through the consideration of their verbalizations during training
crossing quantitative indicators with qualitative data.

Developed Activities. An in-person training action lasting 4 hours was carried out for
each of the schools involved. It was carried out in pairs composed by the two teachers
from the same school. Both tools (Linking Tool and Chronological Timeline) were used
in the training action as the starting point for discussing their adequacy and adherence to
their real work scenario and for discussing and planning possible situations to explore
the work activities in the course of the school year.

It should be also stated that several decisions regarding the project implementation
(e.g., project timeline and scheduling of activities, feedback on the materials) were
decided together with the teachers in the training action, to consider their activity and
tacit experience about their professional context.

Those elements (tools and shared decision making) offered the possibility for the
teachers involved to be actors and actively participate in their own formation, recognizing
them as being the specialists in their own activity.
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Also, knowing that the teachers would have to make the project known to the par-
ents/guardians of the children in the classes involved, the research team, in order not to
overload the teachers, planned and made a small presentation of the project in a meeting
that was already scheduled in the school calendar.

3 Results and Discussion

The discussion and collective construction made it possible to strengthen the importance
of intentionalizing the topic with children and of promoting the discussion of the profes-
sions in the classroom beyond their understanding as an economic activity (as foreseen
in the curriculum). In this scope, teachers identified the approach «as being able to pro-
mote a new knowledge of the world of work» (Teacher 1, School 2), as they felt it was
an alternative approach to the subject that makes it possible to make a wider range of
professions known to children and help them understand that «they [the professions]
all have their role and are important for the functioning of society» (Teacher 1, School
1). It also made it possible to value some dimensions that are related to work and that
are important to consider when exploring the work activities with children, namely the
issues of gender, age, and health in the work contexts.

The tools that were developed and used in the training action allowed the activity
to be brought into the discussion, enabling the confrontation with different ways of
bringing this topic into the classroom. In qualitative notes left by the participants, we
could understand their contentment about the fact that «what was worked on crossed with
the contents of the curriculum of the disciplines» (Teacher 1, School 1). This allowed the
sessions to be held with the children not to be perceived as separate and out of context
from what was planned or as an overload compared to what they have already planned
to do.

Also, the tools built to work on these issues with children, which considered their
inputs, were considered relevant and useful in such a way that the teachers involved
consider the possibility of continuing to use them. Since these tools have been built so
that they can be used not only in the classroom, but also in the family context, they were
seen as facilitators of the home-school integration, involving families in the contribution
they can make to the knowledge of working contexts.

Finally, it was also mentioned that the proposed approach, for the way it brought
their work activity to be discussed in the training action, allowed teachers to reflect on
their own work activity and on the conditions for its realisation. In fact, they referred
that no other project to be implemented in the school has foreseen a formative moment
to discuss these issues and that this was a much-appreciated differentiating factor.

4 Conclusion

The results reinforce the importance of taking teachers’ activity into account when
considering changes to it, first of all, by trying to understand if they consider the contents
as relevant to beworked onwith the children and then how they can beworked onwithout
overloading or profoundly altering the ways in which their activity is carried out. They
also point to the training as being itself a developmental awareness-raising factor about
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their own work activity [14] and regarding the importance of talking about work, its
conditions, and instruments with children from an early age.
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Abstract. This article presents an analysis of the Brazilian Ergonomics Regula-
tory Standard - NR17 and its application. The association of the NR17guidelines
with the domains of ergonomics specialization showed that it stresses the physical
domain (50.7% of the guidelines, two of them related to people with disabilities
– PwDs), while 41.5% are related to the organizational and 7.8% to the cogni-
tive domain. This unbalance is reflected in published studies on the application of
NR17, since all of them stress physical changes in the workplace, approximately
half consider organizational issues and 15% address cognitive issues. Brazilian
companies usually perform ergonomic interventions to comply with NR17, there-
fore its updates should consider increasing the number of guidelines related to
cognitive issues and PwDs needs, and include macroergonomics guidelines for
orienting the application of ergonomics under a systemic approach in order to
guarantee higher quality of work and improve overall system performance.

Keywords: Brazilian Ergonomics Regulatory Standard · NR17 · Ergonomics
domains of specialization · Applications of NR17 · Guidelines

1 Introduction

In Brazil, the discipline of Ergonomics was introduced in the years 1960 in undergrad-
uate courses in Engineering, Medicine and Psychology [1], but its practice gained force
in the 1970s, mainly after 1978 with the publication of the Brazilian Ergonomics Regu-
latory Standard NR17 (revised in 1990, 2007 and 2018). NR17 (2007) “aims to establish
parameters that allow the adaptation of working conditions to the psychophysiological
characteristics of workers, in order to provide maximum comfort, safety and efficient
performance” [2] and applies to all companies that have employees contracted under
the Consolidation of Labor Laws (CLT) [3], which governs labor relations in Brazil
since 1943. Therefore, basically all Brazilian companies must comply with the NR17.
Although other countries such as Australia, Canada, European Union, Mexico, Singa-
pore, South Africa, Sweden, United Kingdom and the US have ergonomics standards
and guidelines (see [4] for a list) NR17 (2017) explicitly demands an EWA,which should
follow the guidelines and comply with what is stated in the items of the standard.
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Considering that EWA is mandatory, this study evaluated how the NR17 parameters
are being addressed byBrazilian companies, howwell they fit into the physical, cognitive
and organizational domains of ergonomics specialization, and whether NR17 meets the
ergonomics goals: “to optimize human well-being and overall system performance” [5].

2 Brazilian Ergonomics Regulatory Standard NR17

Thefirst versionofNR17 (1978) did not present the objectives of the standard, addressing
only the lifting, transport and unloading of materials; countertops, tables, desks and
panels; and adjustable seat. In 1986, representatives of the Union of Employees in a
Data Processing Company in the State of São Paulo - SINDPD/SP sought the Regional
Labor Office of the State de São Paulo - DRT/SP, in order to seek solutions to reduce
the number of work-related musculoskeletal disorders (WMSD) among the typists of
companies in this segment. This initiated a debate among doctors, engineers, employees,
employers, and other stakeholders, also aiming atWMSD that reached other professions
in the country [6], resulting in the review of the standard. The NR17 of 1990 included
aspects related to lifting, transport and unloading of materials, furniture, equipment,
environmental conditions of the workplace, work postures and work organization. In
2007,NR17 underwent another edition [2]withAnnex I specific for thework of checkout
operators and Annex II for the work in tele-assistance/telemarketing. Item 8.4 of Annex
II states that “it is up to the employer to carry out the Ergonomic Work Analysis (EWA),
which must address, at a minimum, working conditions as established in this Regulatory
Standard” [2] including:

a) description of the characteristics of theworkstationswith regard to furniture, utensils,
tools, physical space for carrying out the work and conditions for positioning and
moving body segments;

b) assessment of work organization including: 1) real work and prescribed work; 2)
description of production in relation to the time allocated for the tasks; 3) daily,
weekly and monthly variations in the service load, including seasonal variations and
more frequent technical-operational complications; 4) number of work cycles and
their description, including shift work and night work; 5) occurrence of inter-cycle
breaks; 6) explanation of the production rules, the time requirements, the determi-
nation of the time content, the work rate and the content of the tasks performed; 7)
monthly history of overtime hours worked each year; 8) explanation of the existence
of static or dynamic overloads of the musculoskeletal system;

c) statistical report on the incidence of complaints of health problems collected by
Occupational Medicine in medical records;

d) reports of assessments of job satisfaction and organizational climate, if carried out
within the company;

e) registration and analysis of impressions and suggestions from workers in relation to
the aspects of the previous items;

f) ergonomic recommendations expressed in clear and objective plans and proposals,
with definition of implementation dates.
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EWA report should include the following stages: a) explanation of the demand for
the study; b) analysis of tasks, activities and work situations; c) discussion and return
of results to the workers involved; d) specific ergonomic recommendations for the eval-
uated workstations; e) evaluation and review of interventions carried out with the par-
ticipation of workers, supervisors and managers; f) evaluation of the efficiency of the
recommendations.

In another revision in 2018 [7], the items related to workplace lighting were removed
from the body of the standard, and the ones related to the deadlines for adequacy to the
standard were removed from the annexes. In August 2019, a proposal of revision [8]
was submitted for public consultation and is under analysis.

3 Method

The objectives of the study are twofold: 1) analysis of the NR17 in order to – in the
interest of - understand how it contemplates the ergonomics goals and the issues related
to the physical, cognitive and organizational domains; 2) evaluation of published articles
with application of the NR17.

As the latest version (2018) of NR17 presents few changes compared to the previous
edition (2007) and was approved and made available on the Ministry of Labor website
when this research had already started, this study focused the 2007 version. Analysis
of NR17 (2007) considered its structure, formulation and specificities. The standard
items and paragraphs were categorized into ‘guideline’ (referring to the procedures for
contemplating the standard), ‘term’ (related to the definition/meaning of the terms used
in the standard) or ‘other’ (items that were neither a guideline nor a term). The guidelines
were analyzed and associated with the three domains of ergonomics specialization.

Research on applications of the NR17 considered published academic studies from
2007 (year of publication of the 2007 version of NR17) up to 2018. In May 2019, a
search for the terms “NR17”, “NR-17”, “NR 17” and “Ergonomics Regulatory Standard
17” was carried out in the national proceedings of the Brazilian Association of Pro-
duction Engineering (ABEPRO) and in the journal Ação Ergonômica, which publishes
the articles of the congresses promoted by the Brazilian Association of Ergonomics
(ABERGO). The abstracts were analyzed and the ones related to the application of
NR17 were read in full. Of the 60 articles resulting from the search, only 13 reported an
application of NR17 and they were selected for analysis. On July 18, 2020, a search was
made in the Brazilian Digital Library of Theses and Dissertations [9] for publications
with application of NR17, returning 18 studies for analysis.

4 Results and Discussion

4.1 Analysis of the NR17

NR17 (2007) has three parts: the first is the body or generic part, with no specific indi-
cation of the work environment or profession, provides for the lifting, transport and
individual discharge of materials, workstation furniture and equipment, environmental
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conditions, andwork postures. The second part is Annex I, specific for thework of check-
out operators and the third is Annex II, for the work in call center/telemarketing, which
brings the item work organization, contemplating aspects of organizational ergonomics
and the minimum requirements and mandatory items for an Ergonomic Work Analysis
(EWA) (NR17, 2007). The training and qualification of employees is only exposed in
Annex I and Annex II of the NR17, what can lead to the understanding that workers
who are not included in the two specific groups do not need training. Since the annexes
were added after the promulgation of NR17, they bring the deadlines for companies
to make the necessary adaptations to comply with the standard. NR17 also defines the
terms adopted in the standard. For example, there is a difference between manual load
transport and regular manual load transport.

In each of the three parts of NR17, items were classified as guidelines, terms or
others. Annex II has the largest number of guidelines (83), followed by the body of the
standard (60), and Annex I (54). Most guidelines (66.7%) from the body part aimed at
the physical environment, 26.7% deals with the organizational domain and only 6.6%
of the guidelines refer to cognitive issues. In Annex I of the standard, more than half
(55.6%) of the guidelines refer to the physical domain, 1.8% to the cognitive, 38.8% to
the organizational and 3.7% to the three domains. Annex II includes guidelines referring
mostly to the organizational domain (53%), followed by the physical domain (34.9%),
the three domains (8.4%) and the cognitive domain (3.6%). Considering the total number
of NR17 guidelines (197), 50.7% deal with physical issues (with two guidelines related
to people with disabilities – PwDs), 41.5% are related to organizational issues, and
7.8% address the cognitive ones. Figure 1 presents the proportion of guidelines, terms
and others in each of the three parts of the NR17 (2007).

In 2019, a proposal for revision of the NR17 was submitted to public evaluation and
is now with a tripartite committee (composed of government, employers and employees
representatives), for review and approval. The positive points of this proposal in com-
parison to the current NR17 are clarity of language and ease of reading and interpreting
the standard, and the increased number of items. Negative aspects are the removal of
items related to work journey duration and breaks, and the exempt of micro and small
companies from EWA, unless their activity category rank as high risk). A comparison
between all items in the body part of NR17 (2007) and the one in the 2019 proposal is
shown in Fig. 2. It is observed that the 2019 proposal includes new items, and that the
number of items related to the organizational domain increased. However, its main focus
remains predominantly physical, with fewer items related to the cognitive domain, which
should be increased. Amore systemic (sociotechnical) approach to ergonomics was also
expected to be considered in the 2019 proposal, since legislation should follow the sci-
entific advances for improving the quality of work and overall system performance.
By expanding NR17 with macroergonomics guidelines, the application of the standard
might result in better outcomes for humans, organizations and the whole society.

Another important criticism about the proposed revision is that by dispensing small
and micro-sized companies from an EWA, most Brazilians will not have the guarantee
of an adequate work environment, not to mention the ones (about 35% of the work force)
who work in the informal sector. Just because a company activity category is listed as
low risk (therefore, it is exempted from the EWA), it is not possible to prove that it is risk
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free without performing an EWA, which is probably the only available instrument for
giving a minimum orientation for improving work in Brazilian companies. Micro and
small businesses represent 99% of all companies in the country, the small ones being
responsible for 54% of formal jobs [10]. The risk of serious accidents in small industrial
companies (no matter the activity category) is about 3.77 times that of large companies,
and 1.96 times that of medium companies [11] therefore they should be encouraged to
keep ergonomics programs with complete EWAs to prevent illnesses, injuries, accidents
and deaths. However, most of these companies do not hire ergonomics consultancy
(usually considered expensive, regardless of price), and often ask the safety technician
(with no training in ergonomics) to solve the “problem” of the mandatory EWA, just to
comply with NR17 [12] and not necessarily to improve the work system.

Considering that a possible reason for dispensing companies from the EWA is that
they do not want to bear the cost of hiring a professional ergonomist, a solution could be
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keeping the mandatory EWA to be paid with part of the National Social Security (NSS)
compulsory contribution tax. Companies (formally registered workers and employers)
pay this tax as an insurance to cover a range of compensation benefits including acci-
dents, injuries, occupational diseases, illnesses and deaths. It is calculated according to
activity risk level (very low, low, medium or high) and not based on company’s working
conditions and associated risks, which tend to be higher due to poor ergonomics. Low-
ering the NSS tax due to risk reduction as a result of mandatory subsidized ergonomics
programs, carried out by ergonomists, will not only benefit companies and workers but
also all society as it will be paying for hazard prevention, safety, and health instead
of paying for accident compensation (which cannot ever be compensated for by any
money). In 2018, there were over 576 thousand occupational accidents in Brazil and 2
thousand deaths [13], the country ranking fifth and fourth, respectively, in the Interna-
tional LabourOrganization’s (ILO) list of countrieswithmore accidents andwork related
deaths. However, besides a possible 80%–90% underreporting rate, statistics was based
only on data from employees with a formal contract [14], therefore the number of cases
might be seven times greater [15]. A conservative evaluation [16] estimated the annual
costs of accidents at over U$ 42 billion (U$ 24.3 paid by the companies + U$ 8.3 paid
by the NSS + U$ 9.4 paid by the families), which is 9% of the amount of salary paid
in Brazil [16], almost the national health budget of U$ 45.5 billion [17] and all these
unacceptable figures more than justify the need for immediate prevention effort [16].

4.2 Evaluation of Published Applications of the EWA as Demanded by the NR17

From the search for papers on Brazilian proceedings and journals, of the 13 articles with
applications of NR17 selected for analysis, all reported carrying out an EWA: 46.2% in
the Northeast, 30.7% in the South and 23.1% in the Southeast of the country. No results
were found for the North or Midwest regions. All 13 articles commented and/or applied
physical changes in the workplace, approximately half dealt with organizational issues
and a small portion (15%) addressed issues in the cognitive domain. Two articles report
on improvement of system performance.

The search in the Brazilian Digital Library of Theses and Dissertations [9], iden-
tified 18 studies related to the NR17, and three are relevant to this study: one pro-
poses a model for industrial ergonomics management and the other proposes a guide
for the application of work safety in chemistry teaching laboratories, but only physical
issues (biomechanics, environmental factors and satisfaction with these factors) were
addressed, reflecting the physical bias of NR17. A third dissertation proposes changes
in NR17, stressing the insertion of aspects for selection and application of materials for
products and environment.

5 Conclusion

Considering that the Brazilian Standard of Ergonomics - NR17 is, in Brazil, a way of
inserting ergonomics (in its physical, cognitive and organizational domains) in most
industrial, commercial and service companies, this research aimed to analyze NR17
and its applications. The results show an unbalance in the distribution of NR17 items
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related to the ergonomics domains, the focus being the physical one (lifting, transport and
handling loads, adopted postures, furniture and environmental conditions), in detriment
to the cognitive domain. This ends up reflecting on the studies related to the application
of the NR17 (2007) which focus on biomechanical, anthropometric and environmental
aspects, all 13 articles commenting and/or proposing physical changes in the workplace,
approximately half dealing with organizational issues and only 15% addressing the
cognitive ones. Improvement of system performance, which is an ergonomics goal, is
not included in the studies.

The focus on the physical ergonomics domain persists in the proposed revision of
NR17 (2019). It should have more cognitive items, and those to address exceptional
cases (i.e., people with disabilities-PwDs, and people with abnormal anthropometric
dimensions), since in Brazil it is mandatory the inclusion of PwDs in companies with
more than 100 employees, in addition to being a social commitment. It is necessary to
make it clear, in the body of the standard, what is expected from an ergonomic work
analysis - EWA, which should be kept mandatory (and subsidized by the National Social
Security compulsory contribution tax) for all activities under study.

In order to reach the objectives of ergonomics, it is recommended a revision of the
NR17 from a systemic (macroergonomic) perspective, therefore NR17 can contribute
to more effective work systems analysis and design, promoting safety, quality of work
life, social well-being, competitiveness and sustainability of Brazilian companies.
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Abstract. The SARS-CoV-2 pandemic had a tremendous impact on societies,
economies and individuals. The increased spreading of the virus in the society led
to new challenges for occupational safety and health, and, thus, for fast reactions.
In Germany federal regulations and technical rules for health care and activities
within the scope of the biological agents ordinance were in place already, but
companies in other domains, e.g. production and services, implemented only own
solutions to the best of their knowledge. This led to confusion and uncertainty.
Soon it became clear that official standards and mandatory federal technical rules
were required to identify suitable protective methods and means. Moreover, they
were required for legal certainty. This led to the early publication of the German
SARS-CoV-2 Occupational Safety Standard and the subsequent development of
sectoral rules of the German Social Accident Insurance. Soon afterwards, the
mandatory SARS-CoV-2 Occupational Safety Technical Rule provided further
details about background of the pandemic, central aspects and definitions, protec-
tive technical means and methods, and preventive occupational healthcare. The
development was coordinated by the Federal Institute for Occupational Safety
and Health (BAuA) and elaborated by the Advisory Committees of the Federal
Ministry of Labour and Social Affairs (BMAS). The committees have a pluralistic
composition, which ensure that the relevant groups in society have a good special-
ist representation. This has been very important for acceptance and compliance in
the working environment.

Keywords: Occupational safety · Federal regulation · Technical, Organizational
and individual protection

1 Occupational Safety and Health in Times of the Pandemic

Occupational safety and health (OSH) are of high importance for a successful economy.
Therefore, there is a well-established system of laws, federal regulation, standards and
rules in place. The system includes different actors with clear responsibilities. This has
been a solid base for the challenges of the pandemic. However, it required adjustments
to consider the risk of infection within this system.
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1.1 Occupational Safety and Health Regulation in Germany

In Germany, public (federal, state, regional) and insurance regulations and institutions
form a dual system for occupational safety and health (OSH) [1]. On the one hand, the
state adopts laws, which are substantiated by ordinances, which are specified further by
technical rules. Federal committees of the Federal Ministry of Labour and Social Affairs
(BMAS) develop these technical rules in a consensus-based process. The committees
include representatives of the social partners (e.g. federal and private employers, and
unions), experts fromOSH and scientific experts. The regulation is also based on regula-
tion and guidelines of the European Union. The statutory accident insurance institutions,
the BGs and the public-sector accident insurers, form the second half of the system. They
publish DGUV regulations, rules and principles to support occupational safety. Further-
more, standards and publications to special topics complete the OSH-system. The total
system is hierarchically organized and spans from from laws to standards and publi-
cations as referrenced scientific evidence. It forms a self-consistent and unambiguous
system of OSH-rules and regulation.

1.2 Regulation in Times of the Pandemic

The development of a technical rule, including research of relevant results, discussing
and finding a consensus between parties with different interests and formulating the legal
text is usually a time-consuming process. In times of the pandemic, there was a vast need
for dynamic and fast adaptation to a developing amount of scientific knowledge about
the infection. There was only little time to transfer last-minute scientific results, findings
from practice at work and new requirements to practice. It became obvious early, that
employers and companies were eager to take protective means and measures, but were
unsure about the suitable, correct measure [2].

At the beginning in February/March 2020, a drastic step was a lockdown of large
parts of the German society. However, an effective infection protection was crucial for
the society, individuals and, thus, for work and workplaces. After decisions to liberate
the lockdown, the BMAS published the SARS-CoV-2 Occupational Safety and Health
Standardwhichprovidedgeneral recommendations for disease control atwork, including
aspects like distance, hygiene and protective masks [3]. But a further specification was
required to guarantee safe and healthy work during the pandemic and to provide more
detailed information. Moreover, the specifications had to fit to the established OSH
system.TheFederal Institute forOccupationalHealth andSafetywas assigned to develop
a technical rule together with the federal committees. The technical rule is de-facto
mandatory because, legally, it reflects the state-of-the-art of OSH. This ensures legal
compliance for employers in times of the pandemic if they abide the rule [4]. The
technical rule was published in August 2020 [5].

The change of scientific knowledge and validity of protective measures required new
and fast ways to adopt the development of the technical rule. This was only possible
because all participating parties agreed upon the importance of the success of the activity.

This publication addresses the development of the SARS-CoV-2Occupational Safety
Technical Rule. The accident insurance institutions developed SARS-CoV-2 Occupa-
tional Safety Standards and practical information for different industrial sectors. While
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doing so, contents, criteria and objectives of the two regulation domains were con-
tinuously communicated, discussed and adjusted between experts from the different
institutions.

2 SARS-CoV-2 Occupational Safety Technical Rule

Unlike other technical rules, the scope of the SARS-CoV-2 Occupational Safety Tech-
nical Rule is very broad and not limited to single aspects of work. Therefore, all federal
committees of the BMAS were involved to a varying extend. The technical rule also
had to fit into the existing OSH-system and reference other regulation. Because of the
pandemic it extends existing requirements and protective measures.

2.1 General Structure

The general structure of the SARS-CoV-2 Technical Rule is similar to the structure of
comparable technical rules: Scope and purpose of the rule are described in the beginning,
followed by definitions in greater detail and background information about the SARS-
CoV-2 pandemic and COVID-19. This is required for a general understanding of the
relevance of the protective measures and the need for correct behavior and compliance.
The following chapter deals with the central element of risk assessment and the need to
update the risk assessment for infections and diseases.

The main part describes specific protective measures. They follow the basic TOP
principle. According to this, technical measures are prioritized against organizational
measures and person-related/individual measures. The following chapters describe basic
aspects of infection protection during the pandemic: Reducing the number of contacts
between people, requirements for minimum distance, hygiene issues and general code
of conducts.

The next chapter refers to occupational health and prevention topics. This includes
the role of the occupational physicians at work. It also refers to preventive occupational
health care, evaluations of infections among employees, the handling of particularly
vulnerable employees and those returning after infection.

The appendix addresses workplaces of special interest. These are construction
sites, agriculture and forestry, outdoor and delivery services as well as collective
accommodation.

2.2 General Protective Means and Measures

The main part of the technical rule refers to protective measures. The general notion is
to reduce the risk of infection for employees and workers by a set of different technical,
organizational and personal measures.

In accordance with the WHO, the German Federal Ministry of Health published
the general “AHA formula” (Abstand, Hygiene, Alltagsmaske: German for distance,
hygiene, community mask) at an early stage [6]. In autumn, the German government
added the “L” for ventilation [7]. These four aspects serve as a cross-term baseline for
protective measures.
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2.3 Distance

Close contact between persons is one of the main factors for infection. Therefore, reduc-
ing contact between persons is essential. Maintaining a minimum distance of 1.5 m
between employees or between employees and other persons significantly reduces the
infection risk. The technical rule also stresses, that larger distances are required for cer-
tain activities when an increased aerosol emission is likely. Short-term contacts between
persons, which take less than 15min cumulatively for the entire day, result into a low risk
of infection so that no minimum distance is required. This is important for short-term
contacts in doorways.

In principle, the occupational health and safety guidelines (ASR) are still applicable
for workplaces during the pandemic. They specify the dimensions of workplace and
movement areas (ASR A1.2), doorways (ASR A1.8), sanitary rooms (ASR A4.1), break
rooms and areas (ASR A4.2) and for collective accommodation of workers (ASR A4.4).
Additional marks can highlight required distance between persons.

If the required minimum distances is not possible at workplaces, further technical
measures such as physical barriers or separators are required. This is also the case for
contacts with other persons or with customers. The separators have to cover a certain
height in order to provide sufficient protection while sitting or standing.

Furthermore, a set of organizational measuresmight have to be considered in order to
reduce the number of employees at the workplace. This includes home office, adjusting
working hours, re-scheduling breaks or shift schedules to enable working in fixed teams.
However, this can also increase stress and has to be considered in a risk assessment.
Home office as a form of mobile work is another possibility for reducing the number
of employees in the company and, thus, the number of personal contacts. However, the
technical rule stresses that it also requires a risk assessment and instructions for home
office. The instructions have to addresses, among other things, ergonomic workplace
design, the use of work equipment, correct and changing sitting postures, and movement
breaks.

2.4 Hygiene

In order to avoid smear infections, compliance with hygiene rules is another key element
of infection risk reduction. Consequently, the employer has to provide hygienic equip-
ment and installations for employees. This includes easily accessible washing facilities
with running water, sufficient liquid soap, and facilities for drying hands in sanitary
areas. The sanitary rooms have to be cleaned several times on a working day, at least
once.

Work equipment/tools, PPEandwork clothing should only beusedby a single person.
If this is not possible, they have to be cleaned with a commercial (household) detergent
before passing them to another person. This also applies to surfaces of workplaces, e.g.
table tops, IT equipment, telephone handsets, steering wheels, etc.
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2.5 Protective Mask

Protective masks are individual measures that are only required if technical and orga-
nizational measures are insufficient. This is the case if the minimum distance is not
guaranteed, e.g. if two or more workers work together at production plants.

The technical rule first describes the different protective masks and their protection
levels: Community masks (MNB), medical masks (MNS), filtering face pieces (FFP),
respirators and face shields. MNB and MNS are sufficient for many workplaces. A
filtering face piece (FFP2, N95 or comparable) is only required if the risk assessment
reveals an increased risk of infection. This is the case when a close contact to persons
without protective masks is expected. Face shields do not replace masks, but might
decrease infection risk when used in addition to a mask.

2.6 Ventilation

First infection hotspots in special industrial branches revealed that the dispersion of
infective aerosols is likely to increase the risk of infection. Therefore, ventilation became
a relevant measure to reduce the risk of infection (Bundesregierung, 2020). This became
very important during autumn and winter, when daily life shifted from outdoor to indoor
activities. Ventilation allows for an effective removal or reduction of the virus dispersion.
Ventilation subsumes free ventilation (if possible, shock ventilation) through windows
and doors as well as technical ventilation systems. With reference to ASR A3.6, the
technical rule recommends ventilation with a duration of 3–10 min for meeting rooms
after 20 min and for offices after 60 min.

In case of technical ventilation systems, different measures reduce the risk of infec-
tion: The amount of fresh air from the outside should be increased to amaximum.Regular
and thorough maintenance (e.g., by changing filters) also contribute. Finally, upgrading
existing systems can also help, e.g. by the installation of additional, high-performance
filters or disinfection modules.

3 Results and Conclusion

Reliable means and measures for occupational safety and health has always been a
crucial topic. It has become even more important with the pandemic. However, the
broad spectrum of available information from different sources has led to uncertainty
for employers and employees. There was a vast need for valid and reliable information
about risks of infection and protective means and measures.

The development of the SARS-CoV-2 Technical Rule provided information, jointly
with publications of other OSH-actors. Moreover, the technical rule matches with the
well-established legal system of German technical rules. Consequently, it guarantees
legal certainty. If the employer takes measures specified in the technical rule, the
employer has legal certainty. The Occupational Safety and Health inspectorate would
not record deficits. As a consequence, the SARS-CoV-2-Technical Rule is considered
to be mandatory.

Our first evaluation studies reveal that the companies know and follow the regula-
tion well. Infection control has top priority, most frequently positioned at the highest
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management. However, it has also shown that increased infection rate in the general
population results into further lockdowns for businesses.

The continuously expanding knowledge about the pandemic development, the virus
dispersion and protective means and measures, requires a continuously update of the
Technical Rule. Consequently, the technical rule is being monitored by the federal insti-
tute for occupational safety and health and the responsible committees. The goal is to
update information as soon as a significant gain in scientific knowledge or a significant
change of environmental factors occur. This led to more detail for ventilation and for an
alignment with other standards and rules at the beginning of 2021.

Further details are given by the framework of sector-specific rules and information,
for example from the statutory accident insurance institutions or, due to the highly
dynamics, very often also in the form of Frequently Asked Questions (FAQs) of the
different OSH institutions. Such a way of information dispersion was found practical
and useful for the public.

However, the overall intent is to provide valid and reliable information at a steady and
stable level. This is very important in a very dynamic surrounding with the pandemic.
So far, responses from practice were positive.
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Abstract. Sports coaches are vocally reliant, with recognized occupational risk
factors affecting their voice use and vocal health. Limited prior research has coop-
eratively explored coaches’ experiences of vocal ergonomic factors during coach-
ing participation. Further, no research has explored coaches vocal or broader pre-
senteeism experiences. As part of a broader action inquiry, coaches (n = 28) in
nine professional basketball teamswere asked about their vocal and broader health
experiences relative to coaching participation. In seven teams, inquiry dialogue
with coaches explored coaches’ experiences of presenteeism, including the con-
tributions of vocal ergonomic factors. These factors were present at various levels
of coaches’ work systems, including personal factors, work activity demands,
team culture, club-based factors, and sport-related factors. These discussions also
revealed how gender and adverse vocal health were associated with coaches’
beliefs regarding presenteeism behaviors. Findings from this inquiry provide
innovative contributions to the broader academic narrative regarding presenteeism.

Keywords: Presenteeism · Vocal ergonomics · Participatory ergonomics · Sports
coaches

1 Introduction

Workers increasingly rely on their voices forworkplace activities and participation [1, 2].
Across international labour forces, at least 25% to 33%ofworkers’ voices are affected by
attributes of their jobs [1–5]. Examples of vocally reliant occupations include educators
[6], call-centre operators [7], performers [8], and sports coaches [9, 10].

Across labour forces, critical vocal reliance increases workers likelihood of poor
vocal health [2, 4, 11]. This poor vocal health includes experiencing adverse voice
symptoms and voice problems [2, 4, 11]. Workers’ poor vocal health is also associated
with: diminished work capacities [6, 12], increased workload demands [6, 12], reduced
psychosocial wellbeing [6, 12], challenges to occupational participation (e.g. absen-
teeism, limited career trajectory) [12], broader health problems (e.g. WMSDs [13] and
mental health disorders [12]). However, research with vocally reliant workers does not
typically consider presenteeism.
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Presenteeism occurs when a worker continues to engage in work activities and par-
ticipation, despite experiencing poor health status [5, 14]. Presenteeism can negatively
affect productivity [15–17], workers’ long-term health and wellbeing [18], and work-
place economy [15]. Further, workers may engage in presenteeism despite recognising
that their health status warrants leave taking [14, 16]. Alternatively, they may perceive
their health condition as illegitimate for health recovery withdrawal [19].

Sports coaches are a highly vocally reliant occupational group [9, 10]. Occupational
risk factors are recognised as affect coaches’ voice use and vocal health [9, 10]. However,
there is paucity regarding coaches health behaviours in the presence of these factors. This
includes coaches’ experiences of system participation relative to presenteeism.

1.1 Research Objectives

This research aimed to collaboratively explore vocal ergonomics with, by, and for
sports coaches. This included identifying and addressing vocal ergonomic factors. Vocal
ergonomics investigates people’s use and experience of voice within systems [1, 3, 9].
Through applying HFE approaches and principles [20, 21], vocal ergonomics iden-
tifies factors and (re)designs systems to optimize voice users’ activities and system
participation [9].

2 Methodology

Themethodology of this research alignedwith cooperative action inquiry [22] and longi-
tudinal, dialectic,multicase study [23]. Cooperative action inquiry explores development
of contextually-anchored knowledge [22–24] with local experts [25, 26].

Participants cooperatively undertake meaning and decision making [22], to facilitate
considered actions and context-anchored inquiry [26].

Cooperative action inquiry applied to Human Factors/Ergonomics (HFE) sits within
the umbrella of participatory ergonomics. This includes an ergonomist (subject matter
expert) actively participating with system participants (local experts) [9, 25]. HFE action
inquiry aims to deeply understand system participation and develop localised actions [9,
25].

2.1 Participants

In the current research, an ergonomist (and the lead author) collaborated with 28 coaches
from nine professional basketball teams. Each team had 2–4 coaches, who coached
squads of 10–16 (semi)professional athletes. All coaches in all teams participated in the
research. Each team was considered one context for coaching participation, and thus a
case unit.

2.2 Overall Action Inquiry

The overall action inquiry in each team used a four-stage research approach (please see
[9] for further details of this approach). Various methods of data collection, generation,
and analyses were engaged across the research. This paper will only report on methods
and findings pertinent to the presenteeism inquiry.
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2.3 Inquiry in Presenteeism

Aligned with this action inquiry approach [22, 26], participants developed avenues of
investigation as the action inquiry was undertaken with their team. All coaches in all
teams were asked about their vocal and broader health experiences relative to coaching
participation. These discussions occurred in: (1) the preliminary stage, during 1:1 semi-
structured interviews between each coach and the ergonomist; (2) the development stage,
within search conferences held at each team [27]; and (3) the evaluation stage, during
evaluation focus groups [1] held with each team. A discussion guide provided probes
for vocal ergonomic factors during each discussion. However, coaches’ lead heavily
influenced the nature of all interactions. Across seven teams, presenteeism formed part
of discussions.

In each case, categorical aggregation and direct interpretation [28] were undertaken
at the end of each action inquiry stage (please see [9] for further details). This facilitated
actions and inquiry undertaken in subsequent stages. Beyond field analysis also included
reflexive thematic analysis [29] and cross-case analysis [23]. This generated a coherent
inquiry dialogue across teams. Findings from this analysis related to the presenteeism
inquiry are reported in the results for this paper.

3 Results

Presenteeism was part of the inquiry dialogue within seven teams. Coaches shared that
that their engagement in presenteeism behaviours was influenced by personal factors,
coaching activity demands, team culture, club-based factors, and sport-related factors.

3.1 Personal Factors

Coaches identified engaging in presenteeism behaviours because they held expectations
of not yielding to illness. They also expected themselves not to engage in absence for
health recovery. Coaches shared specifically preserving with coaching activities when
experiencing adverse vocal health. They shared that views regarding the inevitability
of experiencing voice symptoms and problems while coaching influenced their presen-
teeism behaviours. This included their decisions to “suck it up” and continue to coach,
rather than engaging in preventative or recovery behaviours for voice.

Coaches also highlighted that positive personal outcomes from coaching motivated
their continued participation when unwell. These outcomes included strongly enjoying
coaching participation, beingly highly satisfied by undertaking coaching particularly
with others, high levels of personal satisfaction from pursuing excellence, and feeling
personally passionate about coaching participation.

3.2 Coaching Activity Demands

Coaches discussed that the nature of undertaking coaching activities influenced their
presenteeism behaviours. Heavy workloads were linked to persevering with coaching
participation, even when they recognised the need for imminent withdrawal for health
recovery.
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Coaches shared they were particularly likely to ignore voice symptoms and prob-
lems. However, coaches also reflected on the effects of this vocal presenteeism behaviour
on their voices and vocally reliant coaching. Coaches recognised that persevering with
coachingwhen experiencing adverse vocal health increased: their overall coachingwork-
loads, vocal effort, and vocal demands. They specifically highlighted having to talk more
and engage in lengthier vocally reliant tasks when experiencing adverse vocal health.
This was due to impaired voice performance and diminished speech intelligibility.

3.3 Team Culture, Shared Beliefs, and the Perceptions of Others

Team culture was associated with presenteeism. Coaches reported being more likely to
engage in presenteeism when a team held shared beliefs that team-member presence
marked commitment.

Coaches also noted that the perceptions of others influenced their presenteeism
behaviours. This included being seen as committed and having grit. Coaches highlighted
the potential for sickness withdrawal to be perceived as weakness, lack of dedication, or
lack of abilities to cope with the demands of top-level sport. Avoiding these perceptions
from others motivated coaches’ presenteeism.

Female coaches shared specificallywanting to avoid gender-based assumptions asso-
ciatedwith recoverywithdrawal. These assumptions included the negative gender stereo-
types of female coaches being less capable than their male colleagues. Female coaches
noted engaging in presenteeism behaviours to show their comparable skills and because
they “had a point to prove”.

3.4 Club-Based Factors

Coaches recognised that club-based factors influenced their continued engagement in
coachingwhen unwell. Coaches highlighted the disparity in resource access across teams
in their leagues.When teams lacked adequate resources (e.g. playing facilities, time with
players), coaches were more likely to engage in presenteeism. Coaches also noted that
their appointment precariousness influenced their health behaviours, as negative percep-
tions of their capabilities may affect their ongoing employment. Further, coaches noted
that club-based performance expectations motivated their engagement in presenteeism.
This included persevering with coaching when unwell due to club-based pressures for
wins.

3.5 Sport-Related Factors

Coaches highlighted the impact of sport-related factors on their presenteeismbehaviours.
Theydiscussed thatplayingwhile hurtwas a commonlyheld belief schemaacross profes-
sional basketball. Coaches detailed that playing while hurt was generally seen as being a
good teammate and committed athlete. This shared cultural narrative reinforced coaches’
presenteeism behaviours in service of their teams. Coaches also recognised that the
competitive nature of coaching appointments motivated their presenteeism behaviours.
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4 Discussion

Presenteeism has not been extensively explored for coaches. Further, voice-related pre-
senteeism within extant research focuses only on workers with medically diagnosed
voice disorders (e.g. spasmodic dysphonia) [17]. As such, the results of this inquiry
provide novel insights for both coach-specific research, and for broader presenteeism
literature. Within this inquiry, no coaches discussed factors that supported their engage-
ment in recovery behaviors. However, coaches highlighted various contributory factors
to their presenteeism. The following sections discussing these factors.

4.1 Personal Factors

The influence of personal beliefs on presenteeism demonstrated in this inquiry mirror
broader research [8, 30]. Performing artist often persist with work despite illness due,
at least in part, to beliefs that the ‘show must go on’ [8]. Strong work engagement also
facilitated coaches presenteeism. This has also been found in academics [30]. Work
enjoyment enhanced wellbeing but increased work undertaken for both occupations.

4.2 Coaching Activity Demands

Workload is recognized as contributing to presenteeism via wok engagement [30]
and reduced productivity [15–17]. Coaches in this inquiry specifically recognized that
adverse vocal health increased their coaching workloads and vocal effort. Given that
coaches’ performance influences the team’s performance overall, research should further
explore the coaches’ presenteeism in light of workload factors.

4.3 Team Culture, Shared Beliefs, and the Perceptions of Others

Culture describes peoples’ shared beliefs, norms, language, perspectives, attitudes, prior-
ities, customs, and behaviors [31]. Culture is recognized as contributing to presenteeism,
as situationally anchored patterns of behavior are reinforced by social contexts [32, 33].

The social theories of hegemonic masculinity theory [34, 35] and stigma theory
[36] may also assist in explaining how and why culture affects coaches’ presenteeism
behaviors. Hegemonic masculinity theory considers how peoples’ actions and beliefs
ascribe to notions of dominant power roles within systems, as they relate to gender
[35]. Stigma theory explores individuals management of others’ impressions, through
the concealment of personal attributes that are stigmatized [36].

Both theories explore the role of performance to align with idealized or socially
accepted norms. Performative masculinity explains how an individual chooses actions
to demonstrate idealized masculine characteristics (e.g. excellence, grit, strength) [34,
35]. Stigma theory asserts that concealment acts are performative, as they aim to align
with desired perceptions from others [36].

Neither theory has previously been applied to coaches’ presenteeism behaviors.
However, basketball coaching is strongly masculinized, due to the nature of sport, orga-
nizational structures, andmale role dominance [37]. Further, playing while hurt is recog-
nized as performatively masculine behavior [35]. Stigma theory has been used to explain
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athletes’ persistence with playing when injured rather than help-seek [34]. Stigma is also
associated with broader presenteeism behaviors for workers experiencing mental health
disorders [19], vulnerable workers such as Roma [38], and male farm-workers [39].

Within the current inquiry, these two social theoriesmay help to explain some aspects
of coaches’ engagement in presenteeism. For example, coaches discussed engaging in
presenteeism behaviors as demonstrate of their strength, capabilities, commitment, will-
ingness to take risks, and want of excellence. These demonstrations appear to align with
performative masculinity. Coaches also detailed using presenteeism behaviors are mark-
ers to manage the perceptions of others, including gender-based concerns, and where
perceptions may influence precarious appointments status. Both masculinity theory and
stigma theory provide contexts for unpacking these discussions. Further exploration of
this is warranted.

4.4 Club-Based Factors

Psychosocial factors associated with organizational structures contribute to workers pre-
senteeism behaviors [40]. Studies vary regarding the influence of resource access on
presenteeism behaviors. Research has found that resourceful work (e.g. high decision
latitude, reward) both motivates [41] and discourages [30] presenteeism. Research with
police has also found that resource limitations (e.g. time-pressures) and staffing issues
are associated with sickness presenteeism [40].

4.5 Sport-Related Factors

Playingwhile hurt is a sport-specific and pervasive presenteeism problem, particularly in
elite sport [42]. Given the career pathways form high-level athletes to high performance
coaching, ongoing presenteeism behaviors are anticipated for sports coaches working
in other sports. Further demographic and prevalence on data coaches’ presenteeism
behaviors should be more fully explored.

5 Conclusions

Coaches are a vocally reliant occupational group who engage in presenteeism. Findings
from this inquiry suggest that coaches’ presenteeismbehaviours are influenced by factors
anchored across their work systems. Future research with vocally reliant workers should
further explore these considerations to optimize vocally reliant system participation.
Further, a systems lens should be applied when considering broader, and voice-specific,
presenteeism for sports coaches.
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Abstract. Ergo@Large is a group of passionate and caring people collaborat-
ing on a journey to improve health and wellness through a unique Human Fac-
tors/Ergonomics collaborative and inclusive approach opened at large to the many
professions involving humans at work in Canada. A group of professors, students
and experts came together and formed a sub-committee of the Association of
Canadian Ergonomist (ACE) to explore the current state and future of Ergonomics.
The committee aims at inspiring new approaches and to encourage discoveries.
This article explains the creative approach through four different programs: 1 -
Student Projects, 2 - Monitoring/Analyzing, 3 - Survey/Tendencies and 4 - Redac-
tion/Publishing and steps taken since the creation of the Ergo@Large committee
with plans for the next five years. The committee operates virtually facilitating an
innovative operation structure based on a hockey team organization to avoid silos
and divisions per province but rather regroup the pan Canadian group members in
teams regardless of their geographic locations to foster inclusion and collaboration.

Keywords: Human factors · Ergonomics · Collaboration · University outreach ·
Field experts · Student projects

1 Problem Statement

1.1 Understanding Human Factors/Ergonomics (HF/E)

The profession of Ergonomics is at the cross roads. The world has seen unprecedent
events in the last year that accelerated the transformation of our work system. Industry
4.0, Robotics, Artificial Intelligence, 5G, are now part of a common vocabulary at work
where human tasks are being refocused. The pandemic COVID-19 pushed the work into
our homes and proved that people performances are not at stake, however mental and
social impacts are still unknown.

The world is changing and at the same time, the relation between humans and work
can benefit from new perspectives. Human Factors/Ergonomics (HF/E) is important for
multiple academic specialization. HF/E is the branch of science that plays a central role
in any discipline where humans, and especially humans at work, are concerned.With the
advent of transformative innovations in the workplace and other settings, it is important
to stay at the forefront of the emerging technologies and processes in each specific field.
This is where having a good understanding of HF/E is critical to human wellbeing and
overall system performance.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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2 Objectives

2.1 Ergo@Large Goals and Mission

The Ergo@Large team is a sub-committee of the Association of Canadian Ergonomists
(ACE).

The goal of the working committee is to find ways to react at the transfor-
mations we are currently experiencing in the world by expanding the boundary of
traditional ergonomics. The group is composed of professors, experts and students
located across Canada and specializing in various fields aiming at improving Human
Factors/Ergonomics (HFE) for people in the society and in the industry.

The group’s mission is to strengthen the position of the Human Factors/Ergonomics
(HFE) profession in Canada to gain recognition as a fundamental discipline for human
well-being, especially in this time of industry 4.0 revolution.

The long-term vision includes the development of a replicable model to be imple-
mented in developing countries, a grant program to help multidisciplinary student
projects come to fruition, cutting-edge multidisciplinary collaborative projects, constant
and sustained efforts to promote ergonomics at all levels.

3 Methodology

3.1 Creation of Ergo@Large

Ergo@Large is taking its first steps. A University and a Field Experts outreach was
conducted across Canada in 2020. We are still recruiting and promoting the concept to
each academic discipline to bring as many professional, students and professors together
with the common vision of expanding the field of Human Factors/Ergonomics (HFE)
and benefiting from exceptional collaboration.

3.2 Ergo@Large the Hockey Team

The group has entered a structuration phase in early 2021 and is operating according to
the organization structure of a hockey team. (see Fig. 1). This organization was preferred
to a regional division structure to help promote collaboration and teamwork. This system
was feasible due to the virtual nature of the committee.

A hockey team organization structure involves:

1. A General Director
2. A head coach
3. An assistant coach for defense
4. An assistant coach for offense
5. A goalie
6. Two sets of defensive players including an assistant captain
7. Four trios of offensive players including a team captain and an assistant captain
8. Fans
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Fig. 1. Organization structure of Ergo@Large according to one of a hockey team.

3.3 Task Assignments

The following six sub-committees were formed to tackle this huge task of anchoring
HFE as a fundamental discipline focusing on the wellbeing of humans in the society and
in the industry in Canada.

The Business Plan team was formed first to establish the baseline and structure of
the group. The nature of this group is transitional and will be dissolved as the group
matures and its tasks included in those of the executive committee. At first, The Busi-
ness Plan group will also be part of the Executive Committee along with the captain,
assistant captains and goalie. Their first mandate is to establish the foundations and the
permanence of the committee for a period of two years. Thereafter, an election will be
planned to elect new executive members.

The four main working groups: 1-Surveys/Tendencies, 2-Redaction/Publishing, 3-
Monitoring/Analysis and 4-Student Projects were staffed with offensive players. The
two sets of defense team members were assigned two offensive trios each. The goalie
was assigned the role of a go to person for the four trios and liaison to the General
Director. The roles and responsibilities for the players was decided by each trio. For
example, the center of each trio arbors a leadership role. The center and the wings are
taking actions such as writing articles, analyzing the state of Ergonomics through the
social medias and technology, developing surveys and the defense player’s role is to
review the projects before publishing, ensuring the projects are aligned with the mission
of Ergo@Large and the artistic and content quality are at an exceptional level.

3.4 Ergo@Large Programs

The four main programs of Ergo@Large are described below:
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3.4.1 Surveys/Tendencies Program

This group’s function is to examine the fundamental questions affecting the ergonomics
profession in Canada. This sub-committee looks at the perception of ergonomics in all
strata of Canadian society through surveys. For example, The perception of ergonomics
in companies, among consumers, at government level, in unions and associations etc.
The goal of this section is to understand the place of ergonomics in order to take concrete
actions to change perceptions. The results from this group are expected to be effective
in the short and medium term.

3.4.2 Redaction/Publishing Program

Based on the efforts of the three programs involved in Ergo@Large: Survey Program,
Students Projects Program and Monitoring Program, the group is responsible for writ-
ing, publicizing and promoting ergonomics through various media targeting specific
segments.

3.4.3 Monitoring Program

This program is responsible for monitoring HFE news, social medias, literature, tech-
nologies, processes, working methods, developments in science, other groups similar
to Ergo@Large, university disciplines related to ergonomics and ergonomics in indus-
trialized and developing countries. It is important to understand and be attentive to the
evolution of the world of work to ensure that the discipline of ergonomics can keep
up with and even anticipate the progress in these fields so as to be recognized as a
fundamental discipline for the human well-being.

3.4.4 Student Projects Program

Student projects are supported by a multidisciplinary team. For example, students can be
collaborating fromvarious disciplines such as engineering, industrial design, ergonomics
and agriculture to develop a tool to avoid back pain during harvesting. Pilot projects and
grants are planned to help students complete their efforts.

In this section, professors, experts and students collaborate for cutting-edge results
in the disciplines involved. The goal is to instill in the various fields involved, the rudi-
ments of ergonomics so that the newly graduated professionals are able to recognize the
problems in their professional life and thus do business with ergonomists. This compo-
nent tackles the recognition of ergonomics at the long-term multidisciplinary level. This
level works on the basis, the foundation of the integration of ergonomics in companies
in the future.

4 Results

4.1 Where We Are

Ergo@Large is taking its first steps. So far, the team was created and became a sub-
committee of ACE, members were recruited, the team organized and assigned roles and
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responsibilities, a student’s project identified, two papers written and a panel created for
the International Ergonomics Association (IEA) triennial congress 2021.

In the future, the expectations are for the Student Projects Program to include pilot
projects, presentations on different formats, product development, program inclusion in
the industry etc. depending on the discipline, projects and involvement level, according to
different timelines corresponding to the academic calendars. The end goal of this effort
is to enhance the understanding of human/work systems and to integrate the newly
gained knowledge in the work field. The young professionals will be cognizant of HFE
when entering the market, therefore well-positioned to influence the improvement of
human/machine system in their respective organizations.

The Survey andMonitoring Programswill identify elements with the greatest impact
on HFE awareness in Canada at large. This committee is supported by the Redac-
tion/Publishing Program and results will be published as papers, pilot projects, lectures,
conferences, methods, tools etc.

4.2 Next Steps

The next steps of the committee are to continue recruiting from various academic’s disci-
plines to grow the collaborative exchange, develop content through the sub-committees,
to coach the student’s projects by supporting, guiding and reviewing the projects as
they are progressing and finally to continue to expand the recognition of Human
Factors/Ergonomics in Canada at large.

The following Ergo@Large five years’ timeline diagram shown (see Fig. 2), explains
the main steps of the committee from creation to replication as a model to be used for
other similar organizations and developing countries.

Fig. 2. Ergo@Large 5 years’ timeline.
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5 Conclusion

5.1 2021 Goals

Ergo@Large promotes an open, creative and collaborative approach. The benefits of
joining the group are numerous from satisfaction of leading the future of ergonomics to
networking and recognition by taking action in a topic that you care about. Everyone is
welcomed to contribute.

The group’s goals for the year 2021 are:

1. To be present at the International Ergonomics Association triennial congress and
beyond with papers and a panel to promote ergonomics.

2. Keep promoting HFE through ACE and in Canada at large
3. Supporting students’ projects
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Abstract. The accurate assessment of operator fatigue has bedeviled ergonomics
since before the field was formally constituted. From the archives of the British
Industrial Fatigue Research Board in the pre-World-War I era, to Muscio’s (1921)
famous inquiry “is a fatigue test possible?’ [1], the question of assessment has
been a perpetual challenge. The lack of accurate assessment is allied to a ready
recognition that fatigue plays a critical role in many large-scale disasters as well as
errors and incidents of less social prominence, but which are nevertheless equally
problematic. In recent decades, in our 24-7-365world, the issue of operator fatigue
continues to impact multiple millions of workers around the world; a propensity
that the COVID-19 pandemic has only exacerbated. Yet all is not doom and gloom.
Most especially in the 21st century, a number of promisingmethods and techniques
have been offered to provide reliable, quantitative values which specify fatigue
levels. Very much like the allied concern for workload assessment [2], the three
primary methods of assessment concern primary task performance, physiological
assessment approaches, and subjective evaluations. The present work is focused
on the latter mode, being arguably the most useful for the prospective projection
of future fatigue levels. In short, the issue of fatigue is a large and growing one,
its assessment is a crucial ergonomic concern, synthesized subjective assessment
techniques promise to provide a vital answer.

Keywords: Fatigue · Subjective assessment · Questionnaire development ·
Psychometrics

1 Introduction

Fatigue has been and continues to be a ubiquitous issue concerning human performance
and safety whose influence is felt across operators, tasks, domains, and time. One study
found that 20% of National Transportation Safety Board investigations identified fatigue
as a contributing cause to safety incidents across domains (surface transportation, flight
and marine operations, etc.) [3]. Research conducted on medical professionals attests to
their fatigue-inducing working conditions (regular 24–36 on-duty shifts), their feelings
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of fatigue affecting their work, and the fact that it puts them and their patients at greater
risk of harm [4]. Fatigue has been shown to slow response times, impair judgment,
and compromise decision-making skills [5]. These tendencies would typically hamper
performance across any task but would be particularly detrimental to those reliant on
effective vigilance and efficient attentional allocation such as driving a semi-autonomous
vehicle, baggage screening,medical diagnostic screening, anesthesiamonitoring, and air
traffic control. Understanding, measuring, and designing to effectively alleviate fatigue
is critical to the successful operation and safety of human-machine systems across the
world.

Yet despite its pervasive nature and influence, a single, agreed-upon operational
definition and scheme of quantification and measurement remain elusive. This work
examines these issues and seeks to create a unified, coherent, reliable, valid, and easily
applicable trans-domain subjective fatigue assessment instrument.

1.1 Definitions

Defining fatigue becomes problematic as theorists disagree even upon its fundamen-
tal nature. Some consider fatigue an emotion, a subjective feeling; others a behavioral
pattern, a performance outcome, or a moderator/mediator of stress. Still others would
characterize it as its own unique stressor unto itself. Though the debate rages on in some
academic circles, the authors would like to put forth their position on these contentions.
Firstly, fatigue is a construct, a feature of the operator, not merely their behavior or a
performance outcome. Secondly, performance decrements and fatigue are not wholly
commensurate with one another. Fatigue may cause performance decrements, but per-
formance decrements alone are not sufficient for prescribing a fatigue state. Thirdly,
there is a pervasive tendency to equate fatigue and sleepiness. Though these states are
related to each other, they are not the same. Sleepiness is the urge or tendency to fall
asleep, while fatigue is more multidimensional and see Sect. 1.2 [6].

Though there are many competing operational definitions of fatigue, Soames-Job
and Dalziel’s is arguably the most accurate and comprehensive. They define fatigue as
“the state of an organism’s muscles, viscera, or central nervous system, in which prior
physical activity and/or mental processing, in the absence of sufficient rest, results in
insufficient cellular capacity or system-wide energy to maintain the original level of
activity and/or processing by using normal resources” [7]. This definition clearly spec-
ifies the cause of fatigue in prior physical or mental activity, reflecting one of the key
dimensions of fatigue’s nature which will be discussed shortly. The caveat specifying
that fatigue manifests ‘in the absence of sufficient rest’ accurately conveys how oper-
ators can be in a fatigued state at the onset of performance as well as accounting for
the demonstrable benefit of rest breaks [8]. Moreover, by specifying ‘insufficient cel-
lular capacity or system-wide energy’, not only does this characterization encapsulate
physiological processing, but it also thereby overcomes the circular reasoning inherent
to most competing definitions. Finally, the last clause concerning the inability to main-
tain performance using the typical reserve of resources acknowledges the imbalance of
existing physical or mental resources and task demands [9] and implies performance
decrements without making them synonymous with the fatigue state.
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1.2 Dimensions

Fatigue is a complex and multi-dimensional construct. When examining the literature, it
is possible to findworks that explain the theoretical distinctions between such dimensions
and empirical works that demonstrate their effects. However, no subjective assessment
tool yet identified has addressed all of the following dimensions. It is the intention of this
project to create a psychometric instrument capable of quantifying and being sensitive
to the levels of these different types of fatigue.

Active versus Passive Fatigue
Dependent on the type of task, fatiguemaymanifest from either active or passive activity.
Active fatigue is the result of prolonged task performance necessitating continuous
effortful processing andmotoric execution [10]. Passive fatigue, on the other hand, results
from prolonged monitoring performance (which taxes limited attentional resources)
wherein operators are rarely, if ever, required to provide an overt response [10].

Cognitive versus Physical Fatigue
Cognitive fatigue is characterized as a deficit in mental resources (namely, attention)
due to their expenditure on task performance, and the consequent inability to maintain
performance [11]. Physical fatigue, in contrast, is an inability to continue physical work
or performance to a required level due to prolonged use of the muscles [12, 13].

Acute versus Chronic Fatigue
Acute fatigue is characterized as a transient and temporary state experienced by healthy
operators as the direct result of taking part in effortful work [14, 15]. In contrast, chronic
fatigue is a long-term condition (or even illness) that persists as a feeling and influence
on performance despite adequate rest [16].

1.3 Types of Response

Just as there are diverse dimensions and sources (task, environment, etc.) of fatigue, so
too are the responses many and varied. In nature, these responses may be categorized as
objective or subjective responses to the fatigue experience. Both types hold significant
implications for performance outcomes as well as operators’ state, health, and well-
being. Ideally then, the proposed psychometric assessment method attempts to gauge
both such responses.

Objective Responses
Objective indicators of a fatigued state include sleepiness, alertness, activity level,muscle
tension, andmuscular capacity. Polysomnography canobjectivelymeasure physiological
correlates of restful sleep that can be predictive of operator state [17]. Activity trackers
can record activity and inactivity levels over time in an easy, non-intrusive fashion [18].
Such actiwatches can also track unintended sleep. Finally, researchers have established
a battery of muscular strength measures to gauge physical fatigue [19].

Subjective Responses
Subjective responses to fatigue include various cognitive and affective reactions. A
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representative though inexhaustive list of such responses include perceived tiredness,
sleepiness, lethargy, and exhaustion [20]. Operators’ subjective experiences of fatigue
are commonlymeasured via visual analog scales and/or valid and reliable questionnaires
using Likert-type items. Typically, however, the psychometric options address only a
single dimension or symptom of fatigue; for example, the Karolinska Sleepiness Scale
[21]. As a result, the goal of the present project is to generate a valid, reliable, and
widely applicable subjective fatigue assessment instrument capable of assessing the
many causes, dimensions, and responses of fatigue.

2 Methodology

From the survey of all extant subjective fatigue assessment scales, commonalities were
distilled in terms of concepts addressed (e.g., feelings of lassitude), subjective symp-
tomatology (e.g., ‘heavy’ eyes), and subjective performance degradation (e.g., meta-
cognitive recognition of increased error rate), as well as specific interrogatories and
queries. This procedure took the form of assessing 1,033 identified articles derived from
keyword searches and reference list searches from all the major scientific databases. The
extension beyond the typical human factors and ergonomic databases was necessary as
fatigue assessment is practiced in highly disparate constituencies (e.g., airspace opera-
tions, clinical psychological assessments, etc.). For the key terms, exclusionary terms,
and modifiers, please see Table 1.

From this survey, 89 key subconstructs were identified that contribute to the latent
construct of ‘fatigue’, which were embodied in 1,698 questionnaire items. These col-
lective identifications have been summated into an extended survey instrument in order
to conduct critical factor identification. This inquiry is currently in progress and will
form the foundation of an accompanying meta-analytic study of fatigue effects and
assessment.

3 Results

From the above elicited data, the authors identified 90 currently developed scales which
provide substantive assessments of subjective fatigue state. Eighty-nine subconstructs
related to fatigue embedded within these 90 identified scales were reviewed. The results
compare and contrast the validity, reliability, and applicability of such scales alongside
recommendations for practitioners who employ them. Moreover, the subconstructs for
fatiguewere analyzed and categorized to reflect itsmultifaceted nature in the construction
of the more comprehensive proposed scale. The dimensions of the authors’ own devel-
oping scale include i) active versus passive fatigue; ii) acute versus chronic fatigue; iii)
subjective versus objective responses (mental, physical, and emotional dimensions), as
well as iv) the contributions of diverse other sources of fatigue (i.e., task, environment,
etc.).

Next steps include analyzing the 1,698 items to remove duplicates, re-phrasing items
to allow for maximum applicability in terms of administration and use (i.e., generic or
specifiable system terms), assessing internal consistency, and determining the nature of
responses (i.e., visual analog scale versusLikert-type scale). Itemsmust also be generated
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Table 1. Key terms, exclusionary terms, and modifiers.

Database Key terms Exclusionary terms* Modifiers** 
Google Scholar Fatigue Material, metal, respiratory, anemia, 

mitochondrial, structural, weld, 
blade, steel, chronic

acute, chronic, 
active, passive, 
mental, 
physical, 
central, 
peripheral, 
cognitive, 
driver, pilot, 
trucker, 
medical, and 
workplace 

Assessment Weld, cycle, frame, train, material, 
metal, turbine, welds, vessel, 
production, rig

Questionnaire Material, metal, respiratory, anemia, 
mitochondrial, structural, weld, 
blade, steel, chronic

Tiredness Material, metal, respiratory, anemia, 
mitochondrial, structural, weld, 
blade, steel, chronic

Lassitude Metal, material, recovery, cell, 
sickness

Sleepiness Rats, mice, pain, metal
Sleep deprivation Rats, mice, pain, metal 
Boredom Rats, mice, pain, metal
Task 
disengagement 

Metal, material, rats 

Ennui Metal, material, rats
Fatigued Metal, material, rats, + only English 

articles
Burnout Metal, material, rats, pigs, + only 

English articles
Exhaustion Metal, material, recovery, cell
Weary Metal, material, recovery, cell, cows, 

calves
Weariness Metal, material, recovery, cell
Lethargy Metal, material, recovery, cell
Dullness Metal, material, rats, cell, infection
Languor Metal, material, rats, cell, infection
Listlessness Metal, material, rats, cell, infection

*Some modified key terms had different exclusionary terms. The most common are listed. 
**Each keyword was modified with the same 14 modifiers.

if an acceptable exemplar cannot be identified or refined from existing scales. This latter
process may need to occur multiple times given the dearth of existing scales addressing
some of the key dimensions of fatigue.

Assuming a Likert-type scale, items will be positively worded with some being
reverse-coded to ensure the integrity of responses. A selection of items will therefore be
determined for each dimension of fatigue. Each of these subsections will then be amal-
gamated into the complete battery for fatigue assessment. This completed questionnaire
will then undergo multiple validation studies to ensure the internal consistency of all
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items, and that each item loads onto its proposed sub-construct associated with the latent
construct of fatigue.

4 Discussion

Creating an effective worker fatigue assessment instrument does not only consist of item
identification, selection, grouping, administration and verification of validity and relia-
bility. There are also ergonomic issues involved with its administration. In the present
project, the authors have created a fatigue ‘app’ which employs minimalist interface
design principles to garner both objective (e.g., time-of-day of administration) and sub-
jective (e.g., specific item response levels), in order to produce a fatigue ratio scale
ranging from 0–100. These anchors connote no discernible presence of fatigue and the
ceiling being intolerable fatigue. Some present concerns involve questions as to whether
individuals can effectively respond at the 100 level, or whether increasing levels on the
ratio scale actually inhibit accurate responding. Efforts are also underway in the pro-
cess of identifying salient thresholds on the scale; that is, providing easily recognized
cognitive anchors for meaningful values (e.g., 50).

5 Conclusions

Subjective assessment of fatigue holds important promise for ergonomic applications.
Yet, current methods, derived from multiple disciplines and domains, provide no simple
unified scale that is easily applicable in real-world circumstances. Here, the authors
provide a roadmap to such scale development and report on the progress of this effort
thus far.

To date, the authors have combed the relevant literature from multiple disciplines,
including human factors/ergonomics, to establish what psychometric instruments are
currently in use for the dynamic assessment of operator fatigue. Herein, the strengths
and limitations of those instruments have been discussed as well as propositions for their
improvement, particularly with regard to their utility to practitioners. Given the nature
of evolving human-machine systems and ever more autonomous adaptive automation,
fatigue may well be one of, if not the, most pressing human performance issue of the
future. The successful quantitative assessment of fatigue’s effects on performance and
operators’ cognitive and affective states is therefore not only integral to the design
of future human-machine systems; it is also critical for determining the efficacy of
targeted countermeasures. A valid, reliable, and flexible instrument for the subjective
assessment of fatigue across multiple tasks, environments, and operational domains is
therefore desperately needed, and this work represents the first steps in the construction
and validation of this valuable psychometric instrument.
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Abstract. Due to heavy physical outdoor work construction workers’ safety is
compromised by climatic heat stress. Heat stress in construction consists of envi-
ronmental, organizational, technological, and personal elements. Administrative
controls, environmental engineering controls, and personal engineering controls
are safety interventions in the construction industry adopted to cope with heat
stress. Numerous indices, models, and protective guidelines are introduced to
measure and manage heat stress. Wet-bulb globe temperature (WBGT), Humidex,
thermalwork limit (TWL), predicted heat strain (PHS) are common indices used to
measure heat stress. Imposing mandatory work-rest regimens is done through reg-
ulations aswell as organizationalwork systems. Self-pacing, an alternativemethod
of heat stress management, can be optimized by work system design using self-
regulating worker groups. Because of the pragmatic and loosely-coupled nature
of the construction industry, the design of self-regulating worker groups needs to
be addressed in a socio-technical approach. It would comprise of consultative and
substantive worker participation to optimize the work system for the benefit of
individual and organization.

Keywords: Construction safety · Heat stress · Socio-technical systems ·
Self-regulating worker groups ·Worker participation

1 Introduction

Excessive heat exposure poses significant risks to workers in hot climates. When peo-
ple perform physical activities in hot environments, they are at risk of an increase in
deep body temperature, a decrease in physical work capacity, and mental capacity. The
reduced mental performance induces speed of response, reasoning ability, visual per-
ception, associative learning, and mental alertness negatively which are reported to be
the possible causations of fatal accidents [1]. Heat stress influences work performance
and productivity as well. In warm areas of the world, it is estimated to occur an 11–27%
of productivity decline [2]. Construction is often classified as a high-risk industry for its
significant injury rates. It involves complicated processes, changing work locations, and
complex work environments. Less standardized worker behaviors provoke extra atten-
tion for site safety measures. Further, heavy physical outdoor work exposes construction
workers to regular occupational heat stress.
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Heat stress intervention in the construction industry encapsulates administrative con-
trols: assigned or rescheduled work practices and policies; environmental engineering
controls: mitigate workers exposure through heat stress monitoring; and personal engi-
neering controls: offering personal protective equipment [3]. Administrative controls are
rescheduling of work rotation and self-regulation of workers to cope with heat stress.
Thus, environmental engineering controls and personal engineering can assist to design
work rotation and self-regulating work systems. In this discipline, most studies are
focused on quantifying heat stress and its consequences. This article proposes self-
regulating work group design as a heat stress management practice in the construction
industry from a socio-technical perspective.

2 Method

To present a novel perspective for heat stress management practices in the construction
industry, an integrative literature review is undertaken. An integrative literature review
is defined as “a form of research that reviews, critiques, and synthesizes representative
literature on a topic in an integrated way such that new frameworks and perspectives
on the topic are generated” [4]. Various databases were used to access literature on heat
stress management in construction and socio-technical systems. These include PubMed,
Google Scholar, Scopus, EBSCO, Web of Science, PROQUEST, etc. Using keyword
search containing “heat stress” and “construction”; “socio-technical systems”; “socio-
technical systems” and “safety” in each database, pertinent literature were identified
and duplicates were removed after abstract screenings. Important articles to the study
were then recognized based on the content of each identified paper. Finally, relevant
arguments and findings from the articles were summarized, synthesized, and integrated
as appropriate to develop the proposition of this study.

3 Heat Stress and the Construction Industry

Construction is one of themost affected industries by heat stress that seconds only to agri-
culture [5]. In theUnited States (US), 36.8%of heat-related fatalities are accounted for by
the construction industry [6]. Hong Kong construction industry reported 43 heat-related
accidents including 11 fatalities from 2007 to 2011 [7]. Further to a study conducted
in the US, cement masons face ten times elevated risk of heat-related death than the
average construction worker while roofers and helpers were seven times more likely;
brick masons three times, and construction laborers two times [8]. Countries have imple-
mented policies and regulations to prevent heat-related injuries. For example, the U.S.
Occupational Safety and Health Administration (OSHA) recommended preventive mea-
sures providing rest, shade, and water; limiting physical activities when the heat index
increases as a guideline for employers [9]. Similar guidelines were issued in the United
Kingdom [10], Hong Kong (particular to the construction industry) [11], and Australia
[12]. As recommendations and guidelines are not enforceable and did not bring about
expected results, countries introduced educational campaigns to improve the awareness
of heat stress prevention practices among workers [13].
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Workers have to face physiological as well as psychological health issues, safety
problems by continuous exposure to extremely hot environments. It also reduces the
productivity of workers due to fatigue [14]. Heat stress in construction consists of envi-
ronmental, organizational, technological, and personal elements. Prominent risk factors
are identified as climatic heat caused by lack of wind, humidity, and solar radiant heat;
workplace heat; clothing effect due to personal protective equipment; metabolic heat
generated by workload, work pace, and continuous work time; and personal factors such
as ethnicity, aging, acclimatization, fatigue, personal health and lifestyle, dehydration,
risk perception, job skills, mindfulness and psychological stress [15]. Three ways of
managing heat stress risk in the construction industry are introduced: (1) control of envi-
ronmental heat stress exposure through the use of an action-triggering threshold system,
(2) control of continuous work time referred by maximum allowable exposure duration
with mandatory work-rest regimens and (3) enabling self-paced working through the
empowerment of employees [16].

3.1 Control of Environmental Heat Stress Exposure Through the Use
of an Action-Triggering Threshold System

Action-triggering threshold systems encapsulate heat strain indices, models, and pro-
tective guidelines to protect workers from heat exposure. Wet Bulb Globe Temperature
(WBGT) is the most widely used index. It is a combination of the natural wet bulb tem-
perature, the global temperature, and the air temperature [17]. It also serves as the metric
for ISO 7243: heat stress standard which determines ergonomic effects of the thermal
environment [18]. Using air temperature and relative humidity, Humidex describes the
degree of comfort of an average person [19]. The thermal work limit (TWL) uses a
combined measure of dry bulb and wet bulb temperatures, radiant heat, and wind speed
to predict the safe limit of work a worker should carry out [20]. Based on TWL Abu
Dhabi Occupational Safety and Health Centre defined working zones for control inter-
ventions and rest-work and hydration schedules [21]. While these indices are based on
environmental measures, the physiological strain index (PSI) rates the bodily strain of
humans using rectal temperature and heart rate [22]. In 1989, the International Orga-
nization for Standardization espoused the required sweat rate model to determine and
interpret thermal stress which was then revised by adopting the predicted heat strain
(PHS) model in 2004. The PHS model is based on the thermal equilibrium of the human
body. It indicates the maximum allowable exposure time of a human by assessing the
heat stress that can lead to excessive core temperature and water loss [23]. Later a heart
rate-based PHS model is introduced to predict individual heat stress in dynamic work-
ing environments [24]. A Fatigue Assessment Scale for ConstructionWorkers (FASCW)
was developed to assist in taking possible actions for fatigue regulation and heat stress
management by understanding the fatigue symptoms among construction workers [25].
Sensing technologies and smart wearables such as wrist-worn temperature sensors [26],
thermal cameras [27] can make use of a multitude of thermal comfort data of work-
ers. It enables real-time information on worker conditions to manage them safely and
effectively.
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3.2 Control of Continuous Work Time Referred by Maximum Allowable
Exposure Duration with Mandatory Work-Rest Regimens

Construction work is labor-intensive and comprises heavy physical outdoor work. Con-
tinuous exposure to heat causes physiological disorders due to heat accumulation in the
human body. Maximum allowable exposure duration (Dlim) gives reference values to
determine the continuous exposure time of workers. According to ISO 7933, Dlim is
the combination of environmental and metabolic heat stress and clothing effect [16].
Limiting working hours during the summer is enabled as a regulation in several Middle
Eastern countries such as theUnitedArab Emirates [28] andQatar [29]. Based on a study
with rebar workers during the summer in Beijing, China, 14:00–15:00 h are identified
as the most hazardous and 07:00–09:00 as the least hazardous working hours [30].

3.3 Enabling Self-paced Working Through the Empowerment of Employees

Self-pacing: workers reducing their work pace to avoid accumulating excessive heat, is
suggested as an effective measure for heat stress management [32]. Thus, in the normal
course of work, workers have to deal with conflicts between espoused and enacted prior-
ities [17]. In the construction industry self-pacing for safety is constrained by influences
such as time pressure; financial incentives; peer pressure and self-perception of effec-
tiveness; awareness and knowledge of heat stress; individual and biological differences
[33].

4 Socio-technical Systems Perspective

A sociotechnical system is defined as “the synergistic combination of humans,machines,
environments, work activities and organizational structures and processes that comprise
a given enterprise” [31]. The construction project itself is a complex socio-technical
system where the worker performs multiple tasks using different tools and technologies
in a physical environment under organizational conditions. All these elements are inter-
related and difficult to distinguish from each other. Decision making in construction
projects is characterized by complex inter-organizational relationships, sub-clustering,
information dependencies, and considerable division of labor. Decisions related to health
and safety on construction sites cannot easily be traced to a single project participant act-
ing in isolation [32]. The socio-technical systems approach to risk management believes
accidents are caused not only by human errors or physical events but as a result of
organizational settings and the environment it operates in [33]. This proposes a holistic
approach to consider both social and technical influences on occupational safety within
a working system.

Physical tasks in construction demanddifferent skill levels, technology requirements,
and continuity requirements. For example, concreting is an intensive task that needs to
be conducted continuously until completion when the pouring is started. Whereas steel
bending is conducted freely, thus, it is highly disciplined teamwork [34]. Design of work
system to suit all tasks in a construction project, therefore, becomes complicated and
absurd. In that case, self-regulating work group (also referred to as self-managing or
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autonomous groups) is a promising alternative to traditional forms of work design. In
contrast to Scientific Management, socio-technical systems proposed to ease the job
control or autonomy to improve the work system based on semi-autonomous groups
[31]. These workgroups include a relatively whole task; workers’ freedom of choice
to decide the method of work and task schedules [35]. There are three contemporary
approaches to safe work system design and assessment consistent with sociotechnical
principles, namely, human-systems integration (HSI), macroeconomics, and safety cli-
mate [36]. Here, HSI is a framework, macroergonomics is a method, and safety climate
is the outcome of the process [37]. HIS considers workers as a critical element in a work-
ing system and adopts a human-centric approach in work system design to increase both
productivity and safety [38]. Maroergonomics is portrayed as a method that emphasizes
the critical impact of social and organizational factors on the design of safe and effec-
tive work systems, processes, and equipment. Work system deals with the scheduling
of work: work-rest schedules, hours of work and shift work; job design: the complexity
of tasks, skill and effort required, and degree of worker control; interpersonal aspects
of work: relationships with supervisors and co-workers; management style: participa-
tory management practices and teamwork; and organizational characteristics: climate,
culture, and communications [39].

In any work setting, workers are the experts in the practical sense. They are the
most suitable agents to analyze a problem and come up with a solution that serves both
productivity and safety goalswhichwill also be accepted by thosewho are affected. Thus,
workers need to be empowered with adequate knowledge, skills, tools, resources, and
encouragement [40]. Based on this assumption, participatory ergonomics is the active
participation of workers “in planning and controlling a significant amount of their work
activities” to boost productivity and reduce health and safety risks [41]. This approach
gives room for improvement of climatic heat-related safety practices in construction,
basically, self-regulating worker group approaches.

5 Conclusion

Workers play the central role in the conceptualization of socio-technical systems where
occupational health and safety is considered to be an emergent attribute. Empowering
self-regulating worker groups with participative ergonomics approach in health and
safety in work procedures is assumed tomanage the risk of heat stress in the construction
industry. Thus, this proposition needs to be analyzed through a practical application with
different worker groups who are exposed to different heat stresses, involve in varying
tasks in the construction industry.
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Abstract. The current development of AI technologies shows that in the future
it will be possible to help people with certain problems by analyzing data sets but
also to support them with more complex tasks. For example, AI has already been
implemented in some companies to take over routine tasks in the HR department
or to assist managers with administrative tasks so that they can focus on essential
tasks. Thus, this interview studywas designed to answer themain research question
of what attitudes people have toward AI as a manager. N = 32 subjects from
different industries participated in the interview (16 male and 16 female; mean
age 36.74, SD= 12.42), of which 14 had leadership responsibilities and 18 had no
employee responsibilities. It was found that tech-savvy individuals find it difficult
to envisionAI technologies in both work context and leadership. If it ever comes to
that, the subjects want a transparent application that supports them and gives them
space for interpersonal interactions with a human supervisor. Further research in
this area is needed.

Keywords: Artificial intelligence · Leadership · Expectations

1 Introduction

Due to the advancing development of digitalization, artificial intelligence (AI) is no
longer a future version. Through various methods, such as machine learning, it is now
already possible to work with a large amount of data. The goal of AI development is
to provide the best possible support for people in both professional and private context
(Buxmann and Schmidt 2018). This development has an impact on the organization,
employees and work processes (Work 4.0) and consequently on managers (Leadership
4.0) (Offensive Mittelstand 2018). The aim of this paper is to capture attitudes towards
AI as a leader by means of an interview study in order to preempt initial insights into
requirements of such AI as well as potential implementation problems.

2 Background

First, the terms artificial intelligence and leadership are defined before both research
areas are merged. The chapter concludes with the research questions of this study.
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2.1 Definition of Artificial Intelligence

The term AI is not new. The research discipline of AI was founded at the Dartmouth
Conference in NewHampshire in 1956 (Dartmouth College 1956). Since then, this tech-
nology has become a relevant application in academia as well as in private and work
contexts (Agrawal et al. 2018; Varian 2018). There is no universal definition for AI,
nor is there one for human intelligence. Thus, there are some approaches in research
for a unified understanding of this technology. For example, one approach is to distin-
guish between strong and weak AI (Buxmann and Schmid 2018; Mainzer 2016). Weak
AI refers to targeted algorithms for specific, delimited problems, such as data analy-
sis. Strong AI, in turn, refers to all approaches that attempt to map and mimic humans
or the processes in the brain (Pennachin and Goertzel 2007; Searle 1980). This defi-
nition is difficult for current research, because strong AI technologies do not yet exist
and such development must be awaited (Buxmann and Schmidt 2018). In addition to
approaches to defining AI, methods can contribute to a unified understanding of this
technology. Machine learning encompasses all methods that use learning processes to
identify relationships in existing data sets and make predictions based on them (Murphy
2012). Another method based on machine learning is deep learning. Here, artificial neu-
ral network approaches are used as a basis to capture more complex relationships and
solve problems (Buxmann and Schmid 2018; Krizhevsky et al. 2012). For this interview
study, the author did not limit this study to one method or understanding of AI.

2.2 Definition of Leadership

In science, many different theories, styles and models regarding leadership activities
have emerged since theGreatManTheory byWilliam James (1882) (compare Lippmann
et al. 2018). For this thesis, situational leadership according to Hersey and Blanchard
(1988) was chosen to create the interview. This theory assumes that the leader adapts
to the capabilities of the employees by taking one of the four roles: directing, training,
supporting, or delegating. This is how a task goal is to be successfully achieved. On the
one hand, this theory includes leadership styles that are picked up in transactional and
transformational leadership, but can be easily distinguished from each other based on
the time course of the situational model. Second, situational leadership is still a favored
leadership theory in management literature today (Berger 2018).

2.3 Artificial Intelligence and Leadership

According to a Gartner survey, 37% of the world’s companies have implemented AI in
any form, which represents a 270% increase over the last four years (Costello 2019).
Especially faster-growing companies want to make greater use of AI, particularly for
leadership tasks (Kiehne 2019). The time that human managers save, will be invested in
motivating and inspiring their employees, identifying newmarket opportunities, and set-
ting the right goals. Moreover, a Bain outlook predicts most teams will be self-managed
by 2027, making many traditional manager positions obsolete (Allen et al. 2017). The
authors add that instead of having a permanent superior, most employees will have some
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kind of career supporter or mentor, supporting a profound change in the perception of
leadership and leadership roles.

Some companies are already using AI technologies for certain management tasks.
Klick, a company from Canada, has automatized most of its management and adminis-
trative processes to such an extent that it does not rely on a human resources department
any longer (Moulds 2018). Yet, Klick’s associate Goldman affirms that the AI is not
managing but supporting. In another use case, the startup B12 builds websites with the
help of an AI called Orchestra (Kessler 2017). As soon as clients place an order, Orches-
tra coordinates the project’s whole workflow by generating chat groups, identifying both
available and suitable team members, and assigning the work accordingly in the right
order. Further, it creates a hierarchy of teammembers who can provide feedback for each
other. The human workers are relieved of coordination and regular management tasks;
thus, they can dedicate themselves to the technical side of the business. Other organiza-
tions use AI in the recruiting process which allows them to select the ideal candidate in
an objective, non-discriminatory fashion (dpa 2020).

It turns out thatmost integratedAI solutions are so supportive that they arewell suited
to perform routine tasks. Given the above predictions, we can expect the implementation
of even more far-reaching AI applications in leadership. What is notable about all of
these application examples is that the focus is mostly on the function of AI, with little
or no mention of the impact on the workforce or the path to implementation. Instead,
performance improvements and efficiency gains are mostly communicated. A first study
in the field was conducted by Fügener et al. (2019). They showed that the best end results
in delegation tasks are achieved when AI takes over the role of the delegator, because
humans assess themselves significantly better. Therefore, this interview study aims to
answer the research question, what are people’s attitudes towards an AI as a leader? In
addition, it will be answered whether other factors, such as affinity for technology or the
current position in the company, have an influence on this attitude.

3 Method

In order to be able to answer the research question, a semi-structured interview was
designed which basically consisted of three parts. The first part starts with welcoming
the participant, explaining the goal of the interview and give an overview of the various
AI definitions. For a better understanding of AI and its possibilities, practical examples
are given, such as X-ray analysis to support cancer diagnosis, chatbots and knowledge
butlers. Part one ends with questions about the following personal data: Age, gender,
job title, position in the company, industry of the company and current main tasks in
the company. The second part of the interview focuses on the interview partner. Thus,
technology affinity is first surveyed using the TA-EG questionnaire by Karrer et al.
(2009).After the affinity question, the subject is asked to list themain tasks of their leader.
This listing served as mental preparation for assessing potential leadership tasks that an
AI could take on. Subsequently, subjects were asked to read through five descriptions
of leaders and assign their leader to one of these descriptions. The five leaders present
the four leadership styles in situational leadership according to Hersey and Blanchard
(1988). The fifth leadership style as well as all the descriptions of the styles for the
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interviewees go back to the “Grid – Tableau” of Blake and Mouton (1968). Already
at that time, they related the behavior of a leader to the consideration of the person as
well as his or her performance and introduced a “normal” leadership behavior as an
amalgamation of the remaining four leadership styles (Baumgarten 1977). The second
part of the survey is concluded with the assessment of current job satisfaction using a
5-point Likert scale (1 = very satisfied to 5 = very dissatisfied). Thus, job satisfaction
can be contrasted with the prevailing leadership style and the attitude toward an AI
as a leader. The third and final part of the interview deals with AI as a leader. Here,
the following questions about expectations and attitudes are asked in an open response
format:

• Can you imagine an AI taking over tasks of a manager in the future or replacing a full
manager or can you imagine having an AI as a supervisor?

• Which of your executive’s tasks could an AI fully or partially take over?
• Which of your manage’s tasks should an AI definitely not take over as a manager?

For the first question, a 5-point Likert scale was first provided as a response format
as a classification, and then the opportunity was given to elaborate on the answers.
Since this interview study is a pilot study, no pre-existing measurement instruments
could be used. To conclude the third part as well as the entire interview, questions
are asked about the acceptance of AI as a leader. Introducing this topic, the open-
ended question is asked: What conditions must exist so that you accept AI as a leader?
Since existing acceptance questionnaires are limited to existing products or things and
there is currently no AI that takes on leadership tasks in the true sense, the Bochum
Inventory for Leadership Description (BIF) (Schardien 2013) was used as the basis for
the acceptance subscale. The BIF describes leadership with 13 scales, which in turn can
be grouped into relationship quality, organization, interaction behavior and appreciation,
and willingness to change. Thus, one question was formulated per scale, each of which
could be introduced with “I would like it if an AI with leadership tasks…” and answered
by means of a 5-point Likert scale (see Table 1).

The semi-structured interview was conducted from July 20 to August 18, 2020.
The online meeting tools Zoom and Skype had to be used due to Corona restrictions in
Germany. An interview lasted 25min on average. The sample consists of N= 32 subjects
(16 male and 16 female; mean age = 36.74, sd = 12.42), of which 14 had management
responsibility and 18 had no employee responsibility. In selecting the sample, care was
taken to ensure that many different industries were represented (e.g., wholesale, retail,
education, and aviation). The open-ended responses were analyzed using a Qualitative
ContentAnalysis according toMayring (2010). SPSSwasused for the statistical analysis.

4 Results

First, the results of the subscales, such as technology affinity and job satisfaction, are
presented. Then, the attitudes of the test persons regarding AI as a manager are pre-
sented and combined with the results of the subscales. The results section ends with
the responses in the acceptance section. The interpretation of all results follows in the
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discussion. Since all subjects completed the interview with the author in full, all results
are presented and to be interpreted with N = 32 subjects.

4.1 Results of the Subscales

Technology affinity was assessed using the TA-EG questionnaire by Karrer et al. (2009).
This questionnaire is composed of the scales enthusiasm (mean = 3.39; sd = .83),
positive attitude (mean = 3.87; sd = .49), negative attitude (mean = 2.75; sd = .73),
and competence (mean = 3.77; sd = .74). Based on the average scale means, it can be
stated that the sample tends to be more tech-savvy.

When assessing the leadership style using the five descriptions according to Blake
and Mouton (1968), 68% of the subjects indicated that their managers mainly live out
the participative leadership style. This is followed by the normal leadership style with
13%. The familial as well as the authoritarian leadership style were each selected by 6%.
One respondent indicated that the supervisor practiced a laissez-faire leadership style.

Job satisfaction was reported with a mean of 4.29 (sd = .90), which represents very
high job satisfaction.

4.2 Results of Attitudes Toward AI as a Leader

77% of respondents cannot imagine or can only partially imagine AI taking over lead-
ership tasks in the future, while 22% can. When asked what supervisor tasks AI could
support or completely take over, 54% said that supervisory and support activities would
be possible, 25% think of administrative activities, and 16% don’t recognize any possi-
bility or deny it completely. In contrast, 32% say that AI could theoretically take over
all the tasks of a manager (multiple answers possible). When asked which tasks AI
should definitely not take on as a manager, 78% stated interpersonal tasks. The respon-
dents understood this to mean interaction between supervisor and employee involving
empathy, negotiation and creativity. The remaining 22% could not give any information
on this or made it dependent on the technique. A t -test with an α = .05 revealed no
significant differences between the attitudes of those with and those without managerial
responsibilities. The male subjects (mean = 2.75, sd = 1.07, n = 16) are more likely
to imagine an AI as a leader than the female subjects (mean = 1.73, sd = .80, n = 16),
t(29) = -2.991, p = .006. The Cohen (1992) effect size is r = .49, corresponding to a
medium effect. Simple linear regression revealed no significant effect regarding age on
attitude (F(1, 29)= .089, p= .767). A calculation of group differences and correlations
in relation to the subscales job satisfaction as well as current leadership style could not
be calculated due to the small group size and the non-heterogeneous distribution of the
sample.

4.3 Results of Acceptance of AI as a Leader

When asked what requirements must be met for respondents to accept an AI as a leader
(multiple answers possible), 35% stated that such technology must be transparent and
comprehensible. For 26% of the respondents, it was also important to have a control
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authority or amonitoring level for anAI. 22%alsowanted an empathetic and sympathetic
AI. For a further 22%, it was also important for anAI to relieve theworkload ofmanagers
and support employees. For the 13 items based on the questionnaire BIF (Schardien
2013), which could be answered with a 5-point Likert scale, the mean is 3.97 (sd =
.65), which can be classified in a high range. Thus, all given leadership tasks of AI were
checked with “neutral” to “strongly agree” (see Table 1). A difference between male
subjects (mean = 3.93, sd = 8.3, n = 16) and female subjects (mean = 4.00, sd = .39,
n= 16) could not be found, t(29) = .284, p= .778. A simple linear regression revealed
no significant influence regarding age on the acceptance items (F(1, 29) = .078, p =
.782). A calculation of group differences and correlations in relation to the subscales job
satisfaction as well as current leadership style could not be calculated due to the small
group sizes and the non-heterogeneous distribution of the sample.

Table 1. Items based on BIF and its descriptive values. The 5-point Likert scale ranges from 1=
strongly disagree to 5 = strongly agree.

I would like to have an AI with leadership tasks… N Mean Sd Min Max

That would assist in the distribution of tasks 32 3.94 .89 1 5

That would take over coordination tasks 32 3.94 1.12 1 5

That would be responsible for time management in my
department

32 3.58 .96 1 5

That would be employed in my department 32 3.35 1.20 1 5

that would support me professionally 32 3.97 1.17 1 5

That would give me feedback 32 3.84 1.04 1 5

That would share information within the company 32 3.45 1.12 1 5

That would be kind and polite to me 32 3.97 1.25 1 5

That is fair or would make decisions transparent 32 4.35 1.02 1 5

That would be reliable 32 4.71 .78 1 5

That would be secretive about personal information 32 4.42 .96 1 5

That would trust me 32 3.87 1.41 1 5

That would respect me 32 4.16 1.19 1 5

5 Discussion

A semi-structured interview was conducted with N= 32 individuals who showed a high
affinity for technology and job satisfaction. The results show that most people (77%)
have difficulty imagining AI applications being able to take over leadership tasks in
the near future, and if so, then only partially and not completely. The other 23% can
well imagine AI as a leader. Regardless of what tasks such technology may or may
not be able to take over in the future, 78% of the interviewees agree that interpersonal
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tasks should not be taken over by any system. And in terms of digitization, the Corona
pandemic in particular shows that these tasks are more important than ever. The intervie-
wees understood interpersonal tasks to be, for example, employee or annual appraisals
in which personal performance is assessed, settling disputes, resolving conflicts, and
creative brainstorming. This desire is not surprising in terms of leadership research.
As early as 1955, leadership research focused on the skills that leaders should bring to
the table. These were initially divided into technical, conceptual as well as social skills
(Katz 1955). Until today, the skills have been repeatedly expanded and adapted (Mum-
ford et al. 2000; Stippler et al. 2014). Currently, charismatic leadership is discussed in
science, which is a part of transformational leadership (Bass 2008; Stippler et al. 2014;
Yukl 2013). Thus, the leader should be a role model for employees, act courageously
and decisively, lead sacrificially, convey enthusiasm, and act with integrity. Transfor-
mational leadership also focuses on individualized care of employees, their motivation,
and intellectual stimulation. These are all factors based on social skills or interpersonal
tasks/interactions/communication and, based on the interview results, are important to
both managers and employees.

In research, the topic of acceptance is mainly focused on the technology acceptance
model of Davis (1985), which has been further developed in recent years by Davis and
colleagues to TAM2 and TAM3 (Davis 1985; Venkatesh andDavis 2000; Venkatesh and
Bala 2008). These three models include, among others, the factors “perceived ease of
use” and “actual use,”which can only be tested on an existing product or prototype. Other
measurement tools, such as the Service User Technology Acceptability Questionnaire
(SUTAQ) by Hirani et al. (2016), have been developed for specific application areas,
such as telemedicine health applications for patients. With the approach presented in the
methodology section for testing acceptance regarding AI as a leader, a first proposal for
measurement has been made. Items were formulated for each of the thirteen subscales of
theBochum Inventory for LeadershipDescription (BIF) (Schardien, 2013) and presented
to the subjects using a 5-point Likert scale. The results do not represent valid statements,
but give the tendency that employees are open-minded for AI - applications that are used
supportively in the company, polite and reliable.

The interview study has some limitations. It must be pointed out that the semi-
structured interview consists of some self-generated and non-validated items. Especially
with regard to the acceptance towardsAI as a leader, the results should be interpretedwith
caution. In the future, a valid instrument for measuring acceptance of future products
or technologies would be desirable in order to address the needs of customers and/or
users before the actual development of these. In addition to that the author did not limit
this study to one method or understanding of AI. This may have an impact on how the
interview questions are answered.

6 Conclusion

This pilot study in the form of a semi-structured interview explores the question of
what attitudes people have towards AI as a leader. It has been shown that for tech-savvy
people, AI technologies are still very abstract and for many it is not conceivable that AI
will be able to take over leadership tasks in the future. If it should ever come to that, the
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test persons would like to have a transparent application that supports them and gives
them room for interpersonal interactions with a human superior. Further research should
be sought to ensure a smooth implementation of AI applications to relieve the burden
on supervisors, among other things.
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Abstract. The purpose of this study was to help companies to design a better
management trainee program using macroergonomics-based approach. The study
used observation and focus group discussion to gather data and assess themanage-
ment trainee program of a company in the utilities industry in order to propose a
new job design for management trainees that might boost employee retention and
satisfaction among the program graduates even after program graduation. Through
qualitative data gathering, this study identified which factors play an important
role in keeping management trainees engaged and motivated. With a successful
management trainee program, companies might be able to attract high-caliber
graduates and train them into becoming future leaders in a more effective and
efficient way. The study found that in order to improve the management trainee
program, the company should focus on training for individual holistic develop-
ment, job rotation within the critical functions, mentorship and feedback for con-
tinuous improvement, ownership and responsibility, performance evaluation, job
enrichment, and job enlargement.

Keywords: Macroergonomics ·Management trainee program · Graduate trainee
program · Training

1 Introduction

The new generation of job seekers, particularly, recent graduates, are found to have
higher demands and expect more from employers and the job, thus, they tend to hop
from one job to another when their needs are not met (as cited in Timisjärvi 2009).
With this, companies have been trying to come up with ways to attract the selective
talented jobseekers. Management trainee programs, also known as graduate trainee or
future leaders’ programs, have been a popular choice for employment among fresh
graduates as a starting point for their career. This is because most management trainee
programs, or graduate trainee programs provide the notion of accelerated career growth
and abundant learning opportunities. These management trainee programs usually entail
rotation among many job functions to train individuals in the different key areas of the
business, so that in the future, when a need arises, the individual can fill the specific role
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by being equipped with the necessary skills and knowledge, as well as a certain level of
loyalty and motivation (as cited in Wapakala 2016).

As a response to the increase in demands and expectations from jobseekers, com-
panies create and offer competitive management trainee programs in order to pique the
interest of top-notch young jobseekers and increase the retention rate among the talents
by keeping them engaged and excited about their role. Training programs are one of
the most critical and strategic techniques to get talented employees to enter and stay
in the organization (Karasar and Öztürk 2014). In turn, companies would be able to
ensure continuity when it comes to human resources. Furthermore, management trainee
programs are considered as a long-term technique of preparing high-potential graduates
by honing their leadership skills (Gama and Edoun 2020).

Macroergonomics can be applied in this research as it is the branch of ergonomics that
is a large system approach emphasizing integration and organizational design (Kleiner
2006). Designing a better management trainee program would be beneficial for both the
company and the recent graduates, and a well-designed program can increase retention
rate among program graduates. As discussed by Demerouti (2014), modifying and tai-
loring of tasks and interactions according to what is beneficial for both the company and
the employees are part of designing a job, which is a dynamic way of sustaining the level
of engagement and motivation of employees. Moreover, since this study aims to find a
better design for amanagement trainee program,macroergonomics is applicable because
it can be used in studying various research areas such as both physical and cognitive
ergonomics, organizational psychology, sociotechnical systems, social psychology, and
system engineering (Murphy et al. 2014).

The purpose of this study was to help companies to design a better management
trainee program. With a successful management trainee program, companies might be
able to attract high-caliber graduates and train them into becoming future leaders in a
more effective and efficient way. Through qualitative data gathering, this study aims
to collect information from management trainee program graduates and identify which
factors play an important role in keeping them engaged and motivated to stay in the
program and in the company even after graduating from the program.

2 Methodology

Mixed methods research was conducted in this study. This research utilized observation
and focus group discussion in order to propose a new job design formanagement trainees
that might boost employee retention and satisfaction among the program graduates.

Hall (2010) conducted a similar study on graduate trainees to assess job rotation as
a learning tool. The said study used a survey on 14 participants and a semi-structured
group interview wherein both current and former graduate trainees were involved. Since
there has only been one batch of management trainees with 10 trainees in the company
that was studied for this research, using a survey is not suitable. Following Hall’s (2010)
research, the researcher opted to conduct a focus group discussion.

As a graduate of a management trainee program, the researcher studied observations
on the job design of the 12-month management trainee. In addition, a focus group
discussion was conducted to gain more insights from other program attendees about
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the current job design of the management trainee program and understand what factors
could be modified to increase retention rate and satisfaction among program graduates.

The focus group discussion consisted of seven (7) participants aged 23 to 25 years
old. All participants were part of the batch 2018 Apprenticeship Program for Excellence
(APEx), a management trainee program for high potential fresh graduates, launched in
November 2018. Five out of the seven participants are still with the company, while two
are no longer with the company. Overall, the discussion was semi-structured, containing
open-ended questions, and follow-up questions were asked. The focus group discussion
lasted for 1 h and 54 min.

3 Results

Figure 1 shows the framework of the management trainee program as the researcher
observed when she was part of the program. The 12-month program entails two major
parts: 1) classroom training and workshops, and 2) job rotation. For the first part, the
classroom training sessions only included lectures about the company’s history, its prod-
ucts and services, and its organizational structure.As for the job rotation, themanagement
trainee was only rotated within the same department. This means that he/she just focused
on the sub-functions of one department. Additionally, monthly groupmentoring sessions
were also held throughout the duration of the program wherein one mentor gathered all
management trainees in one batch then assessed their performance. After 12 months into
the program, the management trainees graduated. After graduation from the program,
the trainees were assigned to a permanent position which were within the same level
that they entered the organization. The selection of the permanent position was solely
based on the mentor’s discretion.

Fig. 1. Current management trainee program

During the focus group discussion, all participants expressed similar thoughts on the
topic. The primary factors that made them accept the program offer were the promise of
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accelerated career growth, training opportunities, rotation among the different functions
of the company, and mentoring and coaching during the entire program. However, 6 out
of 7 participants initially wanted to quit the 12-month program before it ended because
of the following reasons: 1) The job rotations were only within one department, which
they found unengaging and boring; 2) the classroom sessions only focused everything
about the company, while no new skills were being developed; and 3) there was not
enough feedback from the mentors regarding the trainees’ performance. Generally, the
level of engagement was low because of the reasons stated.

Figure 2 shows the modified program which incorporated the factors that could
be modified or added to the program that could increase retention rate, as shared by
the participants. Knowledge and skills training should involve sessions that will hone
leadership and management skills, finance acumen, decision making skills, negotiation
and communication skills, and planning and execution skills.Meanwhile, the job rotation
should have rotations to other departments and job functions within the company so that
the trainees would have a holistic view on the company’s operations, instead of just
learning about one function.

Fig. 2. Proposed management trainee program

Moreover, there should be a culminating activity by the end of the program such
as a major project assigned to the trainee and a revalida exam that includes everything
they have learned in order to gauge what function suits them best to avoid job mismatch.
These culminating activities would create a sense of fulfillment among the program
graduates and the permanent position assignment would be data driven.

In addition, the participants highlighted the importance of getting feedback from
their mentor to enable them to strive for continual improvement. Knowing what they are
good at and what to improve on motivates them to work harder. Also, the participants
prefer to have individual mentoring and coaching sessions compared to having group
mentoring sessions. This is because they were not able to fully express their concerns
during those sessions.
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All participants finished the 12-month program, but two of them left the company
after graduating from the programbecause theywere offered a permanent positionwithin
the same level that they entered the organization. The remaining five who are still with
the company also expressed their desire to leave the company if they come across an
opportunity with another company. All participants expressed that after graduating from
the program, there should be job enrichment and enlargement if they meet the required
criteria. Going back to the same job level and function after the program did not motivate
them to excel in their permanent positions since job enlargement and enrichment were
promised during the offer.

From this, the researchers deduce that the current program lacks opportunities for
professional development and opportunities for continuous improvement. The current
program would meet these needs by providing the trainees with adequate training for
individual holistic development, job rotation within the critical functions, mentorship
and feedback for continuous improvement, experience in leading projects, performance
evaluation.

4 Discussion

As seen in the results, the current setup of the management trainee program that was
studied is not effective when it comes to keeping the trainees engaged. Six out of seven
participants (85.7%) expressed their desire to initially quit the 12-month program before
it ended because the job rotations were only within one department, the training courses
only focused on lectures about the company, and the trainees did not get enough feed-
back from the mentors regarding their performance. Moreover, the participants were not
motivated to excel in their role also because they did not have a sense of ownership and
responsibility towards the end of the program.

Meanwhile, the management trainee program was not able to meet its objective
of honing future leaders for the critical functions of the company. Although all seven
participants finished the program, after graduation, two participants (28.6%) already left
the company. Meanwhile, all five remaining participants expressed that they would also
quit if they obtain an opportunity with another company. On top of the reasons stated
earlier, the participants wanted to leave the company because there was no evaluation
for possible job enrichment and job enlargement after graduating from the program,
which was promised during the job offer. Instead, the participants were assigned to a
permanent position in the same level that they came in. To aggravate the situation, five
out of seven participants (71.4%) expressed discontent with their permanent assignment
because they feel like their skills do not match the position.

The gaps are seen throughout the duration of the program, as well as in what hap-
pens upon its completion. Training and development opportunities were not adequate
during the program, while job enlargement and job enrichment were not available after
the program. Furthermore, the researchers found that the participants’ disappointment
toward the program could have stemmed from the high expectations that were set during
the job offer, prior to the start of the program.

In conclusion, to improve the management trainee program, the company should
focus on the following:
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1. Training for individual holistic development
2. Job rotation within the critical functions
3. Mentorship and feedback for continuous improvement
4. Project ownership and responsibility
5. Performance evaluation
6. Job enrichment and job enlargement upon program graduation

Similarly and Ozkeser (2019) found that training activities should be given impor-
tance because it increases loyalty and contribution. Ozkeser (2019) further states that
training sessions should be for the individual development of the employee and not just
for job-specific topics. Nawaz et al. (2014) also found that human resource practices like
training and empowerment have a positive and supportive relationship with employee
engagement. Meanwhile, Hall (2010) found that job rotation promotes the learning and
motivation of employees. With regard to performance evaluation, Sanyal and Biswas
(2014) found that performance appraisal has a positive effect on employee motivation.
They also discussed that during performance appraisal, it is important to highlight self-
development and empowerment instead of just measuring their performance levels in
order to keep employees committed and engaged. Furthermore, Saleem et al. (2012)
substantiates that job enlargement and job enrichment has a direct impact on employee
satisfaction.

This research is limited to only one company in the utilities industry and only one
12-month management trainee program was studied. To improve this research, future
researchers could gather more participants from various companies or industries and use
a mixture of quantitative and qualitative research methods. By getting more participants
for the study, using a survey will be suitable unlike in this study wherein there were only
seven participants. Statistical analyses could also be used to obtain more compelling
data- driven results and to avoid bias. Furthermore, researchers could also study a wider
scope within macroergonomics, for example, by incorporating the technology and tools
that the trainees use.
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Abstract. This work introduces a system dynamics-based model for designing
feedback mechanisms related to the physical and mental workload in Human-
Robot Collaboration (HRC) systems. As a dynamic and non-linear system, HRC
workplaces challenges ergonomic operations in the medium and long terms, and it
is crucial to understand thewhole system in order to increase reliability in decision-
making about ergonomic interventions. The aim of this paper is to define which
variables are to be considered and how they interact to predict the behavior of
the HRC system over time. The method applied in the work follows four phases:
literature review to systematic search for case studies and theoretical literature
embracing the objectives of this work; summary of factors in HRC systems and
their relationships obtained through the review of previous studies; definition of
variables for the model gathered in a way they became the variables to be mod-
eled; design of the Causal Loop Diagram (CLD) as a qualitative model developed
from the variables, which formalizes and delimits the context to be analyzed. This
paper proposes the conceptual definition by considering both physical and mental
overload as cause of Work-related Musculoskeletal Disorders (WMSD) and influ-
ence on productivity. The work shows both subsystems, how they are connected,
and reinforce the importance of looking at ergonomic problems with a systemic
approach. Modeling the whole system is key to solve ergonomic problems in
industry. The qualitative model CLD provided through the literature review is
useful in understanding HRC systems.

Keywords: Human-Robot collaboration · System dynamics · Ergonomics

1 Introduction

The development of Human-Robot Collaboration (HRC) workstations is already a need
for the industry. Despite their rise in popularity, integrating a collaborative robot into a
work process poses many challenges and variables. Production time, quality, efficiency,
andminimization of safety risks are often used as criteria for assessing the performance of
HRC.Recentworks have also considered ergonomic consequences of task allocation and
schedule in order to maximize global reward while minimizing cost, i.e. by considering
both production time and physical stress when generating human-robot task plans [1].
However, prior research on HRC workstations does not offer a flexible and operational
solution for quantifying the variables involved or exploring their tradeoffs and behavior
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along a time horizon. As a dynamic and non-linear system, HRC workplaces challenges
ergonomic operations in the medium and long terms resulting in difficulties to predict
their future behavior [2], particularly when involving ergonomics [3]. Therefore, the aim
of this paper is to define which variables are to be considered and how they interact to
predict the behavior of the HRC system over time.

2 Theoretical Background

2.1 HRC Workstation

An effective collaboration between human and robot means a combination of their skills:
precision, speed and fatigue free operationof the robotwith cognitive of the human.There
are different Levels of Collaboration (LoC) between the worker and the robot depending
on the technology available and what is needed for completing the task. As presented
in Fig. 1, these levels are: Level 0 (cell), Level 1 (coexistence), Level 2 (synchronized),
Level 3 (cooperation), and Level 4 (collaboration).

Fig. 1. Levels of collaboration in HRC systems. Source: [4].

2.2 System Thinking in HRC

A human-machine system exists in an environment within boundaries. It is character-
ized by its structure, and elements that interact to achieve the goals of a system [5].
For a successful implementation of a HRC system, ergonomics need to be considered
[6], with the three dimensions of ergonomics - physical, cognitive and organizational
[7]. By not considering ergonomics, the HRC system may present undesired effects,
such as fatigue, monotony, and performance decrements [8]. Regarding the risk fac-
tors to develop WMSD, [9] states that they can be physical, biomechanical, individual,
organizational, psychosocial, and they often work in combination.

3 Method

The method applied in this work follows four phases as represented in Fig. 2.
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Fig. 2. Method used in the development of this work.

Phase 1 (Literature review) - a review following the Systematic Search Flowmethod
[10] has been established as a research plan for three systematic searches embracing
the objectives of this work. The databases were search on August 27, 2020 with the
following queries: (“ergonomic*” OR “human factor*”) AND (“dynamic*system*” OR
“system*dynamic*”); (“ergonomic*” OR “human factor*”) AND (“human*robot” OR
HRC); (“dynamic*system*”OR“system*dynamic*”)AND(“human*robot”ORHRC).
The process is shown in Table 1.

Table 1. Articles in the portfolio.

Database Number of articles

Scopus 354

Web of knowledge 199

Total 553

After excluding duplicates 420

After excluding out of scope articles 16

Phase 2 (Factors in HRC systems) - The contributing factors and their relationships
were summarized in the column labeled “comments” in Table 2.

Phase 3 (Variables definition for the model) - The factors gathered were grouped in
a way they became the variables to be modeled. Some factors are presented in more than
one ergonomic domain, which means they influence the system in different ways.

Phase 4 (CLD design) - The construction of the qualitative model was developed
from the variables found in Phase 3. The conceptual model CLD formalizes and delimits
the context to be analyzed. This diagram outlines the relationships among variables of
the system using a system of lines and arrows, where the arrows indicate the direction
of causality.

4 Results

4.1 Ergonomic Factors in HRC

Table 2, Table 3 and Table 4 show the results of the analysis for the surveyed literature
regarding ergonomics factors that influences HRC. Although different terms have been
used to label factors to consider inHRC system, for themodel of thiswork they have been
grouped into a representative variable. In the comments’ column, the words in italics
inside parentheses are the different expressions found in the literature for a given factor.
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Table 2. List of physical variables.

Physical

Workplace
environment

[11–15] Physical characteristics of the
workplace that impose itself over
the worker (light, temperature,
noise, vibration) or physical
characteristics of the workplace that
impose to the worker the way to
behave (layout, working postures)

Repetitive
movements

[3, 12, 15–19] Physical overload caused by
repetition (stereotyped movements,
fatigue)

Work-related musculoskeletal
disorder - WMSD

[3, 15–17, 19] WMSD caused by physical and
mental overload (biomechanical
stress, illness)

Cycle time [3, 19] Time between the beginning and the
end of a process (cycle time) or the
speed a process has to occur
depending on the demand (takt time)

Recovering time [3, 19] Time to rest and to reduce physical
overload and is related to the shift
length. Recently considered in
models as a way to reduce
physiological factors

Individual
characteristics

[11, 14, 15, 17, 19] Physical characteristics of an
individual (anthropometric
measurements, height, weight, sex,
age) or measures over the effort
when working (magnitude of the
load, contact forces, body segments
position)

Level of collaboration (LoC) [11, 15, 17, 20] Effects of the robot collaboration on
physical workload (level of
collaboration, predictability, and
interface).

*Health and safety climate,
circadian rhythm

[14–16] Very peculiar characteristic of the
worker that can vary a lot and are
difficult to measure, but were
considered to influence a
socio-technical system
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Although different terms were used, they were grouped into a single term represented by
the first column. The criteria for inclusion in the CLD was decided by the authors as the
model has to be as simple as possible, and some variables brings too much uncertainty
to be simulated afterwards.

Table 3. List of cognitive variables.

Cognitive

Workplace
environment

[11, 14, 15, 17, 20, 21] Mental characteristics of the workplace
that impose itself over the worker (layout,
field of view) or environmental factors
(noise, illumination, temperature)

Performance pressure [11, 12, 15, 16, 21, 22] Cognitive factors related to performance
pressure (strain, stress, fatigue)

Task complexity [14, 17] Cognition or mental complexity of the
task that result in mental workload.

Training [11, 14–16] Importance of training in the resulting
mental workload (knowledge, skill,
competence, awareness, safety climate,
experience, expertise)

Individual characteristics [14, 15, 22] Mental characteristics of an individual
(self -confidence, personality, attentional
capacity, and attitude) in the presence of a
robot (comfort towards robots)

Trust in the
robot

[6, 23] Mental impact of the robot on the
individual (reliability, safe co-operation,
motion speed, predictability, exterior
design, appearance)

*Self-
recompensing

[11, 14, 16] Mental comfort for fulfilling the work
(motivation, satisfaction, feeling of
competence)

*Self-
punishment

[11, 15] Mental discomfort for not fulfilling the
work (human error)

*Absenteeism [21] Mental workload for doing work of an
absent worker
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Table 4. List of cognitive variables.

Organizational

Workplace
environment

[11, 14, 15, 17, 20, 21] Organizational characteristics of
the workplace (layout, risk level,
field of view) and environment
factors (noise, illumination,
temperature) that impose itself
over the system

*Participatory implementation [6, 15, 21, 24] Ergonomic interventions are
more efficient when workers take
part in decisions and ideas
(participatory in designing and
implementing changes in the
workplace)

*Top management support [6, 15, 16, 24] Efficacy of a manager
(communication, supervisor’s
effectiveness)

*Design of
working times

[3, 14–16, 19, 21] To plan the overall production
(shift length, working hours,
cycle time, takt time, recovering)

*Empowerment of the workforce [6, 12, 16, 25] To keep worker in a position to
make decisions, especially in the
presence of a robot (worker’s
control over work)

*Team work [15, 16, 21] Friendly team (team work,
co-worker’s support)

*Procedures [11, 15] Organizational importance of
procedures (safe methods,
procedures)

Task
complexity

[12, 15] Organizational impact of the task
complexity (task complexity,
difficulty, multi-tasking
requirement)

Recovering time [12, 14] Organizational caution over
worker’s recovering (recovery,
break)

Absenteeism [3, 19] Organizational problems caused
by absence (absenteeism)

Training [3, 6] Organizational gains by
knowledge of the workforce
(training workforce, task
knowledge)

* Factors that are not considered in the model due to irrelevance in the present study.
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4.2 Design of the Causal Loop Diagram

To facilitate the understanding of the CLD, it was divided in two subsystems: physical
workload and mental workload. These cycles are respectively identified by the green
and red boundaries in Fig. 3, which are individually discussed in Sect. 5.

Fig. 3. Causal loop diagram in a HRC system.

5 Discussion

In order to discuss the dynamic of this HRC system, it is divided in Subsystem Physi-
cal Workload and Subsystem Mental Workload. When teaming a human with a robot,
workers’ physical variables to be taken into account and used to inform the robot are
anthropometricmeasures, postures, and ranges [12, 14, 15, 26], while cognitive variables
are attention capacity, reliability, personality traits, and attitude towards robots [14, 15,
22]. Therefore, this work reinforce the importance of looking at ergonomic problems
with a systemic approach. Both physical and mental workloads are to be considered in
a HRC system.

5.1 Subsystem Physical Workload

Physical overload results in fatigue and WMSD, leading to sick leaves and impacting
production [3, 12, 15–19]. In this subsystem the physical workload is indirectly affected
by the productivity through repetitive movements, as well as by the cycle time taken
into account the recovering time. This is less obvious, but still very intuitive, and also
confirmed by literature.WMSD evolve to sick leaves and ultimately affects productivity,
which affects physical overload. LoC influences the cycle time, which very much impact
productivity and, finally, affects physical overload.
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5.2 Subsystem Mental Workload

Mentalworkload is a response that depends onphysiologically activemechanisms,where
theworker output can be expressed in physiological feedbacks [27, 28]. In this subsystem
mental workload is directly influenced by workplace environment and task complexity.
It is also indirectly affected by productivity as it increases performance pressure. When
mental workload exceeds workers’ mental limits it is called mental overload, which is
in a cycle that increases performance pressure, as it burns psycho-physiological activity.
WMSD is a direct consequence of mental overload. As already discussed, sick leaves
affects productivity, but also task knowledge, which increases task complexity.

6 Conclusion and Future Work

This paper proposes a model to enable the design of HRC workstation considering it as
a complex system and providing insights using a qualitative model. Modeling the whole
system where ergonomics are involved is key to solve ergonomic problems in industry.
The represented HRC system includes the three main aspects of ergonomics: physical,
mental, and organizational. This qualitative model is useful for computer simulations
regarding workstations with HRC. As future work, it is planned to develop the follow-
ing phases of the system dynamic analysis, namely, the structural description and the
quantification and prospection.
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Abstract. New technologies that enhance our understanding of shoe-floor
mechanics have opened opportunities to address slip and fall accidents. Footwear
has been identified as one critical factor capable of reducing an individual’s risk.
Thus, this moment is ripe for reducing the burden of slips, trips, and fall events.
New technology can be broadly categorized into: 1) new modeling methods for
predicting footwear friction performance; 2) new experimental methods for char-
acterizing friction mechanics; and 3) new human-centred methods for characteriz-
ing interactions between the footwear and the user. These emerging technologies
have the potential to elevate friction and traction performance of footwear and
enhance the information available to ergonomics professionals to match appro-
priate footwear to applications. However, the deployment of these technologies
is only beginning to guide footwear design and consumer behaviors. Thus, the
footwear manufacturers’ perspective in implementing new technology will also
be presented. In this workshop, we will A) present information regarding emerg-
ing technologies in addition to their benefits and limitations; and B) survey the
audience, disaggregated by industry sector, to obtain new data on the potential for
these technologies to be accepted and implemented by professionals.

Keywords: Slip, trip and fall · Slip-resistant · Traction · Footwear · New
technology

1 Introduction

Footwear is known to be a powerful tool to improve safety during ambulation. Slip-
resistant footwear is associatedwith a reduction of 50–67%of slips in slipperyworkplace
environments [1, 2]. The founding of the Vibram company was inspired by a moun-
taineering accident which lead to the loss of lives in 1935 [3]. Furthermore, footwear
friction has an influence on performance (an effect sometimes referred to as “traction”),
especially when performing activities that involve rapid acceleration, direction changes,
or highly sloped surfaces [4–6]. Slip and fall accidents persist as one of the leading
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causes of public health and occupational hazards [7–11]. While the causal factors of
falls vary across population, occupation, and initiating event; footwear is a critical tool
in limiting injuries especially for falls caused by slips.

The friction performance of footwear is closely linked to the shoe’s outsole design
and the materials used. The friction performance of footwear is commonly measured
by robotic devices or human-centred approaches [12, 13]. Robotic devices commonly
measure the ground reaction forces during forced sliding. The ratio of friction to normal
forces is the available coefficient of friction (COF). Measuring the slip outcome of indi-
viduals while ambulating on an inclined surface is a common human-centred approach
to measuring friction performance [14, 15]. In these tests, the maximum angle that the
individual can ambulate without a slip becomes the performance metric. COF has been
shown to be a valid metric for predicting slip outcome [6, 12, 16].

Many shoe outsole parameters have been found to influence friction performance,
in broad categories of: geometry of the drainage channels, geometry of the contact
region, shoe surface topography, andmaterial properties. The presence of tread channels,
their dimensions, and the distribution of channels across the surface (i.e., the space
separating them) influence the shoe’s friction performance, especially in the presence
of high viscosity fluids [17–21]. Several geometric tread features have been shown to
influence friction performance, including the overall contact area, the shape of the heel,
the height of the tread, and tread dimensions [17, 22–26]. Some studies have indicated
that sole roughness influences friction performance in the presence of liquids, while
others have not found such a trend [22, 23, 27]. In the presence of ice, sole roughness
has been associated with improved friction [28–30]. Lastly, thematerial has an important
role in friction. Material properties can influence the deformability of the surface, which
can change the contact region and subsequently alter friction performance [22, 31]. Shoe
materials also vary by their chemical composition, which influences their interaction
with fluids (e.g., hydrophobicity) and with walking surfaces (e.g., adhesion formed
between dry surfaces) [32–35]. Some materials with embedded abrasive particles or
fibers have been shown to be effective at generating plowing friction on ice surfaces
[36–38]. Therefore, many design features can influence friction across different use
conditions.

Barriers exist for implementing modern technologies for improving the friction per-
formance of footwear. One challenge is the complex nature of shoe-floor friction. Specif-
ically, multiple mechanisms are relevant to friction performance, which can lead to non-
linear responses to design changes. For example, increasing the height of tread channels
can be beneficial or detrimental depending on the operating conditions [18, 24, 39]. Thus,
the effects of design changes are context dependent. This challenge is especially relevant
because footwear is often expected to operate in multiple operating conditions (dry, wet,
muddy, snowy). Design choices that optimize its performance in one set of conditions
may not translate well to other use conditions. Lastly, footwear is an extension of the
human user. Thus, human factors of footwear must be considered. This might include
the interdependency of human biomechanics and footwear friction. To understand this
interdependency, testing methods have been developed to assess footwear paired with
the human in simulated laboratory conditions or outside the lab “in the wild”. Emerging
methods may address these barriers by: 1) providing tools that identify the causal factors
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of low footwear friction; and 2) assess footwear across a range of operating conditions
using human participants.

The purpose of this chapter is to outline these emergent technologies, which will be
presented in a special workshop session, The Future of Footwear Friction, at the 2021
International Ergonomics Association Triennial Congress. This work will be presented
in 5 sections: 1) finite element analysis as a design tool for shoe tread; 2) use of fluid
pressure sensors for assessing tread drainage; 3) use of human-centred testing with in-
shoe force measurement for assessing friction requirements across the outsole; 4) using
human-centred methods to assess footwear across a range of walking surfaces; and 5)
using human-centred methods to determine footwear friction performance on different
wintery surfaces with different user groups.

2 Modeling Mechanics of Footwear Friction: Finite Element
Analysis of Shoe-Floor Friction

2.1 Motivation and Theoretical Foundation

Shoe-floor friction in the presence of a fluid contaminant is highly dependent on a type
of friction known as hysteresis [40, 41]. Hysteresis friction is caused by energy loss in
the outsole material as it slides against a rough floor surface [42, 43]. In particular, the
periodicity of rough surfaces causes the sliding shoe material to experience load cycling
and energy is lost in each of these cycles. The mechanical basis for this phenomenon
makes it well positioned to be simulated by finite element analysis. Another strategy
to improve friction is removing or displacing boundary lubricants (molecules of fluid
that coat the floor surface). High contact pressures can remove these lubricants and
enable better contact between the tread and the walking surface. These tread features are
commonly referred to as “wipers” in shoe design and their effectiveness is dependent
on the generated pressures.

The footwear design process makes it well positioned to benefit from FEA model-
ing. First, 3D models, a key input for FEA modeling, of footwear are typically devel-
oped early in the design process. Second, footwear prototyping can be expensive and
time-consuming. Given the narrow margins and tight timelines, finite element analysis
provides the opportunity for identifying and correcting design flaws early in the process.
Lastly, finite element analysis can further be utilized to optimize friction performance
for shoes where friction performance is a critical priority.

2.2 Technology

Finite element analysis simulates the shoe’s mechanical response to the loads from
stepping [25, 44]. The response can include material deformation, stresses within the
material, contact pressures, and friction due to hysteresis. The loading conditions can
be defined to simulate the under-shoe conditions during walking or slipping. Multiscale
models have been developedwhere: a) themicroscopicmodel simulates the shoematerial
interacting with rough flooring to predict COF as a function of contact pressure [45];
and b) the macroscopic, whole-shoe, model combines information from the microscopic
model and contact pressures determined from the whole-shoe model to map coefficient
of friction across the shoe surface (Fig. 1) [44].
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Fig. 1. Example of the multiscale model where microscopic model simulates the sliding of rough
surfaces and a whole-shoe (macroscopic models) maps the results of the microscopic model to
the shoe.

2.3 Prior Applications and Potential for Future Footwear

These models have been validated against experimental shoe-floor COF to determine
the impact of tread design features on COF [44]. Multiscale models have determined
that reduced contact pressure can enhance friction performance. Tread features that
reduced these contact pressures include removing texturing and beveling the heel [44,
46]. Furthermore, models can generate heat maps of friction, which can be used to
identify tread regions in need of a redesign (e.g., lowering tread heights). Interestingly,
models on the wiper region interpret that higher pressures are beneficial for friction.
Smaller tread blocks were found to produce higher wiper pressures [25].

For shoes that perform multiple prototyping iterations, FEA may offer opportunities
to reduce design costs and enhance the quality of information that is received. FEA
simulations can be completed in 0.5–3 weeks, provide an estimate for the overall shoe
performance, and provide heat maps of the regions of the shoe contributing to friction,
and give information about the efficacy ofwiper designs. Thus, these simulations provide
richer information beyond just an overall COF value. Lastly, these models enable the
independent variation of tread geometry and material properties, which could enable
footwear to be optimized across multiple design parameters.

3 Experimental Mechanics of Footwear Friction: Under-Shoe
Fluid Pressures During Shoe Sliding

3.1 Motivation and Theoretical Foundation

To achieve adequate shoe-floor-liquid friction performance, it has long been presumed
that shoe tread needs to enable drainage [47, 48]. Failure to adequately drain the fluid
enhances its lubricity and reduces friction performance [49, 50]. A combination of the
squeeze-film effect (i.e., the fluids resistance to being drained) and the wedge effect (i.e.,
dynamic effects of the fluid flowing through the narrow heel region during shoe sliding)
can contribute to these lubricating effects. Indicators that lubricating effects are present
include increased fluid pressures (indicating that the fluid is supporting the shoe instead
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of shoe-floor contact), which is accompanied by increased film thickness separating the
surfaces (i.e., indicating that the shoe and floor surfaces have separated) [51]. Thus,
measurement of fluid pressures can reveal whether a failure to drain fluid is causing
reduced friction performance in the shoe.

3.2 Technology

Fluid pressure sensors embedded in the floor surface (Fig. 2) have been developed to
detect the presence of fluid pressures during friction measurement tests [18, 19, 52, 53]
and human slipping [54, 55]. Prior to its use with footwear, these methods had been used
to measure fluid pressures in other engineering contexts, such as chemical mechanical
polishing [56]. Using multiple sensors, multiple trials, or multiple data points within a
trial, fluid pressures can be mapped across the whole shoe surface [53]. This mapping
method provides detailed information regarding the outsole locations associated with
the greatest fluid pressure. This mapping also enables fluid pressures to be integrated
over the area to calculate the net fluid force, which provides an overall assessment of
the shoe’s drainage capacity.

Fig. 2. Shoe sliding across wet floor instrumented with a fluid pressure sensor (left). Fluid pres-
sures are higher (red shading) for large tread lugs (center) and worn shoes than for shoes with
smaller tread lugs (light blue shading, right).

3.3 Prior Applications and Potential for Future Footwear

Fluid pressure technology has been used to assess the impact of tread design and wear
on the shoe’s drainage capacity. Fluid pressures were determined to be most relevant in
the presence of high viscosity fluids (biofluids, oils, etc.) and across a range of flooring
[53, 57]. Previous research has indicated that non-slip-resistant shoes have greater fluid
pressures than their slip-resistant counterparts,which is explained by larger tread features
[55]. Other research confirms that fluid pressures can be high for new shoes when these
shoes have large tread features [58] (Fig. 1). This technology has demonstrated that the
drainage capacity of shoes is substantially inhibited as they become worn and that this
increase in fluid pressures is associated with reduced friction and increased slip risk [19,
54, 55].

This new technology has the opportunity to improve future footwear through three
pathways: 1) findings from research involving this technology can be used to develop
design guidelines; 2) this technology offers the opportunity to diagnose the cause of
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low friction in poorly performing footwear; and 3) future developments using this tech-
nology could guide durable footwear that has friction performance that is more robust
to wear. Existing research suggests that smaller tread features, especially those with
dimensions below 15 mm, are likely to reduce the presence of fluid pressures [58, 59].
This information could be used by designers to limit the size of tread elements. In cases
where shoes are not meeting the desired level of wet friction, this technology can be
used to determine if drainage is the reason for that poor performance and to identify the
tread location in need of a redesign.

4 Localized 3 Degree of Freedom (DOF) Force Measurement
for Tread-Level Force Distribution and Its Application

Ground reaction forces (GRFs) during walking are typically measured using a force
plate. However, GRFs are caused due to the local 3 degree of freedom (3DOF) forces
that are acting in the entire contact area between the shoe sole and force plate. Thus,
obtaining distributions of local 3DOF forces in the entire contact area between the shoe
and floor with a force plate is difficult. Recently, the sensor shoes with miniature triaxial
force sensors have been developed to measure the local 3DOF force distribution for each
individual tread [60–63].

Moriyasu et al. [60, 61] developed a shoe that was mounted with miniature triaxial
force sensors on the shoe outsole. They measured 3DOF forces and traction coefficient,
i.e., the ratio of the horizontal force to the vertical force, at 19 local positions in the shoe
sole area while running. This tread-level force distribution provided information about
the location in the contact area where and in which direction large friction is needed
to prevent local slips during running. Moreover, this was used to develop a high-grip
shoe sole tread pattern for running shoes. Yamaguchi [63] measured 3DOF forces at 52
local positions in the region of the shoe sole during straight walking and investigated the
local traction coefficient at each location (Fig. 3). Yamaguchi also found that the locally
required coefficient of friction (RCOF) values at the lateral rearfoot and toe area (> 0.6)
were much higher compared with the RCOF values calculated from the resultant GRFs
(0.18).

The sensor shoe technology mentioned above is prospective in the investigation of
(1) the local 3DOF force distribution during various gait task (e.g., turning and pivoting,
and so on); (2) individual difference in 3DOF force distribution during walking; (3)
3DOF force distribution in the real-life environment (occupational place, home, and
so on); and (4) tread-level 3DOF force distribution on multisurfaces. Furthermore, the
sensor shoe will also be promising in the on-site friction measurement of shoes under
actual contact conditions during walking (e.g. outdoor ice surfaces).

5 A Balanced Approach to Laboratory Machine and Human
Subject Testing of Footwear When Considering the Needs of Slip
Resistance and Traction

The needs and balance of both design and function are often the major drivers for
footwear designers, developers and product engineers. The needs and desires of the
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Fig. 3. (a) Sensored shoe with miniature triaxial force sensors and (b) the magnitude of the local
traction coefficient and direction of the horizontal force at each stance phase [63]. The length of
the arrow in (b) indicates the magnitude of the local traction coefficient at each position. Red and
blue arrows correspond to braking and propulsion, respectively.

intended final consumer have a dramatic influence on the final product, as well as the
materials used and construction of the footwear. As it relates to outsole design and
materials, for example, a casual shoe intended for everyday wear around town. Then
consider the needs of thosewhowork in the foodservice/restaurant industry orwarehouse
distribution centers. Now imagine the needs of a construction worker or those in law
enforcement aswell as thosewho serve in themilitary. The needs of the public in general,
aswell as thosewhosework environment often require different levels of “slip resistance”
and or the need for “traction”. Those needs require creating different approaches to
measuring both the “slip resistance” and “traction” of footwear.

This presentation will inform and educate the audience on the need for a practical
and multi-disciplined approach to testing footwear. We will compare and contrast the
materials which influence the user’s experience, the differences in testingmethodologies
(machine Vs human factor), the effect of the floor surface on the needs of the footwear
and the results of the testing. For example, see Fig. 4.

Using a skilled “Tester Team”, the tester evaluates the traction of the footwear over
a series of paths, which include sand, gravel, wood, lava rock, stone, stainless steel and
other surfaces—both wet and dry, as shown in Fig. 5. To gauge and compare the slip
resistance of the footwear, testing is performed using articulating ramps, static load
cells, both using the same tester used for traction testing, along with machine testing.
The data from three slip test methods are then combined with the traction test results to
obtain a complete evaluation of the footwear as it relates to its intended user category.

6 Human-Centred Assessment Approaches

Slip-resistant footwear can be effective for preventing falls due to slips. However, the
current standard mechanical tests for measuring slip resistance of footwear in slippery
condition, especially in winter conditions is inadequate and have poor biofidelity [38].
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Fig. 4. The sole on the right was designed firstly for “traction” and then “slip resistance” (for
Military and industrial use). The sole on the left was specifically designed for “slip resistance”
(for work service).

Footwear kinematics in friction testing standards exhibit differences with footwear kine-
matics during actual slips [64]. The lack of an accuratemeasurementmethodmakes it dif-
ficult for footwear designers and manufacturers to optimize the slip resistance properties
of winter footwear and appropriately inform consumers of footwear performance.

Slipping occurs when the friction between the foot or footwear sole and the walk-
ing surface provides insufficient resistance to counteract the forward or rearward forces
that occur during the stepping process, i.e. interaction between human (foot or footwear
sole) andwalking surfaces. Factors such aswalking surfaces and contaminations (Fig. 6),
lighting, ambient temperatures, individual characteristics, footwear styles and solemate-
rials (Fig. 7), and tread pattern are all important factors that will affect the footwear-floor
coefficient of friction [65]. In the slip resistance testing service industry, there is a need
to provide accurate footwear testing on a range of walking surfaces (including snow and
ice). There is a need to select the best footwear for the human behaviour and walking
surfaces that exist at the particular sites of investigation. There is also a need to provide
accurate flooring material testing with a range of footwear and users to help select the
best flooring materials that provide the safest walking surfaces.

The solution to the problem could be developing a method that could test the slip
resistance of footwear on different surfaces with different user groups. The testing could
involve having young, old, even people with mobility impairments wearing the test
footwear, walking on the surfaces that paved with the specific material and contaminant
that needs to be tested. Examples of surfaces include vinyl, marble, tiles, concrete, snow,
and ice depends on the function of the footwear. The test could be firstly done in the
lab with simulated walking surfaces (Fig. 8) and then validate the results in the real
world. Using the human-centred three-dimensional footwear slip resistance assessment
approaches to investigate the slip resistance properties of footwear and walking surfaces
could provide a valuable knowledge base to reduce slip and fall accidents.
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Fig. 5. Various surfaces are used in the evaluation of traction. Articulating and load cell apparatus
along with bench top equipment used for slip testing.

7 Toward the Future of Footwear Friction

This chapter covers several emerging technologies in footwear assessment that has the
potential to guide a future in footwear. Realizing this potential will enhance human
performance and promote human safety. Emerging technologies provide a basis for
enhancing friction performance of contacting regions (Sect. 2) and enhancing tread
design to ensure adequate drainage (Sect. 3). New methods for measuring shoe tread
forces enable footwear manufacturers to prioritize regions of the shoe relevant to specific
gait activities like walking and running (Sect. 4). The generalizability of shoe design
performance across multiple operating conditions can be determined (Sect. 5). Tread
design and materials that are specifically targeted to icy conditions have been enabled
through other advances in human-centredmethods (Sect. 6). Collectively, these emerging
methods offer the potential to improve the safety andversatility of footwear across several
contexts.
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Fig. 6. Examples of different walking surfaces and contaminations.

The availability of this new science and technology does notmake improved footwear
tread designs inevitable. Several barriers exist that may impede footwear from achieving
its potential. The authors debated these barrierswith the intent that identifying the barriers
may guide efforts to overcome them. One barrier is that friction performance is one only
of several critical features of footwear. Other priorities include comfort, cost, aesthetics,
and other desired functionality (water-proof, etc.). Footwear brands that value these
other priorities more than friction performance may not have the bandwidth to learn and
implement best practices to improve friction performance. Another barrier is a lack of
friction knowledge among shoe designers. Footwear tread designers do not typically have
an engineering background and may have a limited understanding of friction mechanics.
Thus, their ability to utilize engineering tools to enhance footwear friction is limited
in many cases. Another challenge surrounds the economics and logistics of footwear
production. Footwear is developed on a tight timeline and with narrow profit margins.
Thus, opportunities and resources available for testing and redesign are limited. Lastly,
the generalizability of test results across members of the population, especially clinical
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Fig. 7. Examples of different footwear that people wear in winters.

Fig. 8. Examples of different walking surfaces that can be simulated in the laboratories.

populations, is not fully understood. Thus, the benefits of footwear that performs well
in these tests to various aspects of the population are unknown.

Despite the many barriers that may impede progress for future footwear, there are
strategies that are capable of overcoming these barriers. For example, the development
of outsole design guidelines based on research utilizing these technologies may improve
footwear design without requiring shoe companies to use the technologies. This app-
roach may need to be coupled with improved education for designers so that best design
practices could be implemented from the initial conception instead of during a redesign
iteration. Government intervention may lead to improved prioritization of footwear fric-
tion. Forms of government intervention could include supportivemeasures (incentivizing
shoe designs with good friction or subsidize resources for improving tread design) and
coercive methods (a regulation that mandates certain friction performance or increased
liability). Furthermore, research that expands our flexibility for applying testing and
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good design to clinical applications is still needed despite calls for this research existing
for at least two decades [66]. Better coordination between medical researchers (who are
commonly focused on clinical populations), experts in friction performance (who have
traditionally focused on fall risk in non-clinical populations), and their funders may be
needed to overcome this barrier.

In conclusion, the potential to create a generation of footwear that dramatically
reduces slip and fall risk is within reach. A new wave of technology has emerged in the
past ten years, expanding our capacity to improve the connections between footwear
design, friction performance, and human safety. However, the degree to which this
potential is realized depends on our ability to anticipate and respond to implementa-
tion barriers. The benefits of success are profound and worthy of the efforts needed to
overcome these barriers.
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Abstract. Tripping while walking has been identified as the most common cause
of falls among the elderly as they tend to utilize a shuffling gait while walking,
which increases the risk of falling. Since tripping occurs when toes make unex-
pected contact with objects on the floor, a number of studies have investigated
the impact of foot clearance on the risk of tripping. However, only a few studies
have examined the effects of foot–floor friction on the risk of tripping. Thus, in
this current study, we investigated the effect of foot–floor friction on the proba-
bility of trip-induced falls during normal and shuffling gaits in a computational
simulation study. We used a computational model with neural rhythm generators
and neuromusculoskeletal systems to simulate gait in a self-organized manner.
By changing the parameters of the neural rhythm generator, gait parameters such
as step length, cadence, and foot clearance were automatically reduced, which
simulated the shuffling gait. To alter the foot–floor friction, we changed the spring
coefficient ratio of the floor in horizontal and vertical directions. As per our results,
it was determined that slip-induced falls occurred under low foot–floor friction
conditions in both normal and shuffling gaits, whereas trip-induced falls occurred
under high foot–floor friction conditions only with a shuffling gait. These results
suggest that optimal foot–floor friction may prevent trip- and slip-induced falls
among the elderly.

Keywords: Shuffling gait · Friction · Trip-induced fall · Neuromusculoskeletal
model

1 Introduction

Falling accidents impede long healthy life spans among the elderly. Falls often lead
to serious injuries, such as hip fractures and head traumas, which can only deteriorate
mobility and reduce independence. The most common cause of falls in the elderly is
tripping while walking, which results in a loss of balance in the forward direction [1].

Age-related gait changes reduce gait speed, step length, hip and knee extension, and
ankle dorsiflexion angle at heel strike, as well as the clearance between the foot and
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floor surface; i.e., foot clearance [2]. As a result, the elderly tend to exhibit a gait that
is similar to a shuffling gait [3]. This increases the chance of collision between foot and
objects on the floor during walking, which often results in tripping. Therefore, a number
of studies have investigated the influence of foot clearance on the risk of tripping [4, 5].

In developing barrier-free environments, many researchers have focused on floor
friction-induced falls. A few studies have indicated that excessive slip resistance between
feet and thefloor could lead to tripping [6].Althoughmany studies investigated the effects
of foot–floor friction on slipping [7–9], studies examining the effects of foot–floor fric-
tion on the risk of trip-induced falls duringwalking remain scarce. Therefore, this current
study aimed to investigate the effect of foot–floor friction on the probability of trip-
induced falls during normal and shuffling gaits simulated using a neuromusculoskeletal
model.

2 Methods

The neuromusculoskeletal model used in this study is presented in Fig. 1. Based on
Taga’s model [10], it is used to simulate normal and shuffling gaits. By changing the
positive constant for torque generation at each joint, a shuffling gait was simulated,which
resulted in a reduction of step length, cadence, and foot clearance (0.60m, 102 steps/min,
0.02 m, respectively, in the shuffling gait compared with 0.68 m, 120 steps/min, 0.14 m,
respectively, in the normal gait).

Fig. 1. Neuromusculoskeletal model [10]. (a) Musculoskeletal system. Mass of the upper body,
thigh, and shank were determined to be 48.0, 7.0, and 4.0 kg, respectively. Length of the thigh
and shank are 0.5 and 0.6 m, respectively. (b) Neural rhythm generator. phf , p

h
e , p

k
f , p

k
e , p

a
f , and p

a
e

values for normal gait were 15, 85, 15, 15, 100, and 75, respectively. phf , p
h
e , p

k
f , p

k
e , p

a
f , and pae

values for shuffling gait were 8, 48, 1, 2, 55, and 27.5, respectively.

To alter the foot–floor friction, we changed the ratio of the spring coefficient of
the floor in the horizontal (kgx) and vertical (kgy) directions (kgx/kgy). The horizontal
movement of the foot increased with the decreasing kgx/kgy values, which could simulate
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a slip resulting from a low horizontal ground reaction force (i.e., friction force). In
contrast, a high kgx/kgy value was found to cause a large horizontal ground reaction
force, thereby simulating a high foot–floor friction condition. The length of the level
walkway was 12 m. The kgx/kgy value of the walkway surface for 0–4 m was 0.02, but
it changed after 4 m. White noise was then set to u0 which is an external input in the
differential equations of the neural rhythm generator for each condition. For the identical
kgx/kgy value condition, 100 trials were conducted. A fall was identified based on the
height of the body’s center of mass. Slip-induced falls were recognized as those in which
the foot moved in the horizontal direction and a fall occurred in the opposite direction
to the movement of the foot. Meanwhile, trip-induced falls were identified as those in
which the fall occurred in the forward direction after the feet made contact and stopped.
The probability of falls for each kgx/kgy value condition was calculated based on the
number of fall trials in 100 trials on normal and shuffling gaits.

3 Results and Discussion

Figure 2 shows the representative simulation results of a shuffling gait with different
kgx/kgy values. As shown in Fig. 2(a), due to the reduction in the kgx/kgy value from
0.02 to 0.0004, the leading foot slid forward, and a backward fall then occurred. No
fall occurred when the kgx/kgy value changed from 0.02 to 0.03, as shown in Fig. 2(b).
On the other hand, when the kgx/kgy value increased from 0.02 to 0.65, the trailing foot
slid forward but stopped due to high friction (Fig. 2(c)). Consequently, a forward fall
occurred due to the friction-induced trip.

Figure 3 shows the effect of the kgx/kgy value on the probability of a fall for normal
and shuffling gaits. When walking with a normal gait (Fig. 3(a)), slip-induced falls
were noted to occur under low-friction conditions (kgx/kgy < 0.02). Moreover, there
were no trip-induced falls, which means that high foot–floor friction is desirable to
prevent falls when walking with a normal gait. However, when walking with a shuffling
gait (Fig. 3(b)), slip-induced falls occurred under low-friction conditions, whereas trip-
induced falls occurred under high-friction conditions (kgx/kgy > 0.04). These results
indicate that a trip-induced fall is unlikely to occur in normal walking but is likely to
occur in shuffling gait across a high-friction floor. This means that the shuffling gait is
more sensitive to foot–floor friction compared to the normal gait.

Our results provide new insight into the footwear and floor design for the elderly, who
tend to walk in a shuffling gait. Excessive high friction in the shoe–floor combination
might be inappropriate for the elderly in terms of preventing trip-induced falls, although
excessive low friction can also result in slip-induced falls. Therefore, there must be an
optimal range for a friction coefficient between foot and floor contact in order to reduce
the risk of trip- and slip-induced falls for people who walk with a shuffling gait. As these
hypotheses are based on purely theoretical approaches, further experimental research is
needed to identify the optimal range for a friction coefficient.

4 Conclusions

Using a computational simulation, we were able to demonstrate that trip-induced falls
occur under high foot–floor friction conditions when walking with a shuffling gait,
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Fig. 2. Representative simulation results (stick diagram) of shuffling gait. (a) Slip-induced fall;
(b) no-fall; (c) trip-induced fall.

Fig. 3. Effect of the kgx/kgy value on the probability of a fall for (a) normal and (b) shuffling gait.

whereas slip-induced falls occur under low foot–floor friction conditions in a normal
gait. These results suggest that an optimal foot–floor friction may exist in terms of
preventing both trip- and slip-induced falls for individuals who walk with a shuffling
gait, including the elderly.
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