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Abstract

In this paper, the novel Distributed Bayesian (D-Bay) algorithm is presented for solving
multi-agent problems within the Continuous Distributed Constraint Optimization Problem
(C-DCOP) framework. This framework extends the classical DCOP framework towards
utility functions with continuous domains. D-Bay solves a C-DCOP by utilizing Bayesian
optimization for the adaptive sampling of variables. We theoretically show that D-Bay
converges to the global optimum of the C-DCOP for Lipschitz continuous utility functions.
The performance of the algorithm is evaluated empirically based on the sample efficiency.
The proposed algorithm is compared to state-of-the-art DCOP and C-DCOP solvers. The
algorithm generates better solutions while requiring fewer samples.

1. Introduction

Many real-world problems can be modeled as multi-agent problems in which agents need
to assign values to their variables to optimize a global objective characterized by a utility
function. Examples include scheduling (Sato, Borges, Marton, & Scalabrin, 2015), mobile
sensor coordination (Zivan, Parash, & Naveh, 2015), hierarchical task network mapping
(Sultanik, Modi, & Regli, 2007), and cooperative search (Acevedo, Arrue, Maza, & Ollero,
2013). Even though numerous algorithms exist that solve these problems, applying them
in practice is often problematic, as complications arise from limitations in communication,
computation, and/or memory.

The Distributed Constraint Optimization Problem (DCOP) framework is well suited to
model the above-mentioned problems (as detailed in Meisels (2007), Modi, Shen, Tambe,
and Yokoo (2005), Petcu and Faltings (2005), Gershman, Meisels, and Zivan (2009), Yeoh
and Yokoo (2012)). Within the DCOP framework, a problem is defined based on vari-
ables and on utility functions that are aggregated into an objective function. Additionally,
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agents assign values to all the variables that are allocated to them. Agents are considered
neighbors if their variables are arguments of the same utility function. Neighbors coopera-
tively optimize their utility functions through the exchange of messages. Within the DCOP
framework, variables are constrained by their domains. In other words, a domain defines all
possible value assignments of a variable. This explicit definition of the domains of the vari-
ables is suitable for problems that are (input) constrained. These domains are considered to
be finite and discrete within a DCOP, while problems related to mobile (sensor) platforms
are typically characterized by finite continuous domains. Problems with finite continuous
domains can be modeled as a Continuous DCOP (C-DCOP), which is equal to a DCOP
except for the domain definition. A common approach to solve a C-DCOP with a DCOP
solver is to use equidistant discretization of the domains, such as using a grid overlay to
define all possible positions of an agent in an area. This process converts the continuous
domains into discrete domains. When discretizing a continuous domain, the quality of the
solution will depend on the distance between the values, where a smaller distance will allow
for a better solution. This results in a trade-off as more values will increase the cardinality
of the discrete domains. The increase in cardinality will result in polynomial growth of the
search space where the degree of the polynomial is equal to the number of agents. From
the overview articles of Leite, Enembreck, and Barthes (2014) and Fioretto, Pontelli, and
Yeoh (2018), it is clear that the cardinality of the domains is a major restriction to DCOP
solvers. Therefore, solving a C-DCOP by discretization can become intractable for DCOP
solvers despite a small number of variables.

The underlying reason for the increase in problem size is that DCOP solvers (implicitly)
consider all values within a domain as unrelated to each other. Because of this assumption, it
is not possible to efficiently sample the search space. In problems with continuous domains,
this assumption does not hold since the utility of values that are close is often similar. By
explicitly taking such a relation into account, a C-DCOP solver based on efficient sampling
methods can be constructed.

Several C-DCOP solvers have been introduced that, based on initial discretization of the
continuous domains, update the discretized values within an iterative optimization method
such as local gradient descent. Notable examples are CMS (Stranders, Farinelli, Rogers,
& Jennings, 2009), C-CoCoA (Sarker, Arif, Choudhury, & Khan, 2020), PFD (Choudhury,
Mahmud, & Khan, 2020), and AC-DPOP (Hoang, Yeoh, Yokoo, & Rabinovich, 2020).
In this paper, Bayesian optimization (Mockus, 1989) will be used as it focuses on efficient
sampling during optimization, thereby requiring relatively few iterations to closely approach
the optimum. This method completely eliminates need for discretization of the domains.

Overall, the contributions of this paper are threefold. Firstly, we introduce an efficient
algorithm that uses methods found in Bayesian optimization to solve C-DCOPs called
Distributed Bayesian (D-Bay). Secondly, we provide theoretical proof of the convergence
of the proposed algorithm to the global optimum of the C-DCOP for utility functions with
known Lipschitz constants. Lastly, simulation results are given for randomly generated
graphs and sensor coordination problems to compare the sample efficiency of D-Bay to
state-of-the-art DCOP and C-DCOP solvers.

The remainder of this paper is organized as follows. Firstly, in Section 2 background
information about the DCOP framework is given. In Section 3 relevant literature regarding
DCOP solvers is discussed. The Bayesian optimization algorithm is provided in Section 4.
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Afterward, we present the novel sampling-based C-DCOP solver called D-Bay in Section 5.
The theoretical properties of D-Bay are analyzed in Section 6. Evaluation of D-Bay for sen-
sor coordination problems and random graphs are included in Section 7. Finally, Section 8
summarizes the results and defines future work.

2. Distributed Constraint Optimization Problems

The DCOP framework originates from an extension and generalization of Constraint Sat-
isfaction Problems (CSPs) (Tsang, 1993) towards distributed optimization. A solution for
a CSP is defined as the assignment of all variables from (finite) discrete domains such that
all hard constraints are satisfied. The CSP framework has been extended from a central-
ized problem framework to an agent-based distributed problem framework in the work of
Yokoo, Durfee, Ishida, and Kuwabara (1998). Within the Distributed-CSP framework, the
variables are allocated to agents and the agents coordinate the value assignments among
each other.

Additionally, CSP has been generalized into the Constraint Optimization Problem
(COP) framework, where the hard constraints are replaced with soft constraints expressed
as utility functions. Utility functions return a cost or reward based on the value assign-
ments. Hard constraints are enforced by the utility functions by returning infinite cost (or
infinite negative reward). Instead of constraint satisfaction, the goal of a COP is to find
assignments that optimize an objective function.

A final extension is the Distributed Constraint Optimization Problem (DCOP) frame-
work, which provides a unified framework that includes a large class of problems by combin-
ing the generalization of Distributed-CSP and the extension of COP. A graphical overview
of the relations between the problem frameworks can be seen in Figure 1.

Extends to .
CSP ¥ Dist-CSP
Generalizes to Generalizes to
Extends to
CcoP > DCOP

Figure 1: Graphical overview of the relations between the problem frameworks. Adapted
from Fioretto et al. (2018).

In the DCOP framework the domains are considered to be discrete, which limits its
application to problems with continuous domains. In the current paper, the Continuous
DCOP (C-DCOP) framework will be used to overcome this restriction in order to include
real-world problems such as cooperative search.

A DCOP is a problem in which an objective function needs to be optimized in a dis-
tributed manner through value assignments for all variables. The objective function consists
of the aggregate of utility functions, which define a utility value for the value assignments
of the variables. All variables within the DCOP are exclusively allocated to agents. An
agent is responsible to assign values to all the variables that are allocated to it. Typically,
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the number of variables is equal to the number of agents, i.e. every agent is allocated a
single variable. The agents cooperate by sending messages to agents with whom they share
a utility function. A utility function is shared between agents if their variables are in the
arguments of that function. An important aspect of a DCOP is the definition of the do-
mains of the variables. A domain defines all possible values that a variable can be assigned
to. In other words, the value assignments are restricted by the domains of the variables.
Following the notation of Fioretto et al. (2018), a DCOP is defined by ® = (A, X, D, F, a, )
where,

e A ={ay,...,ap} is the set of agents, where M is the number of agents.
e X = {z1,...,zn} is the set of discrete variables, where N > M is the number of
variables.

e D ={Dj,...,Dy} is the set of domains of all variables, where D; C R is the finite
discrete domain associated with variable z;. The search space of the DCOP is defined
by all possible combinations of all values within the domains as 3 = HZJ\L 1 D, where
I is the set Cartesian product. The search space of a set of variables (V C X)) is
defined as ¥y = [] D;.

i:x,EV
An assignment denotes the projection of variables onto their domain as p : X — 3.
In other words, for all z; € X if p(z;) is defined, then p(z;) € D;. An assignment of
a subset of variables is denoted by pv = {p(z;) : z; € V}.

o F = {f1,..., fx} is the set of utility functions, where K is the number of utility
functions. The scope of f, is denoted as V,, C X, where z; € V,, when x; is an
argument of f,. The optimum of f,, is denoted by y;, = max,es,, fn(z) with input
xy, = argmax,es,, fn(z), where Xy, denotes the domain of the utility function.

e a: X — A is a mapping from variables to agents. The agent to which variable z; is
allocated is denoted as a(z;). A common assumption is that the number of agents is
equal to the number of variables, such that a; = a(z;) for i = 1,..., N. Likewise, the
set of agents associated with f, is denoted by a(V,,) = {a(x) € A | z € V,}.

e 7 is an operator that combines all utility functions into the objective function. Com-
mon options are the summation operator (3(-)) and the mazimum operator ( max(-)).

The objective function is defined by G(p) = n ( fn(pvn)). The optimal value assign-
fn€F

ment is denoted by p* := arg max G(p).
pEX

Analogous to the DCOP definition, a Continuous DCOP (C-DCOP) can be defined as a
tuple (A, X, D, F, a,n). The definitions of A, F, «, and 7 are identical to their definitions in
a DCOP. The differences between a DCOP and a C-DCOP are the definition of the domain
set and the variables. All variables in the variable set of a C-DCOP, X, are continuous. The
corresponding domain set is defined as D = {Dy,...,Dy}, where the domain for variable
z; is defined by a lower bound d; and an upper bound d; as D; = [d;, d;].

The relation between the variables and the utility functions is typically represented as
a constraint graph. In this representation, the agents are defined as nodes and the edges
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implicitly represent the utility functions. A constraint graph is often converted into a
pseudo-tree to introduce a hierarchy to the agents. A pseudo-tree is a rooted spanning tree
where the subproblems are contained in separate branches. All agents are assigned a single
parent, which is an agent higher in the hierarchy. The only exception is the agent on top of
the hierarchy, which is denoted as the root of the tree, this agent has no parent. An agent
can have multiple children and the agents without children are denoted as the leaves of the
tree.

In addition to parent/child relations, the pseudo-tree defines pseudo-parent /pseudo-child
relations to indicate relations between agents over multiple hierarchy levels. Typically, the
pseudo-tree is used as a communication structure, where agents only communicate between
parent and child. In these cases, the pseudo relation allows for (indirect) interaction between
pseudo-parent and pseudo-children. A graphical example of the two DCOP representations
is given in Figure 2.

(a) Constraint graph (b) Pseudo-tree

Figure 2: Graphical example for two representations of the same DCOP. A node represents
an agent a; and the edges indicate the utility functions f,, based on the variables z;. In
Figure 2a the nodes are unstructured. In Figure 2b the hierarchy is indicated by horizontal
layers. The agent at the top (a1) is the root of the tree, and the bottom agents (a2, a4, as)
are the leaves. The edge (dotted line) between a; and a4 specifies a pseudo-parent /pseudo-
child relation.

Producing a pseudo-tree from a constraint graph was introduced in the work of Freuder
and Quinn (1985). Various methods exists for the generation of a pseudo-tree (e.g. pseudo-
tree ordering (Chechetka & Sycara, 2005), MLSP tree generation (Maheswaran, Tambe,
Bowring, Pearce, & Varakantham, 2004), and BFS construction (Chen, He, & He, 2017)).
A commonly used method is to produce a depth-first search (DFS) tree from the constraint
graph by a DFS traversal. A DFS tree (Petcu & Faltings, 2005) is a special case of a pseudo-
tree where the number of edges is equal to the number of edges in the constraint graph. This
property ensures that all agents within the DFS tree are also connected in the constraint
graph. If the DFS tree is used as a communication structure, this property ensures that
agents only communicate if they share a utility function. Various algorithms exist in the
literature that creates a DFS tree through a distributed procedure. The interested reader
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is referred to the works of Gallager, Humblet, and Spira (1983), Barbosa (1996), Hamadi
and Quinqueton (1998), and Awerbuch (1985) for implementation details.

3. Background of DCOP Solvers

In the literature numerous solvers for DCOPs have been proposed; for a detailed overview,
the reader is referred to Cerquides, Farinelli, Meseguer, and Ramchurn (2014) and Leite
et al. (2014). As noted by Modi et al. (2005), optimally solving a DCOP is NP-hard
with regard to the number of variables and the cardinality of their domains. For this
reason, complete (optimal) DCOP solvers are often not used in practice. In the literature, a
diverse range of incomplete (near-optimal) DCOP solvers exist that trade off solution quality
against computational requirements. Such solvers perform well for benchmark problems
with domains with low cardinalities, such as graph coloring problems (Modi et al., 2005).

DCOP solvers are unable to directly solve C-DCOPs due to the definition of the domains.
However, a C-DCOP can be discretized into a DCOP. One typically discretizes all domains
of the C-DCOP using a grid-based approach that converts the continuous domains into
discrete domains. This process can arbitrarily increase the cardinality of the domains,
thereby rendering the use of DCOP solvers intractable.

For this reason, the development of C-DCOP solvers has recently gained a lot of atten-
tion within the literature. Initially, Stranders et al. (2009) introduced the extension of the
DCOP framework towards continuous variables (and domains) and proposed a continuous
max-sum based (CMS) algorithm to solve C-DCOPs with continuous piecewise linear utility
functions. The motivation behind this class of functions was that it can approximate all con-
tinuous functions arbitrarily close. In this approach, the domain discretization is replaced
with a function approximation that has the same trade-off between resolution and solution
quality. In a follow-up paper, Voice, Stranders, Rogers, and Jennings (2010) proposed a
hybrid continuous max-sum (HCMS) algorithm without the function approximation. The
HCMS algorithm extends the max-sum algorithm by incorporating a continuous non-linear
optimization method. Within the algorithm, the domains are discretized and during op-
timization, the values are updated at every iteration based on a gradient descent method
that depends on local utility values. An important parameter of the algorithm is the step
size or learning factor with which the values are updated. The authors note that the step
size parameter of the algorithm must be adjusted for the given problem, as small values will
require numerous iterations while high values could result in overshooting of the optimum.

The concept of discretization of the continuous domains and the iteratively updating
of their values is used to extend DCOP solvers of various classes. Based on the taxonomy
introduced by Yeoh, Feiner, and Koenig (2010) DCOP solvers can be divided into three
classes:

Search-based solvers perform a distributed search over the local search space of the
agents. These solvers are based on centralized search techniques such as best-first and
depth-first to reduce the search space of the problem by exchanging messages between
the agents. Examples are ADOPT (Modi et al., 2005), CoCoA (Van Leeuwen, 2017),
AFB (Gershman et al., 2009), DSA (Kirkpatrick, Gelatt, & Vecchi, 1983), and DBA
(Wittenburg & Zhang, 2003).
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Inference-based solvers communicate accumulated information among agents to reduce
the problem size after every message through dynamic programming methods. Well-
known examples of this class of solvers are DPOP (Petcu & Faltings, 2005), the max-
sum based algorithm (Rogers, Farinelli, Stranders, & Jennings, 2011), and action GDL
(Vinyals, Rodriguez-Aguilar, & Cerquides, 2009).

Sampling-based solvers coordinate the sampling of the global search space guided by
probabilistic measures. The probabilistic measures are calculated based on (all) pre-
ceding samples to balance exploration and exploitation of the global search space. At
the time of writing, two sampling-based solvers are found in the literature: DUCT
(Ottens, Dimitrakakis, & Faltings, 2017) and Distributed Gibbs (Nguyen, Yeoh, Lau,
& Zivan, 2019).

The inference-based DPOP algorithm (Petcu & Faltings, 2005) is extended by Hoang
et al. (2020) into several algorithms, where AC-DPOP and the memory-limited variant
CAC-DPOP can be applied to C-DCOPs without requirements on the utility functions.
The search-based CoCoA algorithm (Van Leeuwen, 2017) is extended in a similar manner
by Sarker et al. (2020) into C-CoCoA. Both Stranders et al. (2009) and Sarker et al. (2020)
note that the local gradient descent approach cannot guarantee convergence to a global
optimum. Initial domain discretization thus remains an important factor in the solution
quality. An alternative approach to gradient-based optimization is presented by Choudhury
et al. (2020). The proposed Particle Swarm Based F-DCOP (PFD) is based on Particle
Swarm Optimization (PSO) (Kennedy & Eberhart, 1995). PSO is a stochastic optimization
technique in which multiple particles are assigned a random position and velocity. The
positions represent domain values and the velocities contain implicit derivative information.
The PFD algorithm guarantees convergence to a local optimum when the velocity of the
best particle is reduced to zero. In conclusion, local gradient-descent-based and PSO-
based algorithms will arguably find higher quality solutions compared to their discrete
counterparts, but they remain dependent on the initial discretization of the domains and
do not guarantee convergence to the global optimum.

In the literature, alternative approaches exist that are capable of extending the inference-
based or search-based solvers toward continuous domains. A prominent example is the
adaption of dynamic programming for Markov Decision Problems (MDPs) with continuous
domains toward C-DCOPs. The interested reader is referred to the work of van Hasselt
(2012), and the references therein, for a reinforcement learning approach for learning policies
for MDPs with continuous state and action spaces. Additionally, the work of Vianna,
Sanner, and de Barros (2014) extends symbolic dynamic programming techniques to solve
discrete and continuous state MDPs.

Sampling-based solvers coordinate the sampling of the global search space guided by
probabilistic measures, where samples are referred to as (partial) value assignments. Note
that in the field of stochastic optimization samples are typically only defined in the con-
text of functions perturbed by noise. The probabilistic measures are used to quantify the
probability of finding samples that correspond with function outputs with high utility val-
ues. Sampling-based solvers iteratively select samples while taking previous iterations into
account to balance exploration and exploitation of the global search space. Sampling-based
solvers have not been extended towards the application to C-DCOPs, however, the itera-
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tive process allows for the selection of a sample from a continuous domain directly. The
elimination of the discretization of the domains combined with the balanced search of the
global search space makes sampling-based solvers highly promising to efficiently solve C-
DCOPs. Therefore, in Section 4, the sample selection for C-DCOPs is addressed and a
novel sampling-based solver for C-DCOPs is introduced in Section 5.

4. Sample Selection for Continuous DCOPs

As mentioned in Section 3, a sampling-based solver will be introduced such that the relation
between the value assignment and the corresponding utility will be taken into account
within the optimization process. During the optimization process, a sample is defined as a
value assignment of a variable. Samples of agents are combined and used as inputs for the
utility functions to calculate the corresponding utility values. Within the literature several
methods exist for sample generation:

e Upper Confidence Bound (UCB) sampling (Auer, Cesa-Bianchi, & Fischer, 2002),
developed for the reduction of regret for K-armed bandit problems (Bather, Berry, &
Fristedt, 1986).

e Gibbs sampling (Geman & Geman, 1984), constructed to approximate joint probabil-
ity distributions in a Markov random field.

e Bayesian sampling (Mockus, 1982), designed for the optimization of utility functions
that are computationally expensive to evaluate.

UCB sampling has been applied to DCOPs by Ottens et al. (2017) based on the UCB
Applied to Trees (UCT) (Kocsis & Szepesvari, 2006) and HOO (Bubeck, Munos, Stoltz, &
Szepesvari, 2011). The resulting algorithm, Distributed UCT (DUCT), generates samples
based on previously returned values and the uncertainty (or confidence) over these values.
All possible values (of the discrete domains) are sampled at least once before sampling
is based on the confidence bounds. Gibbs sampling has been extended by Nguyen et al.
(2019) for the optimization of DCOPs based on the mapping of a DCOP to a maximum
a posteriori (MAP) estimation problem. The MAP is found by approximating a joint
probability distribution over all the variables. Samples are generated to approximate the
joint probability distribution in a distributed manner. Note that several initial samples are
required to accurately represent the desired distribution.

Both UCT and Gibbs sampling share a drawback compared to Bayesian sampling: these
methods do not allow for the inclusion of a priori knowledge about the utility functions.
This allows for Bayesian sampling to generate samples more efficiently than UCT and Gibbs.
For this reason, in this paper, Bayesian sampling is extended towards the application to
C-DCOPs.

Bayesian sampling is based on Bayesian optimization which is a method to find the
global optimum of a function in a sample-efficient manner, i.e. it minimizes the number of
required samples. Bayesian optimization consists of two elements: a probabilistic model to
approximate a (utility) function f(-), and an acquisition function ¢(-) to optimally select
a new sample xs, where s denotes the sample index. These two elements are discussed in
more detail in Sections 4.1 and 4.2. Every input/output pair, Os = (x5, ys), is included in
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the ordered observations set Og = {O1,...,0g}, where S is the number of observations
and ys = f(xs) is the function (utility) value. The observations are used to update the
probabilistic model, such that after every new observation the approximation is refined.
Based on observations, the probabilistic model is used to estimate a mean function

p(z, 0) = E[f(2)|0]

and the corresponding variance function

o*(z,0) = E [([f(2)|0] - p(z, 0))?].

An overview of the Bayesian optimization algorithm is given in Algorithm 1.

Algorithm 1: Bayesian optimization (Mockus, 1982)

Input : f(-), (), S
Output: u(z, 0), o?(x,0)

/* Initialize the observation set */
00 = @;
fors=1,2, ..., 5do
/* Select the next sample based on acquisition function */
xs = arg max, q(z|Os_1);
/* Sample the utility function */
ys = f(zs);
/* Augment (and reorder) the observation set x/
Os =051 U {(msa ys)};
/* Calculate the mean function and the variance function */
p(z,0) = E[f(2)|0];
2 2.
o*(x,0) = E [([f(2)|0] - p(z, 0))*];

end

4.1 Probabilistic Model

The Gaussian process is a widely used probabilistic model to represent acquired knowledge
about a function. More elaborate models exist, but these will often not share the com-
putational benefit of the Gaussian process model. Using the Gaussian process model, a
function f(-) is modeled based on a prior mean function m(z) = E[f(x)] and a kernel
k(z,2') = [(f(m) —m(z)) (f(z') — m(m’))T} The kernel represents the cross-correlation
between two values of a variable x, z’. The prior mean function and the kernel contain all
(prior) knowledge of f(-). Typically, no prior information about the function is available
and the zero function (m(z) = 0 for all ) is used as the prior mean function. In such cases,
the modeling of the function depends mostly on the choice of the kernel. The Gaussian pro-

cess model is combined with the observations to construct the joint Gaussian distribution
over the function.
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From the joint Gaussian distribution, the posterior (distribution) can be found by using
the Sherman-Morrison-Woodbury formula (Sherman & Morrison, 1950):

P(f(2)|0) = N (u(2]0), 0*(z(0)) , (1)

where
w(@|0) = k(z|O)T K~ (0)y(0), (2)
o?(z|0) = k(z,z) — k(z|O)T K~ O)k(z|O), (3)

and A denotes the normal distribution, K (O) is the Gramian matrix of the kernel, defined
by (K)ij = k(z,z;) for alli,j € {1,...,5}, k(z|O) = [k (21,2),...,k (zs,2)]T denotes
the cross-correlation vector between the observations and z, and y(O) = [y1,...,ys]T
denotes the observation value vector. The (posterior) mean and variance functions of the
probabilistic model are denoted as pu(-) and o(-), respectively. Note that the posterior
distribution contains the estimate of the function based on both the prior knowledge and
the observations.

A wide range of kernels for Gaussian processes exist in the literature and the interested
reader is referred to the work of Duvenaud, Nickisch, and Rasmussen (2011) for an overview
of constructing kernels. An important kernel property is the ability to estimate every
continuous function up to a required resolution given a sufficient number of observations.
A kernel that possesses this property is called a universal kernel. In the work of Micchelli,
Xu, and Zhang (2006), the conditions for a kernel to be universal in terms of properties of
its features are given. The most commonly used universal kernel is the squared exponential
kernel. A general description of the kernel and its properties is given by Vert, Tsuda, and
Scholkopf (2004). A drawback of the squared exponential kernel is that it can result in over-
smooth approximations. For this reason, the Matérn kernel (Minasny & McBratney, 2005)
is often used, since it can trade off differentiability and smoothness. In practice, the choice
for a kernel depends on the properties of the function that needs to be approximated. All
kernels have parameters that can be used to adjust their properties, such as smoothness and
scaling. If information about f(-) is available, this should be incorporated in the selection
of the kernel and its parameters. Typically, it is assumed that no information about f(-)
is available, and then, as noted by Rasmussen and Williams (2006), the selection of the
parameters is non-trivial. For this reason, the selection of parameters is often treated as
a separate optimization problem (MacKay, 1992). It is commonly solved by using the
maximum likelihood problem for which automatic relevance detection (MacKay, 1994) is a
widely used algorithm.

4.2 Acquisition Function

The selection of the next sample is the result of the optimization of an acquisition function
q(+), defined by

xs = arg max ¢q(z|O).
x

The acquisition function depends on the posterior distribution in Equation (1) and thereby
on all previous observations. Two commonly used acquisition functions are the probability
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of improvement function (Kushner, 1964) and the expected improvement function (Mockus,
Tiesis, & Zilinskas, 1978). The probability of improvement function considers the probability
of finding a sample of which its value is larger than the maximum observed value. The
maximum observed value is defined as

yT = max{y; : (zs,ys) € O}.

The corresponding maximum sample is defined as x+ = {z5 : (7s5,95) € Olys = y*}. As
noted by Brochu, Cora, and de Freitas (2010), the probability of improvement function
focuses solely on the exploitation of already observed samples. To balance the exploration
of the search space and exploitation of the observations, the expected improvement function
will be used in this chapter. The expected improvement function chooses the sample based
on the expected value of the next observation. The interested reader is referred to Brochu
et al. (2010) for a comparison of the two acquisition functions and more details. The
expected improvement function can be written in closed form in terms of the mean and the
deviation function of the probabilistic model as

qui(@, €|0) = {z(x,§|(’))<1) (%ﬁg)) + o(z]0)¢ (ﬁ?j'(f))) if o(z]0) >0 @
if o(2|0) =0
(2.£10) = p(2]0) ~ (v +¢) -

where ®(-) is the Gaussian cumulative distribution function, ¢(-) is the Gaussian probability
density function, and £ is a design parameter. The design parameter can be used to trade
off exploration and exploitation. As noted by Lizotte, Greiner, and Schuurmans (2012),
even a value as low as £ = 0 will not result in a solely exploiting sampling behavior.

5. The Distributed Bayesian Algorithm

In the previous sections, background information has been given about the DCOP frame-
work and Bayesian optimization. In this section, the novel sampling-based C-DCOP solver
Distributed Bayesian (D-Bay) is presented. This solver is capable of directly solving C-
DCOPs without discretization of the domains. D-Bay uses Bayesian optimization as the
probabilistic measure to optimize the sample selection. The overall procedure is similar to
state-of-the-art sampling-based solvers, e.g. DUCT (Ottens et al., 2017) and Sequential
Distributed Gibbs (SD-Gibbs) (Nguyen et al., 2019).

Sampling-based solvers coordinate the sampling of the global search space guided by
probabilistic measures to balance exploration and exploitation. The general outline of
sampling-based solvers is as follows. Based on a pseudo-tree representation of the C-DCOP,
the variables and utility functions are allocated to the agents. Afterward, two consecutive
phases are iteratively repeated until a termination condition is satisfied. The first phase, the
sampling phase, is top-down and starts from the root agent. The root starts the sampling
phase by selecting a sample for all its variables. A sample can be viewed as a temporary
value assignment of a variable. The sample is sent as a sample message to all the children
of the agent. Upon receiving this message, an agent samples its variables and adds these
samples to the sample message before sending it to its children. This process continues
until the leaf agents are reached.

403



FrANSMAN, S1Js, DoL, THEUNISSEN & DE SCHUTTER

When the leaf agents are reached, the utility phase is initiated. This second phase is
bottom-up and starts from the leaf agents. Based on the allocated utility functions, the
agents calculate the utility (value) based on the sample message and the assignments of
their variables. This utility is encoded within a utility message and sent to the parent of
the agent. Upon receiving a utility message, an agent calculates the utility of its allocated
utility functions. The resulting utility value is aggregated with the utility value of the
received message before sending a utility message to its parent. This phase finishes when
the root agent received a utility message from all its children. This moment marks the
end of a single iteration. At this time, all agents have obtained the utility value associated
with the sample of their variables. This information is used by the agents to update their
probabilistic models and thereby the selection of their sample at the next iteration.

The main difference between sample-based solvers is in the method of selecting additional
samples. The probabilistic measure in DUCT is based on confidence bounds of the utility
of the samples and selects samples to improve these bounds. The agents store the utility for
all previous samples during optimization. The Distributed Gibbs algorithm selects samples
based on joint probability distributions and only keeps track of the differences between the
utility values of the samples as a termination criterion. This makes Distributed Gibbs more
memory efficient compared to DUCT.

Both algorithms are DCOP solvers and have a runtime complexity that is linear in
the cardinality of the largest domain (Fioretto et al., 2018, Table 4). Therefore, both
Distributed Gibbs and DUCT suffer from the discretization of continuous domains and are
not suitable for continuous DCOPs.

An additional disadvantage of both solvers is the non-determinism with regard to the
utility value of a sample. This is caused by the consecutive sampling and utility phases
since within an iteration all agents sample a single value from their local search space. In
other words, the same sample message can result in different utility messages when the
children of an agent select different samples for their variables.

To remove the non-determinism, the sampling and utility phase in D-Bay will be re-
stricted to parents and children instead of the entire pseudo-tree. To be more precise, when
a child receives a sample message it will first iterate between its children before sending a
utility message to its parent. This will guarantee that the utility message in response to
a sample message will always be identical.
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D-Bay as described in Algorithm 2 (Appendix A) involves four phases:

(1) Pseudo-tree construction: The agents create a pseudo-tree from the constraint graph
of the C-DCOP. Afterwards, every agent a; knows its parent/children sets (P;/C;)
and pseudo-parents/pseudo-children sets (PP;/PC;), where P;, PP;, C;,PC; C A.
The pseudo-tree is used as the communication structure in which agents only com-
municate with agents with whom they share a parent/child relation. Note that the
agents only have local information on the pseudo-tree.

(2) Allocation of utility functions: Similar to the allocation of variables, all utility
functions in F are exclusively allocated to the agents. Every agent a; constructs
two separate function sets based on the variables of the agent and the variables of its
(pseudo-)parents. Firstly, the utility function set ¥F,, = {f, € F : a(V,) = {a;}},
which only depends on the agent itself. Secondly, the shared utility function set,
Fp, = {fn € F: (a; € a(Vy)) A (a(Vy,) N (P; UPP;) # 0)}, involves the agent and
its (pseudo-)parents. These two function sets are combined as F; = F,, UFp..

(3) Sample propagation: In this phase, every agent optimizes its variables through the
Bayesian optimization method and exchanges sample and utility messages. By
doing so, the assignments of the variables will converge to the global optimum of the
objective function as will be shown in Section 6.2. The variables of a; are defined as
X; ={z; € X | a; € afxj)}. The variables are optimized based on the aggregate
utility of all functions in set F; and the functions of its children (f, € Fy for all
ay € C;). Consequently, the aggregate utility values obtained by the root agent hold
the utility values of the objective function.

Since a sample from (pseudo-)parents is required to calculate the utility of the func-
tions in Fp,, every agent a; waits for a sample message from its parent. The phase
is therefore initiated by a sample message from the root agent. The sample propaga-
tion phase finishes when a convergence threshold is reached by the root agent. Upon
receiving sample message &, from its parent a;, agent a; samples its variables with
respect to the functions in set F;. The samples are selected through the optimiza-
tion of an acquisition function. Note that the acquisition function depends on both a
kernel and all preceding samples. If the agent is a leaf agent, the agent can optimize
its variables without considering the impact of its assignments on other agents. The
agents with children augment the sample message of their parent with their sample
as 6; = 6; U {px,} and send this message to their children.

The agent then waits until it has received all utility messages from its children. Only
then is the agent able to compute the aggregate utility and return a utility message
to its parent. Note that the aggregate utility represents the optimal utility for the
sample of the agent and all its (pseudo-)children. A utility message is defined as
w=n <Lli,£l¢>, where {; = min 7 (fn(ﬂvn | Gj)> and $l; = n (Lli) define
PEEX, fn€EF; arL€C;
the utility and the aggregated child utility, respectively. A graphical overview of the
sample propagation phase is shown in Figure 3. Additionally, a partial trace of the
Bayesian optimization is shown in Figure 4.
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(4) Assignment propagation: The final phase is the assignment propagation phase, in
which the root agent a; sends the final assignment of all its variables to its children
as a final message &, = {px,}. Based on these assignments, the children assign their
variables to the value corresponding to the optimal utility value. Afterwards, every
agent adds its assignments to the final message as S, = = {px,} U 6 After the leaf
agents have received a final message, all agents have completed thelr local assign-
ments px,. Note that typically no agent has information of the complete assignment,

p={px, : i=1,...,M}.

Proposition 1. The memory complexity of each agent in D-Bay is O(S), where S is the
number of samples at every iteration.

Proof. The optimization of the variables of an agent is restarted every time a sample
message from the parent is received. An agent only needs to store the utility of the values
based on the current (local) iteration to send the best utility value back to its parent, thereby
restricting the memory requirement per agent to O(S5). O

Proposition 2. The maximal message size for all messages in D-Bay is O(t), where ¢ is the
maximal depth of the tree.

Proof. The utility message has a fixed size of O(1) as it contains a single utility value
related to the current sample message &. Both the sample message and the final message
are appended with the sample of the agent before it is sent to the children of the agent.
This limits the size of these messages to O(t). O

Proposition 3. The total number of messages sent by an agent in D-Bay is O(cS"), where
t is the depth of the tree, S is the number of samples and ¢ denotes the largest number of
children.

Proof. When agent a; receives a sample message from its parent it generates S samples
that are sent to all its children C;. This process continues until the leaves of the pseudo-tree
are reached and will bind the number of messages for an agent to O(cS?). O

Proposition 4. The maximal runtime complexity of each agent in D-Bay is O(S?), where ¢
is the depth of the tree.

Proof. For every sample message an agent receives it optimizes the value of its next sample
through Bayesian optimization a total of .S times. The runtime complexity of the agents is
greatest for the leaf agents and therefore the maximum number of samples for an agent is
O(Sh). O

In the next section, the convergence of D-Bay to the global optimum of a C-DCOP is
analyzed. D-Bay utilizes Bayesian optimization for the sample selection within the sample
propagation phase. For that reason, the performance of D-Bay depends highly on the
properties of the Bayesian optimization method. As mentioned in Section 4, Bayesian
optimization consists of the combination of a kernel and an acquisition function. Therefore,
the analysis is focused on the selection of the kernel, the acquisition function, and their
parameters.
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Figure 3: Graphical overview of the sample propagation phase of D-Bay. Agents are in-
dicated by circles labeled with an agent index, and utility functions are shown as black
lines. Starting from the root a; (I), sample message &7 is sent to its children (ag,as3).
Subsequently, agent ag will send sample message S3 to its children (II). After iterating
between its children and calculating its local utility (III), agent as combines all utilities (IV)
and checks its threshold (V). The check for the threshold is indicated by an annotated grey
diamond. If the threshold is reached the agent a3 sends utility message ilé to its parent
(VI). This process is repeated when the root a; sends another sample message and finishes
when a; the convergence threshold or the number of samples is reached (VII). Note that
the interactions between a; and ao are not illustrated for brevity.
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(a) Partial trace for simple DCOP during sample propagation phase. During the optimization,
the children sample their variables based on the sample message of a parent. This dependency is
indicated by the curly brackets, where the samples associated with a parent sample are contained
within the curly bracket.

(b) Detailed view for agent as.

Figure 4: Graphical examples of a partial trace of the Bayesian optimization process. The
agent associated with the trace is shown on the left. The trace consists of the utility function
approximation (top) and the acquisition function (bottom). The function approximation
shows the samples ( + ), the mean ( --- ), and the standard deviation ( H ). The acquisition
function shows both the values ( — ) and its optimum ( + ). The optimum of the acquisition
function determines the next sample of the objective function.
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6. Theoretical Analysis of D-Bay

This section analyses the convergence of D-Bay to the global optimum of a C-DCOP in two
parts. Firstly, in Section 6.1, the convergence to the global optimum of the utility functions
within the sampling propagation phase is proven. It shows that if the Lipschitz constant of
the utility functions is known, the convergence to the global optimum can be guaranteed
through the appropriate selection of the kernel and the acquisition function. In this paper,
all utility functions are assumed to be Lipschitz continuous with known Lipschitz constant.
A utility function f(-) is Lipschitz continuous with Lipschitz constant Ly if

|f(xi) = f(x;)] < Lyle; — ] Va;, z; € dom(f) (6)

where dom( f) denotes the domain of the utility function.

Secondly, in Section 6.2, the convergence of D-Bay to the global optimum of the objective
function based on the global optima of the utility functions is proven. This analysis focuses
on the assignment propagation phase. The two parts of the analysis are combined to prove
the convergence of D-Bay to the global optimum of C-DCOPs with utility functions with
known Lipschitz constants.

6.1 Convergence of Bayesian Optimization Based on Lipschitz Continuous
Functions

As shown by Térn and Zilinskas (1989), the convergence to the global optimum of a function
by Bayesian optimization can only be guaranteed through dense sampling of the domain
of the function. For this reason, within the Bayesian optimization method, the acquisition
function will need to produce dense samples. In the work of Vazquez and Bect (2010,
Theorem 6), the expected improvement acquisition function, given by Equation (4), is
proven to produce dense observations within its search region. The search region is defined
in Definition 1.1.

Definition 1.1. The search region of the acquisition function ggi(-) (based on f(:) and O)
is defined by

S = {x € dom(f) : gmi(x,&|O) > 0}.

As a consequence of the dense sample generation property, S will converge to an empty
set when the number of samples goes to infinity. Therefore, since the next sample is chosen
from the search region (25 € S), the global optimum (z*) will be sampled for s — oo if
z* € §. In other words, if the optimum inclusion (z* € S) property holds, then global
convergence is guaranteed.

Definition 1.2. The upper bound function f(z|O) of (a Lipschitz continuous) function
f(-) over all observations in O is defined by

f(z]0) = min{L¢|z — x4 +ys : (25,ys) € O} Va € dom(f).

Definition 1.3. The upper bound region of f(-) holds all values of z for which the upper
bound function f(-) (Definition 1.2) is larger than the maximum observed value y* and is
defined by

U = {x € dom(f): f(z|O) > yT}.
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To find the conditions for which the optimum inclusion holds, the upper bound region
set is introduced. The upper bound region set U (Definition 1.3) is based on the upper
bound function f(-) (Definition 1.2). Note that by definition, f(z) > f(x) for all 2 and U
does not include any observations in O since f(x|0) = ys < y* for all 2. As shown in
Lemma 1.1, this region is guaranteed to include the global optimum if the optimum has
not already been observed. A graphical example of sets I/ and S, and f(-) can be seen in
Figure 5.

Posterior distribution

Acquisition function

a\ AMA?S

Figure 5: Graphical overview of the sets U, S, and the upper bound function f(-) based on
the observations O.

Lemma 1.1. The upper bound region U includes the optimum sample x* if it has not been
observed. Formally, if x+ # x*, then z* € U.

Proof. By Definition 1.2 and Equation (6), the value of the upper bound function at the

optimal sample is larger or equal to the optimal value. Formally, f(z*|O) > Y. If the
optimal sample has not been observed (z* # z™), then y* > y*. Consequently, f(z*|O) >
yT. Therefore, by definition of the upper bound region (Definition 1.3) the optimal sample

is included (z* € U). O

Based on the definition of the upper bound region, the optimum inclusion is satisfied
when the set inclusion &/ C S holds. The conditions for the set inclusion are given in two
parts. Firstly, in Lemma 1.2 it is shown that if for all samples where the sum of the mean and
deviation function is greater or equal to the highest sampled value, the sample is included
in the search region set. Secondly, by Definition 1.3, the upper bound function defines all
samples that are within the upper bound region set. By combining both conditions, we
find that if the sum of the mean and deviation function is greater than the upper bound
function, then & C S, as shown in Lemma 1.3.
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Lemma 1.2. If u(z|0) + o(z|0) > y* + & and o(z|O) > 0 then z € S.

Proof. By Definition 1.1, z € S if ggi(z,&|O) > 0. Let o(x|O) > 0 and define

w(z,£|0) = ZCEQ(CT%O)) and through substitution rewrite Equation (4) as

au1(2,€10) = =(2, 10 (w(x,£]0)) + (2106 (w(z,£0) ). (7)
Since o(z|0) > 0, we find ggi(z, £|O) > 0 if w1 ElO) - o where

=Ee)
‘W — w(;g’§|(’))<b(w(x,§\(9)> + ¢<w(w,§]0)>-

Define h(w) = w® (w) + ¢ (w). Then since &' (w) = ¢ (w) and ¢ (w) = \/%e_%w , we
find W' (w) = @ (w) + we (w) — wd (w) = ®(w). Let u(x|O) + o(x|O) > yT + &, then

2(z,£]0) > —o(x]|O0) and w(z,£|O) > —1. For w in the interval (—1, co] we find

h(w) = / B (v)dv + h(—1) = / B(v)dv — B(—1) + ¢(—1) > 0,
-1 -1

since ®(w) > 0 for finite inputs, and —®(—1) 4+ ¢(—1) > 0.

Therefore, if u(z|0)+0(z|O) > y*+& and o(z|O) > 0, then ggi(z,£|0) >0andz € S. [

Lemma 1.3. If u(z|0) + o(z|O) > f(x|0) + ¢ for all x € dom(f), thenU C S.

Proof. As shown in Lemma 1.2, if pu(z]|O) + o(x|O) > y* + £ and o(z|O) > 0, then z € S.
By definition of U, for all x € U we find f(z|O) > yT. Additionally, for all z € U we
find o(x|0) > 0, since 0?(x|0) = 0 only if z = x; and by definition z; ¢ U. Therefore, if
w(x|0) + o(z|0) > f(x]|O) + &, then x € S for all z € U. O

Note that x(-) and o(-) depend on the kernel and f(-) depends on the Lipschitz constant.
This raises the question of which (type of) kernel is capable of explicitly associating its mean
function and variance function to the Lipschitz constant.

An answer can be found in the work of Ding and Zhang (2018), where Markovian
class kernels are introduced as kernels that possess a Markovian posterior distribution.
The value of a Markovian posterior distribution for a certain input value only depends on
the observations surrounding that value. This property is beneficial as the upper bound
function, which is directly related to the Lipschitz constant, possesses the same property.
An additional benefit of this class of kernels is that the elements of K ~!(Q) can be expressed
analytically. This removes the need of inversion of a matrix of which the size grows with the
number of observations, since K (0Q) € R¥*5. As noted by Rasmussen and Williams (2006),
this inversion is considered a major restriction to the practical application of Bayesian
optimization. In general, a Markovian class kernel is defined by

Al 1) = N (plai)g () e,<o, +P(a))g(@) oo, )

for some function p(-) and ¢(-), where I(-) is the indicator function and A is the kernel scale
parameter. The observations are (re)ordered after every new observation, such that for
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scalar arguments x; < zg < --- < xg. The mean function ps(-) and the variance function
o2(-) of the posterior on the interval between observations for a kernel of this class is defined

by,
1s(2|0) = Ky (z, O)K; 1 (0)y,(0), (8)
o2(2|0) = k (z,2) — K] (z,0) K (O)ks(x,0), 9)

S S

for x € [x5_1, x|, where
ks(2,0) = [k (z1,2) ... K(zsm1,2) K(Ts5,2) K(Tog1,2) ... n(xs,x)]T,
T
ys(0)=[y1 o Yso1 Ys Yst1 --- ys| ,

and K 1(0) is a tridiagonal matrix of appropriate dimensions where the tridiagonal ele-
ments of K;1(O), for S > 3 and if K4(O) is nonsingular, are given by

( A" p(zo) if s =1
p(a1) (p(x2)g(x1) —pla1)g(x2)) ’

-2 Ts Ts—1)—P(Ts— Ts .
(Ks_l(o))s,s = & (p( )9 1) 7p(we- )9l +1)) , ifse {2, oS = l},
(p(xs)g(ﬂfs—1)—p(xs—1)9(1’s)) (P($s+1)g(xs)—p(ws)g(xs+1))

Ag(es 1) , if s =25,
[ 9(es) (p(as)g(@s—1)—p(es_1)g(zs))

and

o A2

;! = = s=2,...,5.
O = B ODeet = G gt — plaiigtn) 20"

All other elements of K;1(O) are equal to zero.

Next, we show that for the Dirichlet kernel, as introduced by Ding and Zhang (2018),
the inequality of Lemma 1.3 will hold for all observations if the kernel scale XA is chosen
appropriately. This kernel is selected over other Markovian class kernels because of its
simplicity. The Dirichlet kernel defined by

Ka(wi,25) = AN min(z;, 2;) (1 — max(z;, v;)) (10)

for x;,z; € [0,1]. Note that for rq, we find that p(z) = = and g(x) = (1 — x). The
mean function, given by Equation (8), and the variance function, given by Equation (9),
corresponding to the Dirichlet kernel in the interval [xs_;,zs] can be written as

Ns(xlo) _ ys—l(l‘s - SL‘) + ys(aj - xs—l) (11)

M
Ts — Ts—1

—(zs —x)(T5—1 — x)

Ts — Ts—1

03(x|0) = N (12)

The derivation of Equations (11) and (12) can be found in Appendix B. It is important to
note that both the mean function and the variance function on the interval [zs_1,x5] only
depend on the observations at the boundaries of the interval.
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Based on Equations (11) and (12), the inequality of Lemma 1.3 holds if
ps(x|O) + o5(x|0) > f(x|O) + € for x € [x5_1, x4 (13)

for all s € {1,...,5}, given 1 = 0 and g = 1. In other words, by using the Dirichlet
kernel, instead of analyzing the inequality in Lemma 1.3 over the entire domain of the
function, it is sufficient to analyze Equation (13) on the intervals between the observations.

Now that the acquisition function and the kernel have been selected, we need to find their
parameters (£ and \) such that the inequality of Equation (13) holds. These parameters
can be appropriately chosen based on the Lipschitz constant as given in Theorem 1.4.

Theorem 1.4. For a function f(-) with known Lipschitz constant Ly and dom(f) = [0, 1],
the Dirichlet kernel kq, and S,Z 3, where x1 =0 and xg =1,
will yield p(x|0) + o(x|0) > f(x]|O) for all x € dom(f) if X > Ly.

Proof. Let the functions us(-) and o4(-) be as defined by Equations (11) and (12), respec-
tively. At the observations (x = x5 for s € {1,...,S}), the inequality p(z|O) + o(x|O) >
f(x|0O) is satisfied, since jis(2s|O) + 0s(xs|O) = f(x5|O) = ys. Therefore, by letting z1 = 0
and zg = 1, only the closed intervals x € [rs_1,z;] for all s € {2,...,5} need to be
examined. The proof will focus on these closed intervals next.

Based on Equations (11) and (12) the inequality u(z|0) + o(z|O) > f(z|O) for the
Dirichlet kernel at the closed intervals can be rewritten as

ps(x|O) + 05(x|O) > f(2]|O) where x € [x5_1,z5] for all s € {2,...,S}. (14)

For the benefit of the analysis, we normalize the function input for every interval by defining
a normalized function argument as

— Ts—1

r(e]0) = =5 * (15)

Where Azs = x5 — 251 is the size of the interval, and 75(z[|O) € [0,1] for z € [z5-1, 7).
All possible critical points of f(-), 75, can be written as a function of v5(O) as

) = 3 + Lokl (16)
= 214 0(0)), a7)

where v4(O) € [—1,1] is defined as

Ys — Ys—1
vs(O) = T Agy

Likewise, the upper bound function f(-) (Definition 1.2) can be rewritten based on the
normalized interval as

LiAzsts(x]|O) + ys—1 if 0 < 745(x|0) < 75(v5|O),

o (18)
LiAzy(1 —75(x|0)) +ys  if 75(v5]O0) < 15(2]O) < 1.

fs(x|0) = {
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Figure 6: Graphical overview of the normalized function argument 7,(x|O) over its domain
[0, 1]. The domain corresponds to the interval [xs_1, s+1] where us(-) and o(+) are based on
the Dirichlet kernel and f,(-) is based on L 7 and Ax,. Based on the upper bound function,
the domain can be divided into two intervals [0, 75(vs|O)) and [7s(vs|O), 1].

A graphical overview of the normalized interval and the corresponding functions can be
seen in Figure 6.

After defining these variables, two separate intervals can be considered, [0, 75(v5|O)) and
[7s(vs]O), 1]. Both these intervals will be investigated next.

Interval [0, 75(vs|O)): Let 75(x|O) € [0,75(vs|O)). The mean function, given by Equa-
tion (11), on the interval can be rewritten based on the normalized function argument
as

o ys—l(xs - l’) + ys(SU - xs—l)

N Ts — Ts—1

= yYs—1(1 — 75(]|O0)) + ys7s(2]|O)

= ys—1 + Ts(2|O) L Az,vs(O). (19)

ps(7]|O)

Likewise, the variance function in Equation (12) can be rewritten as the deviation
function as

7,(+10) = A\/ ~{2 = 2o - 5)

Ts — Ts—1

= M/ = 75(2]0)) (2] O) A, (20)

Substitution of Equations (18) to (20) into Equation (14) yields

ps(2]0) + 05(x]0) = f3(2|0)

7s(z]O)

A2 U=nOW o)

L/ Axs. (21)
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Note that Equation (21) gives an explicit expression of the value for the kernel scale A
and all possible values of input/output pairs of the observations through the auxillary
variable v4(O).

To analyze the values of A\ for which the inequality of Equation (21) holds, the upper
bound of the right-hand side is determined.

Since \/75(2]0)/(1 — 75(2]0)) is monotonically increasing with respect to 74(z|O), we
find for 74(x|O) in the interval [0, 75(vs|O)),

TS(J;’(’)) 7A-S(VSK?)
(1—-v4(0)) (1= 7(z]O)) < (1-v4(0)) (1 - 75(v5]0))

l(1 + VS(O))
<(1-— ”S(O)>\/(1 i 3(1+v5(0)))

1 —v5(0)?
1.

IN A

Furthermore, since Az, < Az < 1, we find through substitution of the upper bounds
in Equation (21) that if A > L, then Equation (21) is satisfied for all possible obser-
vations.

Interval [75(v5]O), 1]: For this interval the same approach is applied. Let 75(z|O) €
[7s(vs]O), 1]; then substitution of Equations (18) to (20) in Equation (14) yields

ps(2]0) + 05(2|0) = fs(2]0)

A > (1+1v5(0)) (1 TS(T;@O L/ Az (22)

Since /(1 — 75(z]|0))/7s(x|O) is monotonically decreasing with respect to 75(z|0),
we find

(1 - 75(]0))

(1+VS(O)) TS(JI’O)

<1. (23)
Therefore, we conclude that for the interval [7,(v5|O), 1] if A > Ly then Equation (22)
is satisfied for all possible observations.

In conclusion, if A > Ly, we find that the inequality of Equation (14) will hold for the
intervals [zs_1,z,] for s € {1,...,S}. Since 1 = 0 and zg = 1, Equation (13) hold for all
€ (0,1). Subsequently, u(z|O) + o(z|O) > f(x|O) will holds for all x € [0, 1]. O

According to Theorem 1.4, if A > Ly we find pu(z|O) + o(z|O) > f(z|O) for all
x € dom(f). Applying Lemma 1.3 and setting £ = 0, yields Y C S where z* € S for all
observations. Subsequently, the Bayesian optimization will converge to the global optimum
of the function. Note that for all functions without a normalized domain, the Lipschitz
constant should be scaled according to the scaling required for the normalization of the
domain.
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6.2 Convergence of D-Bay Based on Global Optima of Utility Functions

As shown in Section 6.1, all agents can find the global optimum of the aggregate utility of
their utility functions and the utility functions of their children through Bayesian optimiza-
tion. In this section, it will be shown that given the global optima of the utility functions,
D-Bay will find the global optimum of the objective function.

During the sample phase of D-Bay, none of the agents can optimize their variables
without interaction with other agents. The interaction involves the sending of (top-down)
sample messages S and (bottom-up) utility messages 4. Therefore, for the leaf agents,
the optimization depends on their utility functions and the sample message of their parent,
S;, as

px, = argminmg (&) = argminn ( n (fn(an | 6j>) Va; : C;=0. (24)

PEXX, PEXX, fn€F;

When the kernel and acquisition function are selected as detailed in Section 6.1, the
assignment px, is optimal with respect to the assignments of the (pseudo-)parents of agent
a;, since &; = pp, U ppp,. Consequently, the optimal assignment results in the optimal
value for the utility message ilg given the sample message G;.

This optimal value is sent as a utility message to the parents of the leaf agents and
results in the following assignment for the other agents:

px, = argminm (i&,iﬁ) = argminn < n (fn(pvn | 6]-),111-) Va; : C; #0. (25)

pEXX, pPEXX, fn€F;

The aggregated utility message 94 = n (112) is the aggregate of the optimal utility
aL€C;
messages of all children given an assign;nent of a;. Therefore, agent a; can calculate the
optimal assignment with regard to its parent sample message.
This process is repeated until the root agent a; has received all utility messages from
its children. As the root agent does not have any (pseudo-)parents, Equation (25) can be
rewritten as

px, = argminn (ﬂl,ﬂl) = argminn ( n (fn(pvn)>,ﬁ1> = pX,- (26)

PEEX, PEEX, fn€F1

Note that £; holds the aggregate utility value of all other agents based on the sample of the
root agent. For that reason, if the root agent finds the optimal assignment px, it is equal
to the optimum of the objective function p¥ .

After the root agent has found the optimal assignment of its variables it starts the
final phase of D-Bay. In this phase the root agent sends the optimal assignment as a
final message to its children, S = {p%l}. Based on that optimal sample all agents are
able to determine their optimal assignments, as shown in Equation (25), and append their
optimal assignment to the final message before sending the final message to their children,
ie. &; = {rx,} U ('%j. This process is repeated until the leaf agents are reached and all
agents have assigned the globally optimal values to their variables.
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6.3 Summary

In Section 6.1 it was shown that, based on the Lipschitz constant of a utility function (or
aggregate of functions), the kernel and acquisition function (and their parameters) can be
appropriately selected to guarantee convergence to the global optimum of the utility func-
tion. Subsequently, Section 6.2 has shown that, if the agents can find the global optimum
of the aggregate of the utility functions, D-Bay will converge to the global optimum of the
objective function. Combining these results proves the convergence of D-Bay to the global
optimum of the objective function for utility functions with known Lipschitz constants.

7. Simulation Results

In this section, the performance of the D-Bay algorithm is compared to DCOP solvers and
C-DCOP solvers. The sampling-based DCOP solvers Sequential Distributed Gibbs (SD-
Gibbs) (Nguyen et al., 2019) and DUCT (Ottens et al., 2017) are chosen to compare the
performance of the D-Bay algorithm with discrete solvers of the same class. Additionally,
DPOP (Petcu & Faltings, 2005) is added to the comparison to represent the optimal solution
of the DCOP solvers, since these solvers operate on the same domains and DPOP is a
complete solver. The C-DCOP solvers AC-DPOP (Hoang et al., 2020) and PFD (Choudhury
et al., 2020) are selected as both achieve higher performance than the HCMS algorithm of
Voice et al. (2010).

The implementation of DPOP is included within the pyDCOP library (Rust, Picard, &
Ramparany, 2019). All other algorithms have been included in the pyDCOP library and
made available publicly!. The simulations are conducted on a 2.1 GHz Intel Xeon Gold 6152
CPU machine with sufficient memory for the requirements of all solvers and the computation
time is limited to one hour. All algorithms are evaluated on two types of problems: random
graphs and sensor coordination problems.

The hyperparameters of the solvers are fixed for all experiments and their values are
listed in Table 1. If available, the values are taken equal to the listed values in the original
works. The termination criteria for the incomplete solvers will be related to the parameters
of the experiments.

Table 1: Hyperparameters of DCOP solvers used during simulations.

Algorithm  Hyperparameters

DPOP -

SD-Gibbs iterations = 20

bDuCT e=10.6,0 =0.1

AC-DPOP iterations = 100, = 0.001, o = 0.01

PFD particles = 2000,w = 0.9,¢1 = 0.9, c2 = 0.1, maxy, = 5, max,_ = 15
D-Bay A= Ly

The experiments are defined based on three parameters: number of constraint checks,
number of agents |A|, and density of the graph p;. The density of the graph is defined as the

1. https://gitlab.com/jfransman/pyDcop/
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ratio between the number of edges and the maximal number of possible edges. The number
of constraint checks is used as a parameter to compare the DCOP and C-DCOP solvers
based on computational efficiency. The efficiency of the solver is an important measure
for problems for which the utility functions are computationally expensive to evaluate.
Note that when comparing solvers for problems in which communication is the bottleneck
non-concurrent constraint checks (Meisels, Kaplansky, Razgon, & Zivan, 2002) are more
suitable.

For all DCOP solvers, the continuous domains are uniformly discretized in a preprocess-
ing step to convert the C-DCOP into a DCOP. The domain cardinality of the generated
DCOPs is related to the constraint checks during the solving procedure. More values within
a domain will constitute more possible evaluations of the utility functions. The C-DCOP
solvers operate directly on the continuous domains; however, most solvers have a param-
eter that is analogous to the domain cardinality. The AC-DPOP algorithm requires the
discretization of the domains within a preprocessing step. As Hoang et al. (2020) provides
no method for defining the optimal level of discretization, the discretization is set equal
to that of the DCOP. The PFD algorithm initiates by selecting a random value for every
particle using a uniform distribution from the domains and updates the values during ev-
ery iteration. The D-Bay algorithm samples the continuous domains dynamically without
discretization. For that reason, the number of samples parameter is used as a threshold
during the experiments.

7.1 Random Graphs

For the generation of the random graph experiments, the NetworkX (Hagberg, Schult, &
Swart, 2020) generator, embedded within the pyDCOP library, is used. Based on the
randomly created graph, a C-DCOP is generated by allocating a variable (and agent) to
every node and defining utility functions for all edges. The bi-modal Bird function (Mishra,
2006) (shown in Figure 7) is used as utility function. The Bird function was created as a
test function for global optimization and contains multiple local optima at different values.

Based on the three defined parameters, numerous experiments are conducted; the num-
ber of agents is varied from 3 to 10, and the graph density is varied from 0.1 to 0.4 with
increments of 0.02. All experiments are repeated 50 times and the median of the most
illustrious results are shown in Figure 8.

In Figures 8a and 8b the relative utility is calculated based on the utility found by a
centralized exhaustive search-based algorithm on densely discretized domains. The relative
utility shows several important properties of the solvers. In Figure 8a all solvers show an
increase of relative utility that converges when the number of constraint checks is increased.
The performance of the C-DCOP solvers differs significantly. The AC-DPOP solver shows
a nearly constant performance but requires a large number of constraint checks. This is
expected as the AC-DPOP solver initially starts with domain values that are equal to that of
the discrete solvers and then the agents update their values based on a local gradient descent
method. Upon further investigating the cause of the constant performance, we found that
most of the domain values converge to the same local optima. This effectively reduces the
number of domain values that are evaluated. During optimization, the utility values at the
local optima of the Bird function are sent to the parents of the agents after which these
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f(x1, x3)

Figure 7: Combined view of the function values and a contour plot of the Bird function
(Mishra, 2006) on the domain z; € [—-27, 27| for i =1, 2.

values are interpolated. This (linear) interpolation results in a large overestimation of the
utility values between the optima, therefore the solver does not escape the local optima and
the performance does not improve when the constraint checks in increased.

The performance of the PFD solver steadily increases for larger numbers of constraint
checks. This behavior is expected since the domain values are updated during optimization
based on the shared particles. The particles represent (partial) allocations of the variables
within the C-DCOP. The relatively large number of particles (2000) increases the chance of
producing particles that represent high utility allocations. These particles influence other
particles during their value updates, thereby improving performance. This effect also holds
for particles that are initialized near local optima. These particles influence other particles
by driving them away from regions with high global utility.

Compared to other solvers, D-Bay shows the most consistent performance, in terms of
achieved relative utility. It shows a (near) monotonic increase in performance. This can be
explained by the property of the Bayesian optimization. Bayesian optimization combined
with the appropriate choice of the kernel based on the Lipschitz constant ensures that all
samples are selected such that the largest amount of information about the optima is gained.
This allows for the exclusion of large regions of the domains, which effectively focuses the
sampling on high-utility areas of the search space.

The results of the DCOP solvers (DPOP, SD-Gibbs, DUCT) show increasing utility that
approaches the optimum. Compared to the C-DCOP solvers, the utility does not increase
as smoothly when the number of constraint checks is increased. Upon further investigation,
the performance of the DCOP solvers shows a clear dependency on the selection of the
domain values. This is visible by the irregular increase of the relative utility for increasing
domain cardinality as shown in Figure 8b. For a domain cardinality of 9, the discretiza-
tion resulted in an excellent performance. This highlights a drawback of solvers that are
dependent on discretization, as increasing the cardinality will not always guarantee better
performance. In other words, there is no monotonic relation between the cardinality of
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Figure 8: Experimental results for the random graph problems.

the domains and the performance. The results of the DCOP solvers (DPOP, SD-Gibbs,
DUCT) can be seen to overlap significantly. The DPOP algorithm yields the optimal so-
lution of the discretized C-DCOP. This indicates that both SD-Gibbs and DUCT show
close-to-optimal performance with high consistency. DUCT outperforms SD-Gibbs for low
values of the domain cardinality however, for all higher values, SD-Gibbs achieves close to

optimal performance. However, these algorithms require more constraint checks as can be
seen in Figure 8a.

The performance of the D-Bay algorithm is very close to the optimum for 5 x 102
constraint checks. Similar performance is consistently achieved by the DCOP solvers at
1 x 10* constraint checks. To show D-Bay has a high sample efficiency independent of the
number of agents and the density of the graph, these values are used in the comparison for
the experiments with a varying number of agents and graph density. The results are shown
in Figure 9.
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Figure 9: Comparison of performance based on a varying number of agents and graph
density.

Figure 9a shows the results for problems with a graph density of 0.2, where the number of
agents is varied from 3 to 10. In Figure 9b the results for a 6 agent problem are shown, where
the graph density is varied from 0.1 to 0.4 with increments of 0.02. Within both figures,
the performance for all solvers is shown to be closely related to the results from Figure 8b.
This demonstrates the fact that the sample efficiency of D-Bay holds for numerous random
graphs. In other words, D-Bay achieves high performance with a limited number of samples
and this performance is achieved by the compared algorithms only for a larger number of
(evaluated) domain values.
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7.2 Sensor Coordination Problems

The sensor coordination problem is an optimization problem in which every agent needs to
orient its sensor to observe targets as accurately as possible. A real-world analogy would be
the optimization of the orientation of multiple cameras based on image recognition. This
problem is modeled within the DCOP framework as a distributed problem. The image
recognition process can require significant computational effort depending on the image
quality and the type of target(s). It is therefore computationally intensive to check every
orientation of the camera, especially for a centralized approach. Even for a relatively small
number of agents, a DCOP representation of these problems will result in a large search
space.

Within the sensor coordination problem, all sensors are modeled identically in terms
of their sensor range [ and angle of view 3. These properties, combined with the position
of the sensor, determine the observation domain of the sensor. This domain defines all
locations that could be observed by the sensor. The orientation w; of the sensor of agent a;
determines the observed area within the observation domain. A target is detected when it
is located within this area. For every detected target, a (positive) utility value is allocated
to the agent. The maximum utility is allocated when the sensor is oriented directly at
the target. The utility value decreases linearly towards the edges of the observation area.
The optimal utility is determined by the optimal solution of the centralized optimization
approach with 720 samples (0.5 degree resolution) for every domain. The parameters of
the problem are the number of targets 7', the number of sensors N, the sensor range [,
the angle of view [ of the sensors, and the arrangement of the sensors. The sensors are
arranged in an equally distanced rectangular grid. Various configurations are simulated,
where a configuration indicates the number of rows and columns of the grid. The sensors
are positioned such that the combined observation domains of all sensors are maximized
without allowing unobservable areas between the sensors. For this reason, the distance
between the sensors of the same row or column is v/2I. The locations of the targets t
are uniformly distributed within the combined observation domains of the sensors. In the
experiments, the problems are generated with 6 sensors, 12 targets, and with identical sensor
properties, where the sensor range is set to [ = 1 and the angle of view is set to § = 36°. A
graphical example of the simulated sensor coordination problems can be seen in Figure 10.
The sensor coordination problem is described within the C-DCOP framework as follows:

o A ={ay,...,ap} is the set of agents, where M is the number of agents. The position
of agent i is denoted as p; € R2.

e X ={wi,...,wn} is the set of sensor orientations, where N = M.

e D = {D,,...,Dy}, where D; = (—180°,180°) for all « = 1,..., N indicating all
possible values of sensor orientation w;.

o F = {f,}1_, is the set of utility functions associated with the observation of the
targets. The number of targets is denoted by 7' € IN. Target n is located at position
t, € R?. The utility functions of the targets are described as f, = maxi—1.. N (fni)
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forn=1,...,T, where

— e = >
I {1—wi—4pitn|/,8 if ||pitnl| < 1 and |w; — Zpita| < B
n,g —

0 otherwise

and p;t, denotes the vector between the location of the target ¢, and the position of
the agent a;. Figure 11 shows an example of the utility value as a function of the
angle of view.

o a(w;) =a; fori=1,...,N allocating a single sensor to every agent.

e =) (), resulting in the goal function G(-) =>_; cp fu(")-

Figure 10: Graphical example of a sensor coordination problem with 6 sensors and 12
targets. The sensors a; are arranged in an equally distanced rectangular grid. The distance
between the sensors is based on the sensor range [. The observation domain is indicated by
a dotted circle centered around the position of the sensor. The observed area of the sensors
is shown as shaded areas and is based on the angle of view § and the orientation w;. The
targets are shown as annotated black circles.

In this section, the performance of D-Bay is empirically evaluated using the achieved
relative utility as a function of the number of samples. This metric is important to consider
if the evaluation of the utility functions by the agents is computationally expensive. The
relative utility allows for the comparison of the results over various randomly generated
problems. The achieved relative utility is defined as the achieved utility divided by the
optimal utility generated by centralized exhaustive search based on densely discretized
domains. The number of samples is defined as the maximum number of domain values
checked by an agent and allows for a comparison based on sample efficiency per agent
instead of the algorithm as a whole. For the DCOP solvers, the number of samples (per
agent) is equal to the domain cardinality of the variables of the discretized C-DCOPs. The
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—180° -5 0° 15} 180°
—
w; — £pitn

Figure 11: Utility function f, ; indicates the utility of agent a; for the observation of target
ty, if the target is within the sensor range [ ( || p,—t>n|| <1). The angle of view of the sensor is
denoted as 3. On the horizontal axis the difference between the sensor orieILation w; and
the angle between the position of the agent and the position of the target Zp;t, is given.

C-DCOP solvers iteratively update the domain values by either local gradient descent (AC-
DPOP), particle velocity update (PFD), or sampling (D-Bay). In order to compare these
solvers, the number of updates of the value of the root agent is used.

The performance results of D-Bay compared to the DCOP and C-DCOP solvers are
given in Figure 12 for various configurations of the sensor coordination problem. Similar to
the results of D-Bay in Figure 8a, the sample efficiency of D-Bay enables it to outperform
both the DCOP solvers as well as the C-DCOP solvers. The performance of PFD slightly
surpasses D-Bay for the 1x2 configuration but falls behind all other solvers for the 2x2, 2x3,
and 3x2 configurations. This indicates that the performance of PFD largely depends on the
random initialization of the particles.

0.8+

Relative utility [-]
© o o o o o
N w H w [e)] ~

e
=

0.0-
1x1 1x2 1x3 2x1 2x2 2x3 3x1 3x2 3x3

DPOP B D-Bay B AC-DPOP B SD-Gibbs @ DUCT B PFD

Figure 12: Sensor configurations for 10 targets and 10 number of samples.

The performance results of D-Bay compared to the centralized approach are presented
in Figure 13. This figure shows the results for 30 randomly generated problems for 6 sen-
sors and 12 targets. The results show an increase in the achieved relative utility of D-Bay
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compared to the centralized approach based on the number of samples. The difference in
achieved utility can be explained by investigating the sampling strategies. The central-
ized approach samples the sensor orientations equidistantly. Therefore, as the number of
samples is increased, the resolution of the samples increases uniformly for the centralized
approach. D-Bay samples dynamically to balance exploration and exploitation based on all
previously acquired observations. Consequently, D-Bay will initially focus on exploration
and eventually focus on exploitation. This behavior is clearly visible in Figure 13a in the
range between samples 3 and 10. Within this range, D-Bay samples the sensor orientations
equidistantly focussing on exploration. The sampling behavior is identical to the centralized
approach, which can be seen in the similarity in achieved utility. For more than 11 number
of samples, the achieved utility of D-Bay increases substantially. This can be explained
based on the angle of view of 36° of the sensors during the experiments. At 10 samples the
entire observation domain of a sensor is observed. Afterward, the switch to the exploitation
of the observations increases the achieved utility more than the continued exploration of the
centralized approach. The advantage is even more prominent when comparing the number
of samples required by the centralized approach to achieve equal utility to D-Bay, as shown
in Figure 13b. This clearly shows the advantage of the dynamic sampling of D-Bay over
equidistant sampling.

LOfF mmmmm e e e o g R —

0.9}
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507 H
3 N
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® c
g o6t 8
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041 =—a Centralized ||

e—e D-Bay
03 - - - A
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Number of samples [-] D-Bay [-]
(a) Achieved relative utility. (b) Required number of

samples for equal utility.

Figure 13: Simulation results for randomly generated sensor coordination problems with
6 sensors and 12 targets. The figures show the average result of 30 randomly generated
problems. Figure 13a shows the achieved utility of D-Bay and the centralized approach
relative to the optimum. Note that the achieved utility for both algorithms is equal for
3 samples since the first 3 samples are equidistantly spaced for D-Bay. Figure 13b shows
the number of samples required by the centralized approach to achieve the same utility as
D-Bay.
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8. Conclusions

In this paper, the novel algorithm called Distributed Bayesian (D-Bay) has been introduced
to solve Continuous Distributed Constraint Optimization Problems (C-DCOPs). Within
D-Bay, the continuous domains are sampled based on Bayesian optimization. This removes
the need for the discretization of the domains and balances exploration and exploitation of
the global search space by incorporating knowledge about the utility functions within the
kernels of the probabilistic models. Compared to DCOP solvers, which require discretization
of the C-DCOP, it results in a reduction of the computational and memory demands of the
individual agents. For utility functions with known Lipschitz constants, D-Bay is proven to
converge to the global optimum solution of the C-DCOP.

Random graphs and sensor coordination problems have been used to evaluate the per-
formance of D-Bay. The results show that D-Bay outperforms a centralized approach as
well as state-of-the-art DCOP and C-DCOP solvers based on the achieved utility as a func-
tion of the required number of samples. This sample efficiency is a result of the application
of Bayesian optimization with the D-Bay algorithm. Implementations of the proposed
algorithm and the state-of-the-art DCOP and C-DCOP solver have been added to the
open-source software library pyDCOP (Rust et al., 2019) and made available publicly?.

In future work, D-Bay will be extended towards dynamic DCOPs (Fioretto et al., 2018)
in which the agents need to optimize a dynamic problem at every time step. An extension
will increase the applicability of the proposed algorithm to dynamic mobile sensor platform
problems in which tracking of targets is an important factor, such as multi-agent surveil-
lance. In a dynamic adaptation of the sensor coordination problem, the locations of the
targets change over time based on the target properties, such as velocity and turn radius.
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Appendix A. The Distributed Bayesian Algorithm

In this appendix, the formal description of the distributed Bayesian algorithm is presented.

Algorithm 2: Distributed Bayesian (D-Bay) for agent a;
Input : PZ', PPZ, Ci, ].:)(317 Fai, Fpi, Xi, K
Output: px,
Initialization
if root agent then
while not threshold reached do
ng = optimizeLocalVariables(();
end

processFinal ();
when received sample S, from parent P;
while not threshold reached do

‘ ilg ‘= optimizeLocalVariables(&;);
end

send(P;, );
when received final éj from parent P;

‘ processFinal(éj);

Function optimizeLocalVariables(&;)
px,; ‘= computeOptimalSample(k);
Si = 6; U{px,};
ilg = calculateUtility(5;);
return ilg;

Function calculateUtility(&;)
= min 0 (fulpv, | 6)));

pezxi anFz
if C; # () then
{l; := getChildUtility(&;);
4= (Lli,flz');
else ‘
et
storeUtility (4!, &;);
return ilg;
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Function getChildUtility(&;)
foreach aj; € C; do send(ai, S;);
when received ﬂ}; from all a, € C;

L= (4);

ap€C;
return ﬂi;

Procedure processFinal (&;)
px; = retrieveOptimallocalSample(S;);
S; = 6; U{px,};
foreach a; € C; do send(ar, 6;);

Appendix B. Dirichlet Kernel Interval Functions

In this appendix, the derivation of the mean and variance function corresponding to the
Dirichlet kernel are presented.

As shown in the work of Ding and Zhang (2018, Theorem 2), a kernel x of the Markovian
class reduces the mean function ps(+) and the variance function o2(-|O) of the posterior on
the interval between observations as given in Equations (8) and (9), respectively. For the
Dirichlet kernel as defined by Equation (10), for a normalized domain z;,z; € [0, 1] and the
kernel scale parameter \, the non-zero elements of the K;!(0) matrix are given by

)\—2:}0717 if s — 17
x1 (:z:g—atl) s
(K7H0))ss = A*Z(xs_(izi)*(i::)_xs), ifse{2,...,5—1},

A2 (-zs-1) if s =8,

(1—:05)(965—:05_1) )

and

428



DISTRIBUTED BAYESIAN: A CoNTINUOUS DCOP SOLVER

The mean function us(-) and the variance function o2(-|O) for the Dirichlet kernel can
be rewritten accordingly as

ps(2]0) = kg (2, O) KT (O)ys(0)

n
Ys—2
- [0 L0 meme o Tt g |Ysel
s s—1 s s—1 ys
Ys+1
L Ys |
Ts—x T—Ts_ Ys—1
= [xs*xs—l xsfxs—11i| |: ys :|
_ ysfl(xs - l‘) + ys(l' - 1‘371) (27)
Ts — Ts—1
and
a3 (2]0) = K (z,2) — Ky (2, 0) K (O)ks(z,0)
[ A22(1—2) |
Nxg ol — )
_ oz Nxg 1(1—x)
_ )2 o o Ts—T T—Ts—1 s—1
=M%p(l—a) = |0 ... 0 ppr el 0 ) ol o)
Nx(1 — 2411)
| Vo1 - as) |
3 (z(1—a) - <m8_1(1 —z)(xs — x) n z(1—axg)(z — w5_1)>
Ts — Tg—1 Ts —Ts—1
— )\2 (1’3 B x)('rsfl B $) (28)
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