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Abstract
In this paper, we describe and release publicly the audio-visual
wake word spotting (WWS) database in the MISP2021 Chal-
lenge, which covers a range of scenarios of audio and video
data collected by near-, mid-, and far-field microphone arrays,
and cameras, to create a shared and publicly available database
for WWS. The database 1 and the code 2 are released, which
will be a valuable addition to the community for promoting
WWS research using multi-modality information in realistic
and complex conditions. Moreover, we investigated the differ-
ent data augmentation methods for single modalities on an end-
to-end WWS network. A set of audio-visual fusion experiments
and analysis were conducted to observe the assistance from
visual information to acoustic information based on different
audio and video field configurations. The results showed that
the fusion system generally improves over the single-modality
(audio- or video-only) system, especially under complex noisy
conditions.
Index Terms: Wake word spotting, audio-visual database, data
augmentation, analysis

1. Introduction
Wake word spotting (WWS) can be considered as a specific case
of keyword spotting (KWS), which plays a very important role
in smart device terminals like mobile phones and digital assis-
tants, concerning the identification of predefined wake word(s)
in the input utterances [1, 2]. The usual WWS systems are based
on audio modality and require a large amount of keywords data
to train [3, 4, 5, 6, 7]. These WWS systems usually perform
well in clean speech conditions. However, their performance
will degrade significantly under noisy conditions [8, 9, 10, 11].
In addition, WWS is still challenging in the far-field due to the
interference in signal transmission and the complexity of acous-
tic environment [12]. In order to activate the interactions be-
tween devices and users, a robust wake word detection module
is particularly important.

Significant progress has been made in the past few years in
mitigating the challenges under a variety of acoustic conditions
and improving the far-field for audio wake word detection. A
number of works have been done to improve the robustness to
noise by introducing a speech enhancement module [10, 12, 13],
the secondary network [14], data augmentation techniques [15],

*corresponding author
1https://challenge.xfyun.cn/misp dataset
2https://github.com/mispchallenge/MISP2021-AVWWS

the new training method [16] and investigating novel network
structure [17, 18, 19]. Researchers also use various training
techniques, such as data augmentation, semi-supervised learn-
ing and audio front-end (AFE) algorithms to mitigate the chal-
lenges under far-field conditions [12, 20, 21, 22]. In [23], a
multi-look enhancement network (MLENet), which enhances
the acoustic sources with multiple look directions simultane-
ously, is utilized to improve KWS performance in large noisy
and far-field conditions. Despite the above research progress,
WWS is yet a challenging task, especially in realistic environ-
ments with a low signal-to-noise ratio (SNR) and has attracted
the attention of speech researchers. In [24], the authors demon-
strate that if audio is available, visual keyword spotting im-
proves the performance for both a clean and noisy audio signal.
They also pointed out some applications for visual KWS, such
as assisting people with speech impairment or aphonia.

One of the main challenges in real-world audio-visual KWS
applications is the increased computational cost brought by the
visual modality. In our previous work [25], a neural network
pruning strategy via the lottery ticket hypothesis in an itera-
tive fine-tuning manner (LTH-IF) provides a solution for the
lightweight and low computational. Another factor that hinders
the development of audio-visual KWS is the lack of publicly-
available large-scale datasets. Zheng-hua Tan et al. reported a
review on existing keyword spotting databases and approaches
[26]. A limitation of the existing public WWS database is that
most of them contain only audio. Therefore, those databases
cannot be used to study the information from other modalities.
The corpus containing rich modalities and scenarios will also
greatly promote the research of this task.

In this paper, we describe and release publicly the wake
word spotting database in the MISP2021 Challenge [27], which
involves a distant multi-microphone conversational audio-
visual data recorded in the home TV scenario. Specifically, we
have double-checked all data and deleted a few asynchronous
samples in the training set and development set. In order to im-
prove the challenge in the evaluation set, we have also added
some confusing-word data. Different from the challenge, we
also supplemented the data of near- and mid-field to all re-
searchers. Moreover, extensive experiments were provided for
deep analyses of the database, involving different data augmen-
tation methods of audio and video modalities. We also designed
a set of audio-visual fusion experiments under different audio
and video field configurations. Finally, a deep analysis was con-
ducted to present the assistance and complementarity of visual
information to acoustic information in complex noisy environ-
ments.
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Figure 1: The architecture of our audio-visual wake word spotting research.

The database is available online, which will be an extremely
valuable resource for researchers in wake word spotting and will
push forward the endeavour in multi-modal information pro-
cessing under realistic and complex conditions.

2. Database
2.1. Existing databases

Data are an essential ingredient for any deep learning system,
which is not only used to train the parameters of the algorithm
but also used to validate it. Zheng-hua Tan et al. discussed the
existing keyword spotting databases [26], focusing on the audio
corpus. The authors point out that one of the existing problems
is that the majority of the speech corpora of interest for KWS
research and development are not publicly available, and they
are for (company) internal use only. One obvious manifestation
is the number of keywords per dataset is set mostly 1 or 2 for this
is that datasets mainly fit the application of KWS, such as voice
assistants. According to [26], only seven are public, from the
26 datasets of statistics. They also highlight the importance that
the dataset acoustic conditions should be as close as possible to
real-world KWS deployment scenarios.

Most audio-visual databases are not publicly available. As
it is discussed in [26], one main problem with the databases in
[24, 28] is that they were not developed for KWS, and, there-
fore, they do not standardize a way of utilization facilitating
KWS technology comparison. Recording scenarios consist of
home environments with background TV noise or little visual
occlusion since this is the target scenario of many KWS ap-
plications. Other requirements for a good database include: a
decent number of speakers, synchronized multi-modal data, and
good coverage of complex realistic scenarios. To the best of our
knowledge, there are currently few WWS databases that satisfy
these core requirements.

2.2. The MISP2021-AVWWS database

The MISP2021-AVWWS database described in this paper was
designed to overcome some of these basic limitations. In con-
trast to the challenge corpus, the updated corpus has the follow-
ing features:
• During the challenge, only far-field audio/video data in the

evaluation set were released. In the updated corpus, all eval-
uation data were released to support various research, such as
mid-field video could be used for lipreading tasks, etc.

• We have double-checked all training/development data and
deleted asynchronous samples;

• More than 800 confusing words utterances have been added
to the evaluation set for increasing the challenge of the task.

The database contains about 125 hours of audio-visual data.
A main problem with existing WWS corpora is that they do not
standardize a way to facilitate WWS technology reproducibil-
ity and comparison. We divide the data set such that there are
non-overlapping speakers across the training, development and
evaluation sets. Table 1 shows the division of the audio-visual
data and indicates details regarding the number of sessions, the
type of room, and the number of male/female speakers. The
wake word is “Xiao T Xiao T”. The data set includes 115 ses-
sions. The number of speakers within one conversation session
ranges from 1 to 6. The total number of speakers in the data
set is 327. All speakers are native Chinese speaking Mandarin
without strong accents. Various conversation topics were rec-
ommended during the recording. Some real noise data is also
provided. In addition, for video data, the lip region of interest
(ROI) is also provided, which is extracted by using our internal
detection tools.

Table 1: Overview of the MISP2021-AVWWS database. [P: for
presence of wake word, N: for absence of wake word]

Dataset Training Dev Eval

P N P N P N

Duration (h) 5.49 107.89 0.48 2.28 1.68 7.83

Session 88 88 8 8 19 19
Room 25 25 5 5 8 8

Participant 252 252 28 28 47 47
Male 78 78 9 9 27 27

Female 174 174 19 19 20 20

3. Framework
The overall flowchart of the audio-visual WWS architecture is
shown in Figure. 1, which mainly consists of three parts: audio
stream, video stream and fusion stream. The details are elabo-
rated in the following subsections.
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3.1. Audio stream and data augmentation

Data augmentation methods are proven to be very effective in
the WWS task of the MISP2021 Challenge [29, 30]. Inspired
by [31], we adopt several data augmentation methods for audio
data to improve the generalization capabilities of the models in
the training stage, which are listed below:
• Noise/Reverberation adding: It is performed on audio wave-

forms to add random interference;
• Pitch shifting: It is performed on audio waveforms to ran-

domly shift the pitch based on the uniform distribution;
• Speed changing: The speed of audio is randomly changed on

utterance level to perform data augmentation.
For the audio stream, the input is the 40-dimensional fil-

ter bank (FBank) features computed with a window size of
25ms and a window shift of 10ms. They are normalized by the
global mean and variance are selected as input features. A fron-
tend consisting of weighted prediction error (WPE) dereverber-
ation [32] and weighted delay-and-sum beamforming (Beam-
formIt) [33] is applied to the far-field 6-channel speech and the
middle-field 2-channel speech before the FBank feature extrac-
tion. Given the raw input audio data IA, we can calculate nor-
malized FBank features fA through the FBank extractor FA:

fA = FA(IA) (1)

3.2. Video stream and data augmentation

Several data augmentation methods are also adopted for video
data, which are listed below:
• Mixup: It was proposed in [34]. Two batches of data are ran-

domly mixed in each step along with the corresponding labels
when training audio models. And 90% of the training data are
employed with mixup when building the visual WWS mod-
els;

• RandAugment: It was proposed in [35] for visual object de-
tection. We adopt three sub-policies in the search space,
namely Sharpness, Color and IdentityMapping. For each im-
age, two operations are randomly selected to be applied in
sequence;

For the video stream, we select ResNet-18 [36] as our video
embedding extractor. The gray scale lip fV is used as the
ResNet-18 input, which is pre-trained on a word-level lip read-
ing task. For details, please refer to [27]. The lip feature fV is
calculated with the lip feature extractor FV:

fV = FV(IV) (2)

3.3. Fusion stream

For the audio-visual fusion stream, the final decision is formed
from the combination of the decisions from separate audio and
visual WWS network.

PAV = α× PA(ya|fa) + β × PV(yv|fv) (3)

where, PA(ya|fa) and PV(yv|fv) are the posterior of ya/yv
given fa/fv generated by the audio-only model and the video-
only model, respectively. α and β are the weights of audio sys-
tem and video system respectively.

The output value of these models is compared with the pre-
set threshold (thA, thV , thAV ) after the sigmoid operation. “1”
indicates that the current sample contains wake word, and “0”
indicates the opposite.

3.4. Evaluation

Following the MISP2021 challenge [27], the combination of
false reject rate (FRR) and false alarm rate (FAR) is adopted
as the criterion, which is defined as follows.

Score = FRR+ FAR =
NFR

Nwake
+

NFA

Nnon-wake
(4)

where Nwake and Nnon-wake denote the number of samples with
the wake word and without the wake word in the evaluation set,
respectively. NFR denotes the number of samples that include
the wake word but where the WWS system erroneously did not
detect it and NFA is the number of samples that do not contain
the wake word but where the WWS system erroneously detected
it. The lower Score, the better the system performance.

Table 2: Performance comparison of audio-only WWS systems.

Field DA Dev Eval
FAR FRR Score FAR FRR Score

Far No 0.078 0.104 0.182 0.092 0.236 0.328
Mid No 0.039 0.043 0.082 0.060 0.159 0.219
Near No 0.006 0.006 0.012 0.010 0.123 0.133

Far Yes 0.104 0.060 0.164 0.147 0.115 0.262
Mid Yes 0.048 0.027 0.075 0.065 0.098 0.163
Near Yes 0.006 0.006 0.012 0.016 0.071 0.087

4. Experiments
4.1. Data simulation and implementation details

For audio data simulation, the Room Impulse Response (RIR)
is generated according to the actual room size and microphone
position by using an open-source toolkit, i.e. pyroomacoustic
[37]. In addition, we also add noise with 7 different signal-to-
noise ratios (from -15dB to 15dB with a step of 5dB) by using
the tools officially provided by MISP2021.

We employ PyTorch to train all models and minimize the
loss function using the Adam optimization method. The batch
size is 64 for the audio-only WWS system and 8 for the video-
only system. The learning rates are set to 0.0002, 0.00005 for
audio-only, video-only and systems respectively.

4.2. Results for audio-only WWS systems

First, we evaluate the performance of the audio-only WWS sys-
tems. Table 2 reports detailed results of different fields. “DA”
indicates data augmentation. According to the upper block of
Table 2, it is noted that the audio-based system achieves the
best performance on the near-field and the worst performance
in the far-field with the Score is 0.328 on the evaluation set.
We further evaluate audio-only WWS systems by applying data
augmentation, and the results are shown in the bottom block of
Table 2. From Table 2, we can observe that the performance
of the audio-only system has been improved in all three fields
when data augmentation is applied, especially in the far-field,
the score of 0.262 has been achieved with the absolute Score
gain of 0.066 compared with the Score without data augmen-
tation.
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4.3. Results for video-only WWS systems

We then evaluate video-only WWS systems with the results pre-
sented in Table 3. In the upper block of Table 3, we show the
performance of video-only WWS systems based on different
fields. Clearly, model performance is better for mid-field. Ac-
cording to the results in the bottom block of Table 3, when the
data augmentation methods introduced in Section 3.2 are ap-
plied to training the video-only model, the systems performance
is improved for the mid-field and far-field compared to the orig-
inal model, which demonstrates the effectiveness of the data
augmentation strategy.
Table 3: Performance comparison of video-only WWS systems.

Field DA Dev Eval
FAR FRR Score FAR FRR Score

Far No 0.147 0.494 0.641 0.113 0.601 0.714
Mid No 0.167 0.104 0.271 0.246 0.364 0.610

Far Yes 0.384 0.087 0.471 0.317 0.267 0.584
Mid Yes 0.151 0.091 0.242 0.229 0.274 0.513

4.4. Results for audio-visual fusion systems

Based on the above positive results, we conduct audio-visual
fusion, and the results under multiple hybrid configurations are
shown in Table 4. We can see that introducing the visual in-
formation consistently improves the system performance, espe-
cially for the combination of far-field audio and mid-field video
with a Score gain of 0.043 compared to audio-only system.
Here [27] is the baseline scheme of MISP2021. It is noted that
the performance of the audio-visual fusion system has been sig-
nificantly improved by applying data augmentation.

Table 4: Performance comparison of audio-visual WWS systems
under multiple hybrid configurations.

Audio-Visual Dev Eval
FAR FRR Score FAR FRR Score

Near + Middle 0.003 0.002 0.005 0.031 0.038 0.069
Far + Middle 0.049 0.076 0.125 0.100 0.119 0.219

Far + Far 0.073 0.068 0.141 0.101 0.150 0.251

Far + Far [27] 0.140 0.120 0.260 0.129 0.314 0.443

To better demonstrate the advantages of introducing the vi-
sual modality, we plot the video frame and spectrogram for two
picked examples from the evaluation set in Figure. 2. The first
part of the figure is the lip of the target speaker and the corre-
sponding time in the mid-field video. The middle and bottom
of the figure represent the far-field and near-field spectrograms
of the target speaker respectively.

The example in Figure. 2 (a) is a positive sample, but the
audio is seriously damaged by the noise under far-field condi-
tions, which can also be observed by comparing the far-field
and near-field spectrograms. This example was also misclas-
sified as “Negative” by the audio-only system. However, the
visual information is not influenced by acoustic noise. Accord-
ingly, the example was correctly classified as “Positive” after
audio-visual fusion, which demonstrates that visual information
can improve the performance of the system, especially in noisy
environments.

For the example in Figure. 2 (b), which is a negative sam-
ple, the far-field audio, the audio-only system classified it as

(a) R10 S182183184185 C0009 I1 Far 185 176044 176864

(b) R81 S505 C0008 I0 Far 505 145215 146255

Figure 2: Analysis on two randomly selected examples.

“Positive”. We analyzed this sample. On the one hand, it is
seriously damaged by noise. On the other hand, it‘s a con-
fusing word (“Xiao Xie Xiao Xie”), and the video system also
misclassified it due to the similar lip shape changes. Although
the visual lip does not output accurate semantic information at
this time, it still helps maintain the anti-noise ability. After
fusion with acoustic information, the correct prediction is ob-
tained, which demonstrated the good coupling between audio
and video modalities.

5. Conclusion
In this paper, we presented and fully released the audio-visual
wake word spotting database in the MISP2021 Challenge. This
database can play an important role in developing WWS for
realistic and complex environments, which is expected to bring
better human-machine interaction. Moreover, We investigated
the effective data augmentation techniques for audio and video
modalities respectively. We further implemented audio-visual
fusion for this database based on different audio and video field
configurations. The experimental result and misclassification
analysis of the systems show the advantages of introducing the
visual modality.
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