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Abstract
We present an efficient compositional framework for simulation of CO2 storage in saline aquifers
with complex geological geometries during a lifelong injection and migration process. To improve the
computation efficiency, the general framework considers the essential hydrodynamic physics, including
hysteresis, dissolution and capillarity, by means of parameterized space. The parameterization method
translates physical models into parameterized spaces during an offline stage before simulation starts. Among
them, the hysteresis behavior of constitutive relations is captured by the surfaces created from bounding and
scanning curves, on which relative permeability and capillarity pressure are determined directly with a pair
of saturation and turning point values. The new development also allows for simulation of realistic reservoir
models with complex geological features. The numerical framework is validated by comparing simulation
results obtained from the Cartesian-box and the converted corner-point grids of the same geometry, and
it is applied to a field-scale reservoir eventually. For the benchmark problem, the CO2 is injected into a
layered formation. Key processes such as accumulation of CO2 under capillarity barriers, gas breakthrough
and dissolution, are well captured and agree with the results reported in literature. The roles of various
physical effects and their interactions in CO2 trapping are investigated in a realistic reservoir model using
the corner-point grid. It is found that dissolution of CO2 in brine occurs when CO2 and brine are in contact.
The effect of residual saturation and hysteresis behavior can be captured by the proposed scanning curve
surface in a robust way. The existence of capillarity causes less sharp CO2-brine interfaces by enhancing
the imbibition of the brine behind the CO2 plume, which also increases the residual trapping. Moreover,
the time-dependent characteristics of the trapping amount reveals the different time scales on which various
trapping mechanisms (dissolution and residual) operate and the interplay. The novelty of the development
is that essential physics for CO2 trapping are considered by the means of parameterized space. As it is
implemented on corner-point grid geometries, it casts a promising approach to predict the migration of CO2
plume, and to assess the amount of CO2 trapped by different trapping mechanisms in realistic field-scale
reservoirs.
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Introduction
Carbon dioxide capture and storage (CCS) has been widely recognized as a straightforward solution to
reduce greenhouse gas emissions (Metz et al., 2005). In this strategy, CO2 emissions from large-point source
emitters, such as power plants and factories, are collected and transported to storage sites. Next, CO2 is
injected into a secure geological container, which has an impermeable unit above as the caprock and a
porous unit as the reservoir to store CO2 successfully (Cooper 2009). Among possible geological storage
formations, saline aquifer is one of the promising sites because of its prevalence in sedimentary basins. In
this case, the flowing fluids are composed of CO2 and brine primarily. Because of their contrast in physical
properties, as well as interactions between different phases, such a displacement process is highly unstable,
which leads to various trapping mechanisms.

The trapping mechanisms, by which the injected CO2 is securely trapped in saline aquifers, have been
well recognized, including structural and stratigraphic trapping, residual trapping, solubility trapping (Duan
et al., 2003; Spycher et al., 2003), and mineral trapping (Emami-Meybodi et al., 2015; Wang et al., 2022). For
more detailed information, readers are referred to Metz et al. (2005). Although these trapping mechanisms
are clearly classified, the time scales on which different mechanisms operate are not separated and might
overlap with each other. Understanding the interplay between different trapping mechanisms remains to
be a challenging task. To address this, it is necessary to develop an efficient simulator that captures those
essential trapping mechanisms in a unified framework.

In this work, a numerical model is developed to investigate CO2 storage in saline aquifers with
complex geological geometries. The underlying physics, including hysteresis, dissolution, and capillarity,
are accounted for in a unified compositional framework. In particular, the hysteresis effect is described in
a parameterized space to improve the computational efficiency. Moreover, the compositional framework is
extended to corner-point grids, which is the industry standard to present subsurface media with complex
geological features. This is a significant step towards applying the proposed compositional framework to
field-scale applications.

This work is structured as follows. Firstly, the governing equations describing the CO2-brine system,
the discretization scheme, and the solution strategy are presented. Following that, incorporation of the
physical models into the compositional formulation is addressed. In Section 4, implementation of corner-
point grids is validated. In Section 5, simulation results for a field-scale model with lifelong assessment of
trapping behavior are presented. Moreover, the roles of different physics and their impacts on the trapping
are discussed. Key findings are summarized at the end.

Methodology

Governing equation
Mass conservation law describes the flow and transport of a multicomponent multiphase system in porous
media, which reads

Here, α and c represent the fluid phases and components. Specifically in our case, the two components,
CO2 and brine exist in liquid and gas phases. Moreover, ρα, Sα, and qα are the density, saturation, and flow
rate of phase α, respectively. Most importantly, xc,α in all the three terms is the mass fraction of components
in phase α, and it distinguishes compositional flow from two-phase flow because components are allowed
to be split into different phases. uα is the phase velocity, which can be described by Darcy’s law as
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SPE-212635-MS 3

Here, k is the rock permeability, kr,α and µα are phase relative permeability, phase viscosity respectively.
The pressure difference between different phases is related with capillary pressure as

In addition, the saturation constraint reads

Thermodynamic equilibrium
When multiple phases are present, it is usually assumed that all phases reach thermodynamic equilibrium
to decouple phase behavior calculation from flow and transport (Cusini et al., 2018; Lyu et al., 2021), i.e.,

Here, fc,α is the fugacity of component c in phase α. The overall fraction of component c, zc, can be defined
as

where vα is the mole fraction of phase α, which can be expressed as a function of saturation, i.e.,

The phase constraint based on mass fraction term reads

Overall-composition formulation
In our two-component and two-phase system, overall composition variable set is chosen to solve the
problem, and primary variables include one phase pressure and one overall molar fraction. With the defined
overall molar composition, the mass conservation equation for each component states,

Here, ρT is total density, which can be computed with phase density and saturation. Voskov et al. (2012)
compared the formulations that use different variable sets to solve the isothermal compositional problem.
It is found overall composition variable set has the advantage that no variable substitution is needed, or
equation and variables are the same for every cell comparing with natural variable set, although phase
equilibrium computation cannot be avoided for every grid cell.

Solution strategy
The nonlinear system of equations is solved using a finite volume discretization in space and implicit time
discretization scheme, in which properties are evaluated on next timestep. We employ Newton-Raphson
method to linearize the system of nonlinear equations using pl and zCO2 as primary variables, which leads to
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4 SPE-212635-MS

where v and v + 1 are the current and next iteration step respectively. Then the linearized equations can be
solved iteratively according to

where Jv and rv are Jacobian and Residual matrix, while δxv+1 is the primary variable update. The same
function in matrix multiplication form can be stated as

This iterative process is repeated until it reaches non-linear convergence, which mathematically means
the infinite (or any other) norm of the residual and variable update are less than a certain tolerance. In
addition, an adaptive time stepping strategy is employed to reduce the number of iterations needed to reach
convergence. In this work, the time step size is dynamically changing between user defined maximum and
minimum time step size, based on the number of iterations needed to converge.

Physical models

Dissolution
The solubility of CO2 in brine depends on several physical parameters, including pressure, temperature,
and water salinity (Spycher et al., 2003). In this work, at given temperature and salinity, the volume of CO2
that can be dissolved into unit volume of brine, Rs, or the solution CO2-brine ratio gives the amount of CO2
dissolved into brine at different pressure.

We employ the same thermodynamic model in Spycher et al. (2005), Hassanzadeh et al. (2008), and
Wang et al. (2022), to predict the solution CO2-brine ratio by equating chemical potentials, i.e.,

Here, STC denotes standard condition. In our isothermal system, assuming the salinity of brine is constant,
the solubility of CO2 is only function of pressure. Thus, the relationship between Rs and pressure can be
generated during an offline stage and stored in a lookup table before simulation starts. The Rs value can be
directly read from the table with known pressure, as shown in Figure 1.
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Figure 1—The predication of CO2 solubility in brine at 60 C (Wang et al., 2022).

However, the amount of CO2 present in brine for each reservoir grid also depends on available CO2 in
that cell (Hajibeygi et al., 2013). Thus, a stability test is preformed to check the number of phases existing
in each cell after the primary variables are updated at each iteration (Wang et al., 2022). For a single-phase
cell, CO2 available in that cell is not enough to reach dissolution limit. Thus, if only liquid exits in a cell,
the solution CO2-brine ratio is computed based on the overall molar fraction of CO2 as

Hysteresis
Hysteresis effect mainly refers to the behavior that different relative permeability or capillary pressure
curves are followed during drainage and imbibition process (Juanes et al., 2006). When it comes to
field operation, drainage process is happening during injection stage, during which CO2 saturation keeps
increasing. The constitutive relations follow the primary drainage curve. After injection stops, the process
is often switched to imbibition. It should be noted that the transition from drainage to imbibition process
does not always happen at the maximum gas saturation. The drainage process is often interrupted before
SCO2 reaches its maximum, and changes to imbibition process.

The hysteretic effect in relative permeability and capillary pressure have been captured by experiments
(Oak et al., 1990; Pini and Benson, 2017). To ensure the transition is continuous, a series of scanning curves
are constructed based on primary bounding curves as shown in Figure 2A (Killough 1976). The scanning
curve for each cell is constructed after determining the flow process cell by cell. The determination of the
process is based on comparing gas saturation from previous two timesteps, or n and n-1. For example, if

 on primary drainage curve, it indicates the process is already transitioned to the scanning curve
with the turning point given by .
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6 SPE-212635-MS

Figure 2—Illustration of hysteretic relative permeability models. (A) Determination process based
on scanning curves. (B) Determination process based on the proposed scanning curve surface.

However, this workflow is not computationally efficient because scanning curves are constructed
repetitively in each grid. The computational cost increases along with the number of grids. Here we propose
a new workflow, in which a scanning curve surface for the constitutive relations is generated at an offline
stage. The gas relative permeability or capillary pressure can be readily obtained from the surface knowing
the gas saturation and turning point shown in Figure 2B. In this way, we avoid constructing scanning curves
repetitively when cells share a same one. Figure 3 illustrates the generated parameterization spaces for
relative permeability and capillarity pressure.

Figure 3—Scanning curve surfaces to model the hysteretic behaviors of relative permeability (A) and capillary pressure (B).

Capillarity
Capillary pressure is defined as pressure difference across the curved interface between non-wetting and
wetting phases, and it plays an important role in CO2 storage. For example, capillary pressure in low
permeability rock with smaller pore radius is larger than rock with high permeability rock containing the
same fluids (Fanchi 2002). CO2 can be collected under or even outside structural and stratigraphic traps at
high saturation, when the buoyancy force cannot overcome the capillary forces caused by narrower pore
throat of caprock, such that CO2 cannot enter the overlying pore space (Hermanrud et al., 2009). In addition,
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SPE-212635-MS 7

a portion of CO2 might be left as discontinuous ganglia and becomes immobilized because of capillary
forces. In this work, capillary pressure curves are modelled by the Leverett J-function, as given by Figure 3.

Validation

Layered sand-shale model
The first test case is a benchmark study on CO2 injection into a layered sand-shale aquifer, as shown in
Figure 4. Based on the Sleipner Vest CO2 injection project, the 2D test case is designed to investigate key
physical processes during CO2 injection in layered formation, such as the viscous to buoyancy-driven flow
and CO2 accumulation under capillarity barrier (Pruess et al., 2004; Afanasyev et al., 2016; Shao et al.,
2020). With this benchmark study, the physical effects, including dissolution and capillarity, incorporated
into our compositional framework are validated.

Figure 4—CO2 injection into an idealized layered sand-shale formation

The 2D domain is a vertical plane with a length of 6000 meters and height of 184 meters, and only 1
meter thick cross section perpendicular to the horizontal well is modelled. The geometry of the formation
is idealized to consist of 5 sand layers that interbedded with 4 low permeability shale layers. The injection
well is 30 meters below the lowest shale layer and there is another 22 meters of sand unit below the well.
The reservoir properties for the sand and shale layers are summarized in Table 1. The relative permeability
and capillary pressure curve for both sand and shale layers are given by Figure 5.

Table 1—Petrophysical parameters of sand and shale layers

Properties Symbols Units Sand Shale

Porosity ϕ – 0.35 0.1025

Permeability k mD 3000 10

Residual gas saturation Srg – 0.05 0.05

Residual water saturation Srw – 0.20 0.20

Capillary entry pressure pce kPa 3.58 62.00
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8 SPE-212635-MS

Figure 5—Relative permeability and capillary pressure models for sand and shale
layers. (A) Relative permeability for both sand and shale layers. (B) Capillary pressure.

The initial formation temperature is 37 °C and an isothermal condition is assumed. Fluid flow is only
allowed at the right boundary, while no mass flux is allowed to across the other three boundaries. The right
boundary is fixed at hydrostatic pressure to allow fluid to flow in or out and to avoid over pressurizing the
system. The initial pressure at the height where injection well is perforated is about 110 bars.

Figure 6A shows the comparison of gas saturation distribution after 2 years of injection. As CO2 is
injected into the aquifer, it tends to flow upward due to the density contrast between CO2 and brine. When
the injected CO2 reaches the shale layers, CO2 is accumulated below those capillary barriers because a
higher capillary entry pressure needs to be exceeded before CO2 can breakthrough. Since CO2 cannot
migrate upward freely, CO2 plume in sand layers below tend to spread and migrate into the aquifer further.
The comparison between our simulation results and former research shows good agreement on the distance
and the height CO2 plume migrates.

Figure 6—Predicted gas saturation profile after 2 year. (A) In the left of the reservoir:
DARSim (top), ACGSS (middle) and TOUGH2 (bottom). (B) Along a vertical line at 500

m distance from the injection well: DARSim (red) and other benchmark groups (black).
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Figure 6B shows the CO2 saturation profile at 500 meters from injection well after 2 years. Result
obtained from DARSim agrees well with those reported in literature. CO2 saturation gradually increases
along the elevation within a CO2 plume. However, there is an abrupt decrease of CO2 saturation to around
0.1 at the interfaces of sand and shale layers. CO2 in the bottom of sand layers have a similar saturation as
in shale layers. The highest CO2 plume is missing in the profile plot of the vertical line because the plume
did not migrate to 500 meters after 2 years.

Validation of corner-point grids implementation
This test case is designed to evaluate the reliability of the extension of compositional framework to corner-
point grids by comparing the simulation results on Cartesian grids and converted corner-point grids. The
geometry information of corner-point grids is generated based on the open-source simulator MRST (Ding
et al., 1995; Lie et al., 2019; HosseiniMehr et al., 2022).

The aquifer is modelled by a two-dimensional vertical cross section as shown in Figure 7, which has a
length of 200 meters and height of 50 meters. The aquifer is discretized by 200 × 50 cells to have a grid
resolution of 1 meter by 1 meter. An injection well is placed at the bottom 10 meters of left boundary,
and the whole 50 meters at the right boundary is perforated for a production well. CO2 is injected into the
aquifer at a rate of 8 × 10−5 pore volume per day for 600 days, and total time of 36000 days are simulated.
The depth of the aquifer is set to be deeper than 2500 meters to represent the typical CO2 sequestration
targets. Several physical parameters used in the simulation, such as initial pressure and temperature, are
summarized in Table 2 (Ide et al., 2007; Wang et al., 2022). The relative permeability and capillary pressure
curves presented in chapter 3 are used during simulation.

Table 2—Physical parameters and simulation settings of the 2D cartesian box test case

Properties Symbols Values Units

Reservoir length L 100 m

Reservoir height H 50 m

Porosity ϕ 0.2 –

Permeability k 40 mD

Initial reservoir pressure p0 2.5e7 Pa

Bottom hole pressure pw 2.5e7 Pa

Reservoir temperature T 338.15 K

CO2 density at STC 1.98 kg/m3

Brine density at STC 1060 kg/m3

Brine salinity – 1.0e5 ppm

Injection rate q 8.0e − 5 PV/day

Injection time tinj 600 day

Simulation time ttot 36000 day
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10 SPE-212635-MS

Figure 7—Setup of the 2D cartesian box model

At the end of simulation, the evolution of CO2 plume at nondimensionalized elapsed time and quantitative
trapping amount by different mechanisms are obtained. The dissolution and residual trapping are quantified
by the solution CO2-brine ratio and saturation map respectively. An overall trapping amount is determined
with summation of the two, because they are normally regarded as securely trapped part in hydrodynamic
trapping, which is the collective term for structural, dissolution and residual trapping. All those trapping
amounts are expressed in scaled total injected amount of CO2 in the reservoir, or the fraction of injected
CO2.

The simulation results of Cartesian grids and converted corner-point grids are presented in Figure 8 side
by side. The evolution of gas saturation on cartesian and corner-point grids is very similar, while the solution
CO2-brine ratio maps show some small differences in fingering behaviors during post-injection period.
However, it is mainly resulted from the sensitivity of fingering behavior to the perturbation at the interface,
instead of wrong treatment during extension to corner-point grids.

Figure 8—Comparison of simulation results of gas saturation (left) and
solution CO2-brine ratio (right) on cartesian and corner-point grids.

The time-lapsed behaviors of different trapping mechanisms on two types of reservoir grid are also
compared quantitively in terms of trapping amount. Figure 9 shows the predicted trapping amount due to
dissolution, residual trapping and their combination, on corner-point grids agree well with the prediction
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from Cartesian grids. Specifically, the dissolution trapping undergoes a substantial growth during injection
period. After that, the growth of dissolution slows down and then shows an even larger increase rate at the
end of post-injection. In contrary, only small amount of CO2 get residual trapped during injection period,
and there is an abrupt increase after injection stops. However, residual trapping amount starts decrease after
it reaches its maximum during post-injection.

Figure 9—Fraction of injected CO2 trapped by different mechanisms
on cartesian and corner-point grids of the 2D cartesian box model.

Simulation of CO2 storage in Johansen field

Model description
The Johansen formation is a deep saline aquifer of the Sognefjord delta, located about 60 km west of
Mongstad area at the south-western coast of Norway, as shown by the geographic map in Figure 10A
(Eigestad et al., 2009). It is located at depth from 2200 to 3100 m below sea level and belongs to the lower
Jurassic Dunlin Gp. The formation spreads 60 to 100 km in lateral direction, with an average thickness of
100 meters. As for neighboring geological layers, the Johansen formation is overlaid by thick Dunlin shale
in most investigating area, and it immediately lies above the Amundsen shale (Class et al., 2009).
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12 SPE-212635-MS

Figure 10—Location of Johansen field. (A) Geographic location. (B) Sector model location.The Johansen dataset,
based on available seismic and more than 12 well logs in the MatMoRA project (Eigestad et al., 2009), provides an

excellent calibration tool for modelling CO2 flow and transport in field scale. The full field model covers all zones and
the entire lateral domain mentioned above, consisting of 149 × 189 × 16 grid cell. In this study, the heterogeneous

sector model in Figure 10B, discretizing the southwestern part of the geological domain with 100 × 100 × 11 grid cells,
is used. As shown by Figure 11, the porosity of Johansen formation is populated with a porosity-depth trend obtained

from a neighboring field at equivalent depth level. The permeability values are modelled on a basis of porosity-
permeability trend depending on the Sognerfjord formation analogue. The permeabilities in x and y direction are

assumed to be the same, while the vertical permeability is ten times smaller than horizontal permeability. The fluid
properties together with some physical parameters used in the following simulations are summarized in Table 3.

Figure 11—Distribution of porosity (A) and permeability (B) in Johansen formation, with sector model outlined by wireframe.
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Table 3—Physical parameters and simulation scheme of the Johansen test case.

Parameter Value Unit

Reservoir temperature 94 °C

Initial reservoir pressure @3100m 310 bar

CO2 viscosity @ 280 bar 5.65e − 5 Pa.s

Brine viscosity @ 280 bar 3.88e − 4 Pa.s

Injection rate 4 Mt/year

Injection time 100 year

Simulation time 2000 year

We assume a No-flow boundary condition, in which the top and bottom boundaries are set impermeable to
represent the bounding shale layers above and below. There is no flow happening across lateral boundaries,
so the injected CO2 stays in the domain if it reaches the boundaries. A production well is perforated at
north-eastern corner to avoid overpressurizing the domain. The injection well is placed at the south-west
direction to the major north-south trending fault, which is the deeper part of the domain (Afanasyev 2013).
The well pattern used during simulations are given by Figure 12.

Figure 12—Well pattern in the base case.

Assuming a geothermal gradient of 3 °C per 100m, the reservoir temperature is assumed to be constant at
94 °C with a surface temperature of 10 °C. The initial pressure in the reservoir is determined by hydrostatic
distribution, with a pressure value of 310 bar at reference depth 3100m. Eigestad et al. (2009) suggested that
CO2 can be injected at a rate of 4 Mt per year to demonstrate the storage capacity of Johansen formation.
In this work, 400 Mt of CO2 is injected into the reservoir over 100 years, after which both injection and
production well are shut down. After injection ceases, the simulation continues until 2000 years to predict
the migration of CO2 plume and trapping amount during post-injection period.

Impacts of different physics
The proposed compositional framework incorporates dissolution, hysteresis and capillarity, which are
believed to be important for CO2 trapping in saline aquifers. However, to evaluate the relative importance
of those physics and better understand the roles they are playing in trapping CO2, a set of simulations in
the absence of different physics are compared against the base case, which includes all physics.
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14 SPE-212635-MS

The CO2 saturation profiles at different time steps are given in Figure 13. Firstly, the base case results
are used here to illustrate the evolution of saturation distribution. Since the injection well is placed in the
most deep-seated region, CO2 starts to flow upward and does not migrate very far in the lateral direction
because of the strong buoyancy force. The upward CO2 plume soon is hindered by the top boundary and
spread out in the top layers. At the end of CO2 injection, the plume front reaches the east part of domain and
tends to migrate to north-east direction further due to the structure dip trend. Dominated by the advective
force during injection, the saturation behind the front is relative constant no matter how the depth varies in
the top layer. However, only some local domes are filled with high saturation of CO2 after injection stops,
because dominating buoyancy force drives part of the CO2 at low regions to migrate further to northeast
direction. At some point before 2000 years, the CO2 plume reaches the eastern boundaries of the domain
and is accumulated at those locations.

Figure 13—Gas saturation profiles for various scenarios in the Johansen field. (Base case includes all physical effects).

By neglecting the hysteresis behavior, the same primary drainage curves are used to evaluate constitutive
relations during drainage and imbibition process. It indicates the residual gas saturation is zero, or gas
saturation can decrease to zero during imbibition. During injection period, saturation profiles do not show
much difference from the base case because mostly drainage process occurs to the reservoir. The largest
difference during post-injection period is gas saturation in most low regions decreases to zero, and only
some local peaks in the migration path are filled with CO2. Because more CO2 is free to migrate to the east
half from deep regions, the CO2 plume sweeps more areas and even reaches the fault boundary. In addition,
the maximum of CO2 saturation occurring to the accumulation areas is larger due to the same behavior.
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Following that, we exclude the capillary pressure by equating the pressure in different phases. During
injection period, the only obvious difference is the maximum saturation within the plume is slightly larger.
However, sharper interfaces between local domes saturated with CO2 and lower regions are observed during
post-injection. Thus, it can inferred that capillarity can help the imbibition of brine into CO2 plume, and
form a transition zone.

When neglecting dissolution, we assume that CO2 only exist in gas phase and the compositional flow
is simplified to immiscible two-phase flow. In consequence, the solution ratio maps are missing in Figure
14, because the amount of dissolution trapping remains zero. As shown by the outline of CO2 plume, the
plume front without dissolution propagates further than its counterpart in base case, due to the increase of
free CO2 in the absence of dissolution.

Figure 14—Solution CO2-brine ratio profiles for various scenarios in the Johansen
field. (No dissolution test case is missing because the solution ratio is always zeros.)

Figure 14 shows the dissolution ratio maps at five moments in the absence of different physics. It is
clearly revealed that the dissolution happens along the invasion of CO2 plume by base case results, while
the dissolution front is slightly ahead than the plume front in the saturation plot. In addition, it is noted that
the solution ratio values gradually decrease as it moves to the eastern boundary since the dissolution limit
has a dependency on pressure. In the absence of hysteresis, more cells, particularly cells along the fault
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boundary, are swept by dissolved CO2 because more CO2 are in mobile state, instead of in residual form.
However, neglecting capillarity does not have a big impact on the distribution of solution ratio.

Figure 15 shows the fraction curves of trapping amount, and it clearly reveals the different time scales on
which various trapping mechanisms act. During the injection period, the rate of the amount of CO2 dissolved
in brine gradually increase, while it slows down immediately after injection stops and increases again after
some time. However, it is obvious that dissolution plays an equally important role during injection and post-
injection periods. On the other hand, the residual trapping amount starts rising rapidly after the cease of
injection, until a majority of CO2 is in residual form before the decrease around 1000 years. The fraction
curves of overall trapping indicate the structural trapping plays a decreasing role while the residual and
solubility trapping become more important along time.

Figure 15—Fraction of injected CO2 trapped by different mechanisms for various scenarios in the Johansen test case.

In the case of no dissolution, the amount of residual trapping also increases rapidly after injection stops.
One important difference is that the maximum fraction it reaches is even larger than that of the base case.
The larger fraction value is caused by the further front position of CO2 plume in the absence of dissolution,
and a larger swept area. On the other hand, residual trapping amount remains constant afterwards, because
residually trapped gas cannot be dissolved by the convective fingering as the base case.

When removing capillarity, the amount of dissolution trapping agrees well with base case during
injection, except a minor deviation of starting from tN = 0.2. This deviation causes a slightly smaller fraction
of CO2 dissolved in brine at the end. It is because higher saturations in invading zone lead to a smaller swept
area. The dynamic change of residual trapping amount shows a similar pattern as the base case, which can
prove that an interplay between hysteresis and dissolution trapping exists. However, a slower decreasing
rate is observed at the end. It can be inferred that the convective transport during postinjection is impacted
by the balance between capillary and buoyancy force. The existence of capillary pressure can help brine be
imbibed into top gas cap, and CO2 can leave the top layer in the form of descending fingers.
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In the absence of hysteresis, the amount of CO2 in residual form is zero all the time because residual gas
saturation decreases to zero. The amount of dissolved CO2 during injection does not show much difference
from the base case, while a significant larger fraction of CO2 is trapped in dissolution form during post-
injection period. This difference is resulted from a larger swept area without residual trapped CO2.

Conclusion
In this work, we present a compositional model that is developed to simulate CO2 storage in saline aquifers
with complex geological formations based on corner-point grid geometries. Essential trapping mechanisms
are accounted for in a unified framework. Particularly, a parameterization method is proposed to describe
hysteretic effect in constitutive relations. The developed numerical model is validated by comparing
simulation results reported in literature, as well as those obtained in Cartesian grids. A field-scale study is
performed to investigate the roles played by various physics in CO2 trapping.

Results show that the dissolution of CO2 in brine occurs when CO2 and brine are in contact. As CO2
migrates and spreads in top layer, the brine dissolved with CO2 sits on the top of pure brine, which leads
to gravitational instability. Eventually, this would trigger the convective transport from plume above to the
bottom of aquifer. On the other hand, the hysteresis behavior of constitutive relations, or their dependency on
saturation history, are captured by proposed scanning curve surfaces robustly. The unique residual saturation
and capillary pressure of every cell, depending on their own saturation history, can be modelled. They can
have an important impact on the migration of CO2 plume and swept areas, through which the dissolution
and residual trapping amount are affected.

The fraction curves of trapping amount by various mechanisms indicate that identified trapping
mechanisms operate on a variety of time scales. In particular, the increase rate of dissolution trapping amount
often changes after injection stops, but the trapping contribution is found equally important during injection
and post-injection period. On the contrary, residual trapping often starts playing a role after injection stops,
while its contribution can surpass that of dissolution trapping in a short time. At the late stage, obvious
evidence shows that the two trapping mechanisms interact with each other and causes a decrease of the
trapping amount in residual form.
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