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A B S T R A C T

The estimation of the relative pose of an inactive spacecraft by an active servicer spacecraft is a critical task for
close-proximity operations, such as In-Orbit Servicing and Active Debris Removal. Among all the challenges,
the lack of available space images of the inactive satellite makes the on-ground validation of current monocular
camera-based navigation systems a challenging task, mostly due to the fact that standard Image Processing
(IP) algorithms, which are usually tested on synthetic images, tend to fail when implemented in orbit. In
response to this need to guarantee a reliable validation of pose estimation systems, this paper presents the
most recent advances of ESA’s GNC Rendezvous, Approach and Landing Simulator (GRALS) testbed for close-
proximity operations around uncooperative spacecraft. The proposed testbed is used to validate a Convolutional
Neural Network (CNN)-based monocular pose estimation system on representative rendezvous scenarios with
special focus on solving the domain shift problem which characterizes CNNs trained on synthetic datasets
when tested on more realistic imagery. The validation of the proposed system is ensured by the introduction
of a calibration framework, which returns an accurate reference relative pose between the target spacecraft
and the camera for each lab-generated image, allowing a comparative assessment at a pose estimation level.
The VICON Tracker System is used together with two KUKA robotic arms to respectively track and control the
trajectory of the monocular camera around a scaled 1:25 mockup of the Envisat spacecraft. After an overview
of the facility, this work describes a novel data augmentation technique focused on texture randomization,
aimed at improving the CNN robustness against previously unseen target textures. Despite the feature detection
challenges under extreme brightness and illumination conditions, the results on the high exposure scenario
show that the proposed system is capable of bridging the domain shift from synthetic to lab-generated images,
returning accurate pose estimates for more than 50% of the rendezvous trajectory images despite the large
domain gaps in target textures and illumination conditions.
1. Introduction

Nowadays, the safety and operations of satellites in orbit have
become paramount for key Earth-based applications, such as remote
sensing, navigation, and telecommunication. In this context, advance-
ments in the field of Guidance, Navigation, and Control (GNC) were
made in the past years to cope with the challenges involved in In-
Orbit Servicing (IOS) and Active Debris Removal (ADR) missions [1,2].
For such scenarios, the estimation of the relative pose (position and
attitude) of an uncooperative target object by an active servicer space-
craft represents a critical task. Compared to cooperative close-proximity
missions, the pose estimation problem is complicated by the fact that
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the target object is not functional and/or not able to aid the relative
navigation. Hence, optical sensors on the servicer spacecraft shall be
preferred over Radio Frequency (RF) sensors to cope with a lack of
navigation devices such as Global Navigation Satellite Systems (GNSS)
sensors and/or antennas on the target.

From a high-level perspective, optical sensors can be divided into
active and passive devices, depending on whether they require power to
function, i.e. LIght Detection And Ranging (LIDAR) sensors and Time-
Of-Flight (TOF) cameras, or if they passively acquire light, i.e. monoc-
ular and stereo cameras. Spacecraft relative navigation usually exploits
vailable online 10 April 2022
094-5765/© 2022 The Authors. Published by Elsevier Ltd on behalf
http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.1016/j.actaastro.2022.04.002
Received 20 December 2021; Received in revised form 16 February 2022; Accepted
of IAA. This is an open access article under the CC BY license

4 April 2022

http://www.elsevier.com/locate/actaastro
http://www.elsevier.com/locate/actaastro
mailto:L.PasqualettoCassinis@tudelft.nl
mailto:A.Menicucci@tudelft.nl
mailto:E.K.A.Gill@tudelft.nl
mailto:ingo.ahrns@airbus.com
mailto:Manuel.Sanchez.Gestido@esa.int
https://doi.org/10.1016/j.actaastro.2022.04.002
https://doi.org/10.1016/j.actaastro.2022.04.002
http://crossmark.crossref.org/dialog/?doi=10.1016/j.actaastro.2022.04.002&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Acta Astronautica 196 (2022) 123–138L. Pasqualetto Cassinis et al.
Electro-Optical (EO) sensors such as stereo cameras [3,4] and/or a
LIDAR sensor [5] in combination with one or more monocular cameras,
in order to overcome the partial observability that results from the lack
of range information in monocular-based systems [6]. In this frame-
work, pose estimation systems based solely on a monocular camera
are recently becoming an attractive alternative to systems based on
active sensors or stereo cameras, due to their reduced mass, power
consumption and system complexity [7,8]. However, a significant effort
is still required to comply with most of the demanding requirements
for a robust and accurate monocular-based relative navigation system.
Notably, the aforementioned navigation system cannot rely on known
visual markers, as they are typically not available on an uncooperative
target. Since the extraction of visual features is an essential step in the
pose estimation process, advanced Image Processing (IP) techniques are
required to extract keypoints (or interest points), corners, and/or edges
on the target body. In model-based methods, the detected features
are then matched with pre-defined features on an offline wireframe
3D model of the target to solve for the relative pose. This is usually
achieved by solving the Perspective-n-Points (PnP) problem [9]. In
other words, a reliable detection of key features is critical to guarantee
safe operations around an uncooperative target, e.g. under adverse
orbital conditions.

Unfortunately, standard IP algorithms usually lack of feature detec-
tion robustness when applied to space images [10], undermining the
overall navigation system and, in turn, the close-proximity operations
around the uncooperative target. From a pose initialization standpoint,
the extraction of target features can in fact be jeopardized by external
factors, such as adverse illumination conditions, low Signal-to-Noise
ratio (SNR) and Earth in the background, as well as by target-specific
factors, such as the presence of complex textures and features on the
target body. Moreover, most of the IP methods are based on the image
gradient, detecting textured-rich features or highly visible parts of the
target silhouette. As such, the detected features are image-specific and
can vary in number and typology depending on the image histogram.
This means that most of these techniques cannot accommodate an
offline feature selection step, which necessitates a computationally
expensive image-to-model correspondence process to ensure that each
detected 2D feature is matched with its 3D counterpart on the available
wireframe model of the target object.

In recent years, Convolutional Neural Networks (CNNs) are emerg-
ing as a valid and robust alternative to more traditional monocular-
based pose estimation systems, with two main CNN-based architectures
currently being investigated. Initially, end-to-end architectures in which
a single CNN replaced the entire pose estimation pipeline were more
adopted [11–14]. However, since the pose accuracies of these sys-
tems proved to be lower than the accuracies returned by standard
PnP solvers, especially in the estimation of the relative attitude [11],
keypoints-based architectures stood out as the preferred option. Specif-
ically, average orientation errors of 1.31◦ ± 2.24◦ were achieved by
keypoints-based methods as opposed to the average orientation errors
of 9.76◦ ± 18.51◦ achieved by end-to-end methods. These averages
were computed across test images of the TANGO spacecraft as part of
the Spacecraft Pose Estimation Dataset (SPEED) challenge [15,16]. In
keypoints-based CNN systems, a CNN is used only at a feature detection
level to replace standard IP algorithms, and the output features are
fed to a PnP solver together with their body coordinates, which are
made available through the wireframe 3D model of the target body.
Due to the fact that the trainable features can be selected offline prior
to the training, the matching of the extracted feature points with the
features of the wireframe model can be performed without the need of a
large search space for the image-model correspondences, which usually
characterizes most of the edges/corners-based methods [10]. However,
due to a lack of availability of representative space images, these
CNN systems often need to be trained with synthetic renderings of the
available target model. As a result, their feature detection robustness
124

on more realistic images is usually unknown and difficult to predict.
In other words, the synthetic datasets used to train the CNNs tend to
fail in representing the textures of the target mockup as well as the
external illuminations, resulting in inaccurate detections and low pose
estimation accuracies [15,17]. In this context, two desirable aspects
stand out: First, a proper on-ground validation framework shall be
sought to test the CNNs robustness against representative images of
the target spacecraft, generated in a laboratory environment which
recreates space-like conditions. Notably, a calibration framework shall
be established which returns an accurate reference for the relative
pose between the monocular camera and the target mockup for each
generated image (pose labels), in order to be able to quantify the
CNN performance at both keypoints detection and pose estimation
levels. Second, novel techniques shall be investigated to improve the
performance of CNNs trained using synthetic images on actual space
imagery. This aspect is referred to as the domain shift problem [18].

Several laboratory testbeds exist to generate images of a target
spacecraft’s mockup with a monocular camera [19], e.g. the Space
Rendezvous Laboratory (SLAB) at Stanford University [15], the Orbital
Robotics & GNC laboratory (ORGL) at the European Space Research
and Technology Centre (ESTEC) [20], and the Testbed for Robotic Op-
tical Navigation (TRON) at the German Aerospace Agency (DLR) [21].
However, only a few detailed calibration procedures were recently
described which allow the accurate estimation of the reference relative
pose between camera and target [22,23]. Moreover, the calibration
of the target spacecraft highly depends on the presence (cooperative
target) or not (uncooperative target) of visual markers, as well as on
the rendezvous trajectory that shall be recreated (static or rotating
target). Above all, the challenges in recreating illumination conditions,
together with the laboratory constraints on the robot movements, are
retained as the main limiting factors in the recreation of realistic
rendezvous scenarios. Despite recent efforts aimed at extending the
capability to recreate almost any camera-target relative pose on-ground
with highly accurate pose labels [23], there is still the need to extend
the capabilities of on-ground validation setups to allow the recreation
of representative rendezvous trajectories.

In relation to the domain shift problem in CNNs, various works
have been carried out in recent years to leverage the domain shift
from synthetic training to real test imagery, either via data augmen-
tation [18,24,25] or via domain adaptation [26,27]. Although domain
adaptation techniques are often effective and can produce impressive
results by adapting the CNN on a specific target domain post training,
they require some images of the new domain to adapt to, and hence
they are not domain-agnostic. As such, domain adaptation is not well
suited for generalizing the CNN performance to many potential target
domains, which could be the case in ADR missions. On the other hand,
data augmentation techniques consist of introducing variations in the
synthetic training domain without any a-priori knowledge of the target
domain. In essence, the idea is to extend the standard data augmenta-
tion effects, such as random cropping, zooming, rotation, flipping etc.
with texture and complex illumination variations. By doing that, Tobin
et al. [18] already showed that a CNN can generalize from synthetic
environments to new domains by using an unrealistic but diverse set
of random textures. Following this line of reasoning, Jackson et al.
[24] and Geirhos et al. [25] further discovered that by randomizing
textures during training, CNNs can learn the shape of objects rather
than textures, improving their robustness to domain shift.

Despite promising results on terrestrial applications, the domain
shift problem is still a complex and unexplored topic in space, mostly
due to the challenges in recreating representative space-like scenarios
on-ground. Although recent works investigated the impact of simple
training augmentation on the CNN performance on the SPEED lab-
generated images [28,29], the laboratory domain was tuned to not
differ too much from the synthetic domain. Furthermore, the mockup
of the target spacecraft used to generate the lab-images did not differ
considerably from the CAD model adopted during synthetic render-

ing, leading to relatively small domain variations. In an attempt to
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assess the performance of a CNN-based pose estimation system in more
challenging scenarios, the authors [17] further investigated the impact
of texture randomization on domain adaptation by recreating more
adverse illumination conditions and by allowing deviations between
the target mockup and the CAD model used for synthetic rendering.
However, only a small number of static images were generated, leading
to a very limited validation. Moreover, the challenges of recreating
realistic rendezvous trajectories were not tackled, and the adopted
calibration procedure was not deemed accurate enough to return a
reliable ground truth of the relative pose.

Building on the authors’ previous findings [17,30] and inspired
by the promising texture randomization results presented in earlier
works [28], the main objective of this paper is to investigate the
impact of training data augmentation on the CNN performance on
representative space imagery generated on-ground. In order to do so,
special focus is put on the recreation of a dedicated calibration pipeline
to validate the proposed pose estimation system on representative
rendezvous scenarios. The main contributions of this work are:

1. To propose a novel CNN training augmentation pipeline focused
on texture randomization.

2. To improve the on-ground validation capabilities of the GRALS
testbed towards the recreation of representative rendezvous tra-
jectories.

3. To assess the performance of the proposed CNN-based system
under challenging domain shifts.

The paper is organized as follows. Section 2 introduces the proposed
ose estimation framework. The laboratory setup and the calibration
rocedure are described in Sections 3 and 4. In Section 5, the CNN
raining, validation and testing phases are detailed, with special focus
o the augmentation and randomization pipeline. Next, the pose esti-
ation results are presented in Section 6. Finally, Section 7 provides

he main conclusions and recommendations.

. Pose estimation framework

This work considers a servicer spacecraft flying relative to a tar-
et spacecraft located in a Low Earth Orbit (LEO), with the relative
otion being described in a Local Vertical Local Horizontal (LVLH)

eference frame co-moving with the servicer (Fig. 1a). Furthermore,
t is assumed that the servicer is equipped with a single monocular
amera. The relative attitude of the target with respect to the servicer
an then be defined as the rotation of the target body-fixed frame B
ith respect to the servicer camera frame C, where these frames are

ied to each spacecraft’s body. The vector from the camera origin to
he target origin defines their relative position. Together, these two
uantities characterize the relative pose. This information can then be
ransformed from the camera frame to the servicer’s center of mass by
ccounting for the relative pose of the camera with respect to the LVLH
rame.

From a high-level perspective, a model-based monocular pose es-
imation system receives as input a 2D image and matches it with
n existing wireframe 3D model of the target spacecraft to estimate
he target pose with respect to the servicer camera. As illustrated
n Fig. 1b, the pose estimation problem consists in determining the
osition of the target’s center of mass 𝐭𝐶 and its attitude with respect
o the camera frame C, represented by the rotation matrix 𝐑𝐶

𝐵 . The
erspective-n-Points (PnP) equations,
𝐶 =

(

𝑥𝐶 𝑦𝐶 𝑧𝐶
)𝑇 = 𝐑𝐶

𝐵𝐫
𝐵 + 𝐭𝐶 (1)

=
(

𝑢𝑖, 𝑣𝑖
)

=
(

𝑥𝐶

𝑧𝐶
𝑓𝑥 + 𝐶𝑥,

𝑦𝐶

𝑧𝐶
𝑓𝑦 + 𝐶𝑦

)

, (2)

relate the unknown pose with a feature point 𝐩 in the image plane via
he relative position 𝐫𝐶 of the feature with respect to the camera frame.
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Here, 𝐫𝐵 is the point location in the 3D model, expressed in the body-
frame coordinate system B, whereas 𝑓𝑥 and 𝑓𝑦 denote the focal lengths
of the camera and (𝐶𝑥, 𝐶𝑦) is the principal point of the image.

From these equations, it can already be seen that an important
aspect of estimating the pose resides in the capability of the IP system
to extract features 𝒑 from a 2D image of the target spacecraft, which in
turn need to be matched with pre-selected features 𝒓𝐵 in the wireframe
3D model. Notably, such wireframe model of the target needs to be
made available prior to the estimation. Notice also that the problem
is not well defined for 𝑛 < 3 feature points, and can have up to four
positive solutions for 𝑛 = 3 [32]. Generally, more features are required
in presence of large noise and/or symmetric objects.

The on-ground validation pipeline of the proposed pose estimation
system is shown in Fig. 2 and consists of the following main stages:

1. Calibration procedure and Image Acquisition: laboratory im-
ages of a scaled 1:25 mockup model of the Envisat spacecraft are
generated by mounting the camera on a robotic arm which per-
forms a rendezvous trajectory around the mockup. Besides, the
camera is calibrated with respect to the Envisat mockup in order
to associate reference labels of the relative pose between the
adopted monocular camera and the mockup for each generated
image.

2. Dataset Generation and CNN Training: a keypoints-based CNN
is trained and validated on augmented datasets. The augmenta-
tion is performed by introducing image noise, artificial lights,
random background and random textures into synthetically-
generated images of the Envisat rendering model.

3. Online Inference: the keypoints-based CNN is tested on both
synthetic and lab-generated images. The relative pose is esti-
mated by feeding a PnP solver with the detected keypoints as
well as with the intrinsic camera parameters and the 3D model
of Envisat.

4. Post-Processing and Validation of Pose Estimation Results:
the CNN-based pose estimation results on the lab-generated
images are validated against the reference pose labels, derived
from the calibrated setup.

2.1. Pose estimation solver

Following the promising pose estimation results achieved in ADR
scenarios in recent studies [9,15,33,34], the Efficient Perspective-n-
Points (EPnP) method followed by Gauss–Newton refinement [35] is
selected to estimate the relative pose from a set of detected features.
This method solves the PnP problem in Eqs. (1)–(2) in closed-form with
the EPnP algorithm, and uses the estimated pose as initial guess for
an iterative pose refinement. The fundamental equation of the EPnP
algorithm consists of rewriting the PnP problem as a function of a 12-
dimensional vector 𝒚 containing the so-called control point coordinates
n the camera reference system,

𝒚 = 𝟎, (3)

where 𝑴 is a known 2𝑛× 12 matrix. It can be proven [35] that the
pose solution belongs to the kernel of 𝑴 , and therefore that it can be
expressed as a linear combination of the columns of the right-singular
vectors of 𝑴 corresponding to the null singular values of 𝑴 . As a result,
an iterative refinement based on the Gauss–Newton method can be
performed with little additional computational cost whilst improving
the pose estimate. Note that the EPnP algorithm cannot return an
estimate if less than four features are provided as input. As such,
no pose estimate can be expected when a large amount of detected

keypoints falls below the set threshold for the detection accuracy.
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Fig. 1. Representation of the relative motion framework [31] (a) and schematic of the pose estimation problem using a monocular image (b).
Fig. 2. Illustration of the proposed on-ground validation of the CNN-based pose estimation system.
3. The ORGL testbed

The adopted laboratory setup is illustrated in Fig. 3 and makes use
of the GNC Rendezvous, Approach and Landing Simulator (GRALS)
testbed of the ORGL facility at ESTEC. The setup consists of the fol-
lowing elements: (a) a 1:25 scaled mockup of the Envisat spacecraft;
(b) a Prosilica GC2450 monocular camera; (c) a wall KUKA robotic
arm, used to move the Envisat mockup; (d) a ceiling KUKA robotic arm,
used to move the camera; (e) the VICON Tracker System (VTS), used
to track objects with retro-reflective markers and to provide estimates
of their pose with respect to a user-defined reference frame; (f) a lamp
mounted on a UR-5 robot, used to recreate the Sun illumination; (g)
an external computer providing the software interface between the
monocular camera, the VTS and the KUKA robotic arms.

3.1. VICON tracking system

The VTS is a highly accurate motion capture system capable of
tracking dynamic objects with millimeter accuracy [36]. The system
includes a set of 44 calibrated IR cameras, some retro-reflecting spher-
ical markers which can be detected and tracked by the cameras, and a
software interface to stream telemetry to the external computer. In the
current setup, a subset of 10 cameras is selected such that the total field
of view covers the operating volume in which the image acquisition is
carried out.
126
3.2. KUKA software and hardware elements

The KUKA robotic arms are controlled from the external computer
via a Robot Software Interface (RSI) connection. The arms can translate
along both ceiling/wall rails and rotate around their six joints, thus
guaranteeing a total of 14 degrees of freedom. By default, the com-
mand to the robotic arms is represented in terms of end effector pose
with respect to a pre-defined KUKA base frame. However, the KUKA
software allows user-defined base and tool reference frames, such that
any command can be expressed in terms of a selected tool frame pose
with respect to a selected base frame.

3.3. GRALS illumination conditions

In order to recreate a realistic space environment from an illumi-
nation standpoint, a movable lamp is mounted on a UR-5 robot and
directed towards the target mockup during image acquisition. The lamp
is a dimmable, uniform and collimated light source with a spectral
response close to 6000 K and exclusive optical lens which provide high
uniformity (±5%), shadow-free backlight illumination.1 Besides, black
curtains are placed around the robots’ work zone in order to mask most
of the background noise, such as unwanted reflections from the robots’
rails.

1 https://www.metaphase-tech.com/backlights/collimated-backlights/.

https://www.metaphase-tech.com/backlights/collimated-backlights/
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Fig. 3. GRALS testbed with the scaled 1:25 Envisat mockup mounted on the wall KUKA, the VTS and the monocular camera mounted on the ceiling KUKA. Two of the VTS
cameras and the Sun lamp are also shown.
4. Calibration framework

The calibration setup consists of the elements described in Section 3
and is inspired by the calibration procedure reported in [22]. The
objective is to estimate the relative pose between the monocular camera
and the Envisat mockup for each generated image.

4.1. Reference frames definition

Referring to Fig. 4, the following reference frames are defined:

• LVLH Reference Frame O: this is the reference frame in which the
rendezvous trajectory is expressed (Fig. 1). Its origin is located on
the center of mass of the Envisat mockup, and its axes are parallel
to the radial, along-track and cross-track directions.

• VTS Reference Frame V : this is the reference frame in which all
the objects tracked by VTS are expressed. The frame is defined
by a calibration tool consisting of a set of 5 IR markers (Wand
calibration object). Notably, the origin and orientation of this
frame can be arbitrarily set by the user prior to calibration by
placing the Wand object at the desired location.

• Camera Frame C: this frame is defined such that the third axis is
perpendicular to the image plane and aligned with the optical axis
of the camera, with the other two axes planar to the focal plane
of the camera.

• Envisat Body Frame B: this is a rigid frame oriented with its axis
parallel to the sides of the Envisat mockup and centered on the
Envisat geometrical center.

• Ceiling/Wall KUKA end effector frames CE/WE : these frames are
centered on the ceiling/wall KUKA end effectors, with their third
axis perpendicular to the end effector plate.

• Markers Object Frame M : this frame is built from retro-reflective
VTS markers attached to a planar surface (not shown in Fig. 4).
127
The transformation between each of these frames can be expressed by
a roto-translation matrix 𝑻 , which incorporates the relative rotation
matrix 𝑹 and the relative position vector 𝒕,

𝑻 =
(

𝑹 𝒕
𝟎1× 3 1

)

. (4)

4.2. Calibration procedure

The purpose of the calibration procedure is to estimate the relative
roto-translation matrix 𝑻 𝐶

𝐵 between the camera frame C and the Envisat
body frame B for every monocular image acquired during the desired
trajectory. Referring to Fig. 5, the procedure consists of the following
steps:

1. Camera Intrinsic Calibration — Estimation of the Camera Intrin-
sic Parameters.

2. Determination of the roto-translation matrices 𝑻𝑊𝐸
𝑉 , 𝑻 𝐶𝐸

𝑉 —
Calibration of the VTS frame with respect to the Ceiling and Wall
KUKA end effector frames and definition of LVLH frame O in
both KUKA robots.

3. Estimation of the roto-translation matrix 𝑻 𝑉
𝐶 - Camera Extrinsic

Calibration with respect to the VTS frame.
4. Camera Calibration with respect to the LVLH frame 𝑻 𝐶

𝑂 - Defini-
tion of Camera tool frame C in the wall KUKA.

5. Mockup Calibration with respect to the LVLH frame 𝑻 𝐵
𝑂 - Defi-

nition of Mockup Body tool frame B in the ceiling KUKA.
6. Estimation of the roto-translation matrix 𝑻 𝐶

𝐵 - Mockup-to-
Camera Calibration.

Since the purpose of each calibration step is to define both camera
and target tools in their respective endeffector frames, this calibration
procedure does not have to be repeated each time a different trajectory
is recreated, provided that the same mounting configurations are kept.

Also, notice that by calibrating each object with respect to their KUKA
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Fig. 4. Illustration of the reference frames adopted during the calibration procedure. The Wall end effector (WE) and Ceiling end effector (CE) frames are known a-priori, whereas
the Camera frame C and the Envisat Body frame B are unknown and need to be estimated during calibration. The VTS frame V, in which the VTS measurements are expressed,
can be arbitrarily set by the user. Similarly, the location of the LVLH frame O can be chosen based on the constraints on the robot movements for the given laboratory setup.
Both the VTS frame V and the LVLH frame O can be set as tool/base frames in the KUKA environment.
Fig. 5. Description of the transformations required to compute the final mockup-to-camera relative pose. The LVLH definition in both the wall and ceiling KUKA is done in order
to define the LVLH frame as base frame in both robots.
end effectors, it is possible to express them with respect to the common
LVLH frame O. This is accomplished in order to (i) retrieve repre-
sentative ground truth relative camera-mockup pose labels for each
generated monocular image of the Envisat mockup, and (ii) represent
the commanded motion of the robotic arms in terms of camera and
Envisat pose with respect to the LVLH frame O. This latter aspect
is very functional since it is desirable to command the translational
and rotational motion in the same reference frame of the intended
trajectory.
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4.3. VTS frame calibration and definition of LVLH frame O

The calibration of the VTS is an essential step towards the overall
calibration of the GRALS setup. This calibration is performed (i) to
define the LVLH frame O in which the rendezvous trajectory will be
represented, and (ii) to express the camera frame C in the Wall end
effector frame WE after the camera extrinsic calibration. To do so,
the first step consists in defining the VTS frame V in the Ceiling end
effector frame CE (Fig. 6a). This is done by mounting the VTS’s Wand
calibration object onto the CE and exploiting the knowledge of the
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Fig. 6. VTS frame (V) definition with respect to the Ceiling end effector frame (CE) and alignment of the two KUKA end effector with the use of alignment pins.
geometry of the mount. At this stage, the LVLH frame O is constructed
by matching it to the V frame (𝑂 = 𝑉 ), in order to ease frames
transformations. Once the VTS frame is expressed in the CE frame, the
Wand object is removed from the CE, and alignment pins are mounted
on both the CE and the WE to align the two KUKAs with sub-millimeter
accuracy (Fig. 6b). As a result, the V frame can be expressed in both
end effector frames interchangeably.

4.3.1. Camera intrinsic calibration
The first step of the calibration procedure consists of the estimation

of the camera intrinsic parameters needed in Eqs. (1)–(2) to solve
the PnP problem. This is accomplished by taking multiple images of
a chessboard with different camera views and using the estimateCam-
eraParameters2 Matlab built-in function. This function estimates the
intrinsic parameters [𝑓𝑥, 𝑓𝑦, 𝐶𝑥, 𝐶𝑦] and the distortion coefficients of a
monocular camera, whilst also returning the images used to estimate
the camera parameters and the standard estimation errors for the single
camera calibration.

4.3.2. Camera extrinsic calibration
A high-level schematic of the extrinsic camera calibration procedure

is illustrated in Fig. 7. The first task is to recreate a planar object M by
placing some retro-reflective markers onto a planar surface. Based on
similar setups [22], 10 markers were used to recreate the object M.

Next, the planar object M is moved in order to generate pictures
of the retro-reflective markers under different camera views. The pixel
location of each marker is then extracted by using the Matlab built-
in Circular Hough Transform (CHT) algorithm. A manual 2D-3D point
correspondence is performed in order to associate each detected marker
with its three-dimensional location in the M frame. At this stage, the
EPnP algorithm is used to solve the PnP problem and obtain an estimate
of the roto-translation between the camera frame C and the VTS frame
V, exploiting the knowledge of the relative pose of the markers object
M with respect to the VTS frame.

Subsequently, 15 images of the object M are taken with different
camera views, and the CHT is applied to each of them to extract the
pixel location of the retro-reflective markers. For each frame, the 2D-3D
point correspondence can be made by using the initial estimate of 𝑻 𝑉

𝐶 .

2 mathworks.com/help/vision/ref/estimatecameraparameters.html.
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The PnP problem can then be solved by means of a non-linear least
squares solver, by minimizing the following sum of squares [22]:

𝜎1(𝒙) =
𝑁𝑝
∑

𝑘=1

𝑁𝑚
∑

𝑗=1

‖

‖

‖

𝒑𝑓,𝑖(𝑘) − 𝝅
(

𝒎𝑉
𝑓,𝑖(𝑘),𝑻

𝑉
𝐶
)

‖

‖

‖

(5)

𝝅
(

𝒎𝑉
𝑓,𝑖(𝑘),𝑻

𝑉
𝐶
)

=

(

𝑥𝐶𝑓,𝑖
𝑧𝐶𝑓,𝑖

𝑓𝑥 + 𝑐𝑥,
𝑦𝐶𝑓,𝑖
𝑧𝐶𝑓,𝑖

𝑓𝑦 + 𝑐𝑦

)

(6)

𝒎𝐶
𝑓,𝑖 =

(

𝑥𝐶𝑓,𝑖 𝑦𝐶𝑓,𝑖 𝑧𝐶𝑓,𝑖
)𝑇

= 𝑹𝐶
𝑉 𝑴

𝑉
𝑓,𝑖 + 𝒕𝑉𝐶 (7)

where 𝑁𝑚 is the number of fiducial markers, 𝑁𝑝 is the number of frames
and 𝑚𝑀

𝑓,𝑖 represents the location of the 𝑖th marker in the VTS frame
V. The output of the minimization is a refined estimate of 𝑻 𝑉

𝐶 , which
is used to reproject the 3D retroreflective markers on the image plane
and compute the deviation from the correct 2D location of each marker.
Fig. 8 shows the reprojection error across the whole set of images of the
markers object M. The pixel error can be represented by a distribution
with 𝝁 = [0.14,−0.15] px and 𝝈 = [1.6, 2] px. Overall, the pixel error
deviation does not exceed 0.08% of the image size. This compares well
with the extrinsic calibration results obtained by Valmorbida et al. [22].

4.4. Mockup calibration

The calibration of the Envisat mockup consists in estimating the
relative pose of the Envisat body frame B with respect to the Ceiling
end effector frame CE (Fig. 9). Thanks to the adopted design for the
mount, which guarantees a unique fixation of the mockup onto the
CE, this transformation can be derived directly from the CAD geometry
of the mount and the location of the B frame with respect to the
mockup mounting interface. Although in principle a dedicated mockup
calibration via retro-reflective VICON markers should return more
accurate results, the challenges in reconstructing the transformation
from the markers frame to the body frame B is currently considered
a limiting factor. Specifically, the large number of instruments located
on the target and the uneven surface of the Multi-Layer insulation (MLI)
prevent from accurately mounting the markers.

4.5. Global calibration error analysis

Overall, the calibration steps described in the previous sections are
essential to estimate the desired Mockup-to-Camera transformation 𝑻 𝐶 .
𝐵

https://www.mathworks.com/help/vision/ref/estimatecameraparameters.html
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Fig. 7. Estimation of the roto-translation between the camera frame C and the markers frame M. The markers detection by the CHT algorithm (a) is shown beside the estimated
roto-translation of the camera with respect to the M object (b).
Fig. 8. Reprojection error after camera extrinsic calibration.

Fig. 9. Illustration of the mounting of the Envisat mockup on the CE.
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Each of these steps is characterized by individual calibration inaccura-
cies that contribute to the global error of the calibration setup 𝑬Cal:

𝑬Cal = 𝑬Cal(𝑬Int,𝑬Ext,𝑬VTS,𝑬Al,𝑬KUKA,𝑬Env) (8)

in which:

• 𝑬Int, 𝑬Ext represent the reprojection error due to the intrinsic and
extrinsic camera calibration with respect to the VTS frame V.

• 𝑬VTS represents the VTS pose error due to inaccuracies in the
detection of the retro-reflective markers by the VTS cameras.

• 𝑬Al, 𝑬KUKA represent the pose error due to the robots alignment
step and due to the intrinsic KUKA inaccuracies, respectively.

• 𝑬Env represents the reprojection error due to inaccuracies in the
Envisat-to-CE mount.

Notably, deriving a quantitative global calibration accuracy for each
calibration term is complicated by the fact that some of these ac-
curacies are expressed in terms of reprojection error onto the image
plane, whilst others are expressed in terms of pose error. To cope
with this limitation, the impact of the global calibration error on the
estimation error of the transformation 𝑻 𝐶

𝐵 is assessed by monitoring
the reprojection error 𝜖 of the mockup’s corners on a small subset of
five of the generated monocular images of the target spacecraft. This
reprojection can be obtained by manually selecting the visible corners
in each image of the subset and by comparing their pixel location with
the reprojection based on each 3D point from the estimated camera
intrinsic parameters and the calibrated relative pose 𝑻 𝐶

𝐵 (Eqs. (1)–(2)).
Table 1 lists the error contribution of each calibration step together
with the final mean reprojection error on the selected subset. Notice
that the Envisat mounting error 𝑬Env could not be quantified due to the
unknown relation between the mounting inaccuracies and the resulting
mockup pose inaccuracy. Besides, the entire point cloud, obtained from
the CAD model of the mockup, can be reprojected onto each generated
image to get a qualitative measure of the calibration accuracy. Fig. 10
illustrates two representative examples of the point cloud reprojection
in different relative ranges, together with the mean reprojection error
derived from the visible corners. Overall, the same order of magnitude
of the reprojection error is observed for the remaining images of the
subset, sampled across the trajectory to cover different camera-target
ranges.

The proposed calibration procedure exhibits a larger total reprojec-
tion error, when compared to the sub-pixel results obtained by Park
et al. [23] with a more dedicated Robot/World Hand/Eye (RWHE) cali-
bration [37] of Stanford’s TRON facility. However, the calibration error
of TRON was minimized and computed on a subset of very close-range
poses of the target spacecraft. A such, an increase in the reprojection
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Fig. 10. Reprojection of the Envisat point cloud onto the image plane for two representative Mockup-to-Camera relative poses. The mean reprojection error 𝜖 is computed by
manually selecting the visible corners of the mockup and by comparing their pixel location with the reprojected values derived from calibration.
Table 1
Global calibration error analysis. Note that the Envisat mounting error 𝑬Env could not
be quantified due to the unknown relation between the mounting inaccuracies and the
resulting mockup pose inaccuracy. As described in the text, the total reprojection error
is computed by comparing the reprojected corners of Envisat with the visible corners
in a subset of 5 representative images.

Calibration error Value Description

𝑬Int 0.22 px Reprojection error
𝑬Ext (0.14,−0.15) px ± (1.6,2) px Reprojection error
𝑬VTS <1 mm Markers detection error
𝑬Al 0.1 mm–0.02 deg KUKA accuracy
𝑬KUKA 0.1 mm–0.02 deg KUKA accuracy
𝑬Env – Mounting error

𝑬Cal 18.7 px Total reprojection error

error for larger relative ranges is expected. Yet, the uncertainty in
the Envisat mounting suggests that 𝑬Env is the main contributor to
the larger calibration error observed in the proposed GRALS setup.
Nevertheless, it is expected that the relative pose errors resulting from
the reprojection offsets can still guarantee a representative ground truth
for the intended on-ground validation.

4.6. Rendezvous trajectory generation

Once the GRALS testbed is fully calibrated, any relative trajec-
tory between the monocular camera and the target mockup can be
recreated by commanding the two KUKA robotic arms in terms of
camera/mockup tool frames with respect to the LVLH frame O. To
comply with the physical constraint of the robotic arms, a rectilinear
approach in-line with the flight path of the servicer spacecraft towards
the target spacecraft (so called V-bar approach) is considered, as this
typically occurs during the final stages of close-proximity operations
in rendezvous and docking missions [1,2]. This assumption is justified
by the fact that the CNN performance on lab-generated images shall
be first validated on simplified relative trajectories, before assessing its
performance under more complex relative geometries. Following the
same line of reasoning, the relative attitude of the target is simplified
by recreating a spinning rotation of around 3.5 deg/s along the main
longitudinal body axis, superimposed with precession. The magnitude
of the Envisat rotation complies with past optical observation data [38],
whereas the direction of rotation is chosen based on the constraints in
the robotic arm movements. Moreover, relative distances of 4 m down
to 1 m are recreated in the lab which correspond to relative distances
in the range of 100 m–25 m for the full-scale target spacecraft.

Lastly, the UR-5 robot is used next to the two KUKA robotic arms to
control the lamp at 40◦, 60◦, and 90◦ Azimuth angles with respect to
the Envisat mockup. The location of the lamp is kept fixed throughout
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the trajectory, but it is changed at the end of each execution in
order to execute the same V-bar approach under different illumina-
tion conditions. Fig. 11 shows a sample relative pose under varying
Azimuth illumination angles. To guarantee consistency throughout all
these illuminations, a LUX-meter is used to ensure that the same light
irradiance of 1366 W/m2 (typical of LEO orbits) is kept while changing
the Azimuth angle. Although the exact distribution of the irradiation
across different wavelength is not monitored, this ensures that the light
irradiance on the target surface does not change for different illumina-
tion angles. Notably, the use of a lamp as opposed to a more diffusive
illumination guarantees worst-case reflections on the target satellite.
As a result, the CNN performance can be stress-tested on worst-case
illumination scenarios which differ from the synthetic renderings.

It is important to mention that, although a realistic close-proximity
approach would undergo varying illumination angles over time due to
the motion of the Sun with respect to the LVLH frame, the current
assumption of a fixed light source during the approach is justified by
the relatively short duration of the relative trajectory. At the same
time, the selected Azimuth range is considered representative of the
currently planned ADR missions, since close-proximity approaches at
larger illumination angles are typically avoided with careful mission
design.

5. Convolutional neural network

The main reason for an emerging interest in CNNs for features
extraction lies in the capability of their convolutional layers to extract
high-level features of objects with improved robustness against image
noise and illumination conditions as compared to standard IP algo-
rithms [30]. As shown in Fig. 12, the first essential step of keypoints-
based CNN systems is represented by an Object Detection Network
(ODN), e.g. Faster R-CNN [39], R-FCN [40] or MobileNet [41], placed
before the main CNN. The ODN regresses the coordinates of a bounding
box around the target object, in order to crop a Region Of Interest (ROI)
and to increase robustness to scale, variation, and background textures.
The cropped ROI is then fed into a Keypoint Detection Network, which
convolves with the input image and outputs a set of feature maps.
These so-called heatmaps are detected around pre-selected features on
the target object, such as corners or interest points. The 2D pixel coordi-
nates of the heatmap’s peak intensity characterize the predicted feature
location, with the intensity and the shape indicating the confidence
of locating the corresponding keypoint at this position [42]. As such,
wrong detections can be discarded based on a user-defined threshold
on the detection accuracy returned by the CNN. Notably, the selection
of the CNN will drive the achievable keypoints detection accuracy and
robustness. Some architectures, such as the stacked Hourglass [43]
and the U-Net [44], perform a downsampling of the input followed
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Fig. 11. Example of different illumination conditions for a sample relative pose. Azimuth illumination angles of 40◦ (left), 60◦ (center), and 90◦ (right) are shown.
Fig. 12. Proposed CNN architecture and interface with the PnP solver.
Table 2
Parameters of the camera used to generate the synthetic images in Cinema 4D©.

Parameter Value Unit

Image resolution 256 × 256 Pixels
Focal length 3.9⋅10−3 m
Pixel size 1.1⋅10−5 m

in series by an upsampling, in order to detect features at different
scales. However, recent advances [33] demonstrated that by using
parallel sub-networks across multiple resolutions, rather than multi-
resolution serial stages, the CNN can manage to maintain a richer
feature representation, facilitating more accurate and precise heatmaps.
For this reason, the HRNet [45] architecture currently represents the
state-of-the-art in keypoint detection, and is chosen in the proposed
pose estimation system.

5.1. Augmentation pipeline

In Fig. 13, the first step of the proposed pipeline for the datasets
augmentation and randomization consists in generating ideal synthetic
images of the Envisat 3D model. A highly-textured, realistic Envisat
model is rendered in the Cinema 4D© software by keeping the virtual
camera (parameters in Table 2) fixed and by randomly varying the
pose of the rendering model with respect to the camera. Besides, the
Azimuth and Elevation of the Sun are randomly varied by ±40 deg
around the scenario in which the Sun is exactly behind the camera,
in order to recreate favorable as well as more adverse illumination
conditions. Next, a randomization pipeline is introduced which adds
the following effects to the rendering:

• Texture randomization. This is performed in order to increase the
CNN robustness against texture variations between the synthetic
and lab models of Envisat. The randomization is achieved in two
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different ways, by either adding a shader to each material in
order to noise the textures, or by directly shuffling the textures
of the materials. Besides, the reflectance of each material of the
rendering model is also randomized, in order to increase the
variability of the material properties across the target body.

• Light randomization. Four additional lights are introduced in ran-
dom locations, aside from the main Sun illumination, in order to
increase the CNN robustness against the illumination conditions
recreated in the laboratory setup.

• Background randomization. Random scenes are used as image
background in order to increase the CNN robustness against
the laboratory environment. Specifically, external disturbance
sources in the lab are likely to return non-zero pixel values in
the image background, leading to inaccurate CNN detections if
the training dataset would lack of background augmentation.

Remarkably, the proposed texture randomization differs from most
of the implementations described in Section 1 in that it takes place
before the actual rendering, and not in post-processing. As a result,
the randomization can be performed directly on the actual spacecraft
materials and textures without jeopardizing the target body shape. This
latter aspect could happen when random texture patterns are superim-
posed to the target image after rendering. Furthermore, the inclusion of
both texture and light augmentation aims at generalizing the training
domain to the GRALS testbed’s illuminations whilst improving the CNN
robustness against previously unseen textures of the target mockup.

Following the Cinema4D© rendering, an additional pipeline is used
to further augment the generated images. This is performed by intro-
ducing the Earth in the background in some of the images and by
corrupting the images with the following noise models:

• Gaussian, shot, impulse and speckle noise.
• Gaussian, defocus, motion and zoom blurs.
• Spatter, color jitter and random erase.
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Fig. 13. Dataset augmentation pipeline.
Table 3
Augmentation breakdown. The randomization in the last augmentation step refers to
both random lights, textures, and background.

Description Number of images

No augmentations 1000
Random lights 550
Random lights & textures 2000
Random lights & background 350
All randomizations & Noise & Earth 20,500
Total 24,400

Fig. 14. Output examples of the randomization pipeline.

Table 3 lists all the augmentation techniques together with the number
of generated images, whereas Fig. 14 shows four representative exam-
ples of the adopted data augmentation techniques. A total of 24,400
images were rendered and further split into training (70%), validation
(15%) and test (15%) datasets. These percentages were selected based
on other augmentation pipelines [46].

5.2. Training, validation and test

During training, the validation dataset is used beside the training
dataset to compute the validation losses and avoid overfitting. The
Adam optimizer [47] is used with a cosine decaying learning rate
with initial value of 10−3 and decaying factor of 0.1. The network is
trained for a total of 210 epochs. Finally, the network performance after
training is assessed with the synthetic test dataset.
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Fig. 15. Example of high (a) and low (b) detection accuracies during poor visibility
or occlusion.

The performance is assessed in terms of Root Mean Squared Error
(RMSE) between the ground truth (GT) and the 𝑥, 𝑦 coordinates of the
extracted features, which is computed as

RMSE =

√

√

√

√

√

√

√

√

𝑛𝑡𝑜𝑡
∑
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[
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]

𝑛𝑡𝑜𝑡
. (9)

The CNN performance on the test dataset shows a mean detection
accuracy of 0.97 px, with a RMSE mean 𝜇 = 2.78 px and a Mean
Absolute Deviation (MAD) of 2.87 px. Overall, this proves that the
network is capable of accurately detecting the pre-trained keypoint
features in most of the synthetic test images. Notably, wrong detections
occur when the solar panel completely hides the main Envisat body.
However, the CNN returns good detection accuracies when only parts
of Envisat are occluded, demonstrating the capability of learning the
relative position between features during partial observability (Fig. 15).

6. Results

In this section, the pose estimation results are presented for the
V-bar trajectory images generated at ESTEC’s GRALS testbed. Two
separate error metrics are adopted in the evaluation, in accordance
with Kisantal et al. [15]. Firstly, the translational error 𝐸𝑇 between
the estimated relative position �̂�𝐶 and the ground truth 𝒕𝐶 is computed
as

𝐸𝑇 = ‖

‖

‖

𝒕𝐶 − �̂�𝐶‖‖
‖

. (10)

Secondly, the attitude error 𝐸𝑅 is measured in terms of the Euler axis-
angle error between the estimated quaternion �̂� and the ground truth
𝒒,

𝜷 =
(

𝛽𝑠 𝜷𝒗
)

= 𝒒 ⊗ �̂� (11)

𝐸 = 2 arccos (|𝛽 |). (12)
𝑅 𝑠
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Fig. 16. Cumulative distribution function for the position (a) and attitude (b) errors. As can be seen, an initial steep increase in both curves highlights that most of the images
are characterized by relatively low pose errors.
To categorize the pose estimation error, the following definitions are
introduced:

• High accuracy: 𝐸𝑇 < 5%, 𝐸𝑅 < 2◦,
• Medium accuracy: 𝐸𝑇 < 10%, 𝐸𝑅 < 5◦,
• Low accuracy: 𝐸𝑇 < 10%, 𝐸𝑅 < 10◦,

in which the position error is expressed as a percentage of the ground
truth relative position 𝒕𝐶 . Moreover, if the number of keypoints within
the defined detection threshold falls below the minimum number of
features required by the EPnP to solve for the pose, no pose is returned.

6.1. High exposure, 40◦ Illumination Azimuth

Table 4 lists the categorized pose estimation results as a percentage
of the High Exposure, 40◦ Illumination Azimuth V-bar trajectory im-
ages. As can be seen, 59% of the trajectory images are characterized
by position errors 𝐸𝑇 < 10% and attitude errors 𝐸𝑅 < 10◦. Moreover,
medium and high accuracies are achieved in 31% and 3% of the images,
respectively. Furthermore, Fig. 16 shows the cumulative distribution
function for both the attitude and position errors across the V-bar
trajectory. This function is convenient in that it captures which fraction
of the trajectory images returns a certain pose estimation accuracy.

Overall, these results highlight a remarkable performance of the
proposed pose estimation system. Despite the limitations in the achiev-
able calibration accuracies reported in Section 4.5, the results demon-
strate that a CNN trained on augmented, purely synthetic images can
adapt to a previously unseen domain, and perform accurate keypoints
detections. Specifically, the inclusion of a texture randomization step
within the data augmentation pipeline guarantees that the CNN focuses
on the shape of the target rather than on its textures. This improves
the detection robustness against illumination conditions and material
reflections that were not part of the training dataset.

To help analyze the CNN detection performance prior to pose
estimation, Fig. 17 illustrates four representative CNN detections for
each pose accuracy category. First of all, a scenario characterized by
an adverse MLI reflection is shown for which no pose estimate is
returned. These unfavorable reflections are very challenging to handle
by the CNN, resulting in a highly scattered and inaccurate keypoints
detection. Next, the pose estimate scenarios are displayed. Notably, a
lower detection accuracy can be inferred for the upper corners in the
high and medium accuracy estimates. This is deemed to be a direct
consequence of instruments occlusion, which is not properly captured
in the training dataset due to the differences between the target mockup
and the rendering model. Furthermore, a low accuracy in the detected
SAR antenna keypoints can be observed in the low accuracy scenario.
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Table 4
Pose estimation results for the high exposure, 40◦ Azimuth V-bar trajectory. Position
results are scaled from the ORGL setup to the real orbital distances by accounting for
the real dimensions of the target spacecraft. The remaining 6% of the trajectory images
are characterized by pose errors above the threshold set for the low accuracy.

Scenario No pose High
accuracy

Medium
accuracy

Low
accuracy

High exp.
40◦ Az.

1% 3%
𝐸𝑇 = 0.2 m
𝐸𝑅 = 0.8◦

31%
𝐸𝑇 = 0.8 m
𝐸𝑅 = 3◦

59%
𝐸𝑇 = 1.4 m
𝐸𝑅 = 4.6◦

The SAR antenna corners are generally easier to detect than other target
keypoints, mostly due to a higher similarity with the rendering model
and a lack of adverse MLI reflection. As a result, they are retained as
the main contributors to high and medium pose accuracies, leading to
lower pose accuracies when not accurately detected.

To further investigate the overall performance of the proposed
system, the pose estimation results are extended to the entire V-bar
trajectory. Firstly, Fig. 18 shows the camera boresight component of the
estimated position against the ground truth relative distance. Overall,
it can be seen that the estimation follows the true value with error
peaks scattered throughout the trajectory. Notably, a larger number
of outliers is observed for mid-far ranges, suggesting an increase of
pose estimation error with distance. Next, Fig. 19 illustrates the pose
estimation results after averaging with a moving mean with a win-
dow size 𝑘 = 100. This is done in order to capture the relation
between the mean estimation error and the relative distance between
the monocular camera and the target. As a validation, both the position
and attitude errors exhibit the typical trend observed in monocular
pose estimation systems [9,15,28], with larger mean position errors
at larger distances and fairly equal attitude errors unless the target
is very close to the camera. Furthermore, the obtained mean attitude
errors are comparable to the ones obtained by other pose estimation
systems on the lab-generated images of the SPEED dataset [15]. This
is remarkable since, although the SPEED dataset includes 300 images
under several relative poses, the adopted illumination source consisted
of light boxes resembling the Earth albedo in no-eclipse scenarios.
This is an illumination condition far less extreme than a direct, high
intensity Sun lamp, due to the patterned flare introduced by the sun
lamp and intense surface glow due to high reflectivity and overexposure
of the camera. As a result, a smaller domain adaptation is required from
the synthetic SPEED dataset compared to the GRALS trajectory images.
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Fig. 17. Upper left: No pose due to adverse MLI reflection. Upper right: High accuracy.
Lower left: Medium accuracy due to instruments occlusion on upper corners. Lower
right: Low accuracy due to improper SAR corners detection and offset in the lower
corners.

Fig. 18. Boresight estimation from the CNN+EPnP pipeline compared to the ground
truth pose from calibration.

6.2. Low exposure, 60◦–90◦ Illumination Azimuth

Table 5 lists the categorized pose estimation results as a percentage
of the low Exposure, 60◦–90◦ Illumination Azimuth V-bar trajectory
images. As anticipated in Section 4.6, these trajectories are character-
ized by more adverse illumination conditions as well as by a much
lower exposure of the monocular camera, in order to stress-test the
CNN performance on extreme scenarios. As can be seen, the pose es-
timation accuracy drops considerably compared to the results observed
in Table 4, indicating that the adopted training data augmentation
is not enough to bridge this synthetic-lab domain gap. However, the
severe illumination conditions in these two scenarios suggest that the
main cause of a larger domain adaptation could be traced back to
the randomization of the main light source locations recreated during
training. In other words, the extremely low pose accuracies are not
expected to be a direct result of an insufficient texture randomization,
and further improvements in the CNN training shall aim at extending
the illumination scenarios.
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Table 5
Pose estimation results for the low exposure, 60◦–90◦ Azimuth V-bar trajectory.

Scenario No pose High accuracy Medium
accuracy

Low accuracy

Low exp.
60◦ Az.

38% 0.3% 3% 5%

Low exp.
90◦ Az.

75% 0 0.5% 2%

6.3. Pose error analysis

The pose estimation analysis in Section 6.1 returned important
insights on the performance of the CNN in the high exposure V-bar
scenario, proving its capability to return satisfactory pose estimates
for over half of the images. Yet, it is also important to investigate
the scenarios in which the pose estimate considerably drifts from the
ground truth, i.e. the large errors observed in Fig. 18. Although the
majority of the pose outliers are related to a poor keypoints detection,
there might be cases in which the large estimation error stems from
solving the PnP problem rather than from the CNN detection step.
Fig. 20a illustrates a representative example: as can be seen, the CNN
performs an accurate detection of most of the keypoints. However,
the attitude error associated to this detection amounts to 𝐸𝑇 > 50◦.
Notably, the fact that the position error is relatively small suggests that
the estimation algorithm is correctly locating the target but confusing
its orientation. Generally, this is an indication that there could be a
wrong 2D-3D correspondence before solving Eqs. (1)–(2). Specifically,
a wrong correspondence would happen if the CNN suddenly switches
the keypoints detection order, as this would associate the wrong 2D
features to the 3D model points. Since heatmaps are a good indicator of
the CNN confidence on each detection, it could be possible to correlate
the heatmaps’ shape and intensity with a potential features switch.
Following this line of reasoning, Fig. 20 shows a representative example
in which inaccurate heatmaps detected at image frame k (b) lead to a
large pose estimation despite a correct location of the 2D features at
image frame k + 1 (a). Ideally, such large heatmaps dispersions could
be used to trigger a 2D-3D mismatch flag at step k + 1. In this case,
the SoftPosIT algorithm [48] could be used to solve for the relative
pose, exploiting the fact that this algorithm assumes unknown feature
correspondences. As SoftPosIT is an iterative solver, the estimated pose
at frame k would be used during initialization.

Results for the selected scenario indicate that the estimated pose
can be refined once the correspondences are handled by SoftPosIT.
Specifically, an attitude error 𝐸𝑅 < 2◦ can be achieved, proving
that the proposed method could be used to refine the pose under
wrong 2D–3D correspondences. Unfortunately, the validation of the
proposed method over the entire image sequence of the V-bar trajectory
showed multiple scenarios in which a large heatmaps dispersion does
not correlate with a feature switch, leading to even worse accuracies
after the iterative refinement. As such, different correlations shall be
investigated to assess the robustness of this method. Nevertheless, the
pose error analysis showed that the CNN can confuse similar features,
when tested on a domain which is very different than the training one.

7. Conclusions

This paper introduces a novel on-ground validation framework to
assess the performance of a monocular CNN-based pose estimation
system on lab-generated space imagery, whilst providing a systematic
introduction of ESTEC’s GNC Rendezvous, Approach and Landing Sim-
ulator (GRALS) for close-proximity operations around uncooperative
spacecraft. The performance of the proposed system is evaluated on
a representative V-bar trajectory around a 1:25 mockup model of the
Envisat spacecraft by recreating space-like illumination conditions and
simultaneously operating two KUKA robots, in order to recreate the
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Fig. 19. Moving average trends of the estimated relative position (a) and attitude (b).
Fig. 20. Example of an accurate keypoints detection (a) leading to a large pose estimation error as a result of features switch (b).
translational motion of the camera as well as the rotational motion
of the target spacecraft. Thanks to the reconfigurability of the robotic
arms, the proposed setup is capable of recreating realistic rendezvous
trajectories under multiple camera-target geometries. Moreover, the
proposed calibration procedure guarantees accurate reference pose la-
bels associated to each image of the generated trajectory, allowing a
reliable validation of the CNN pose estimation performance.

The domain shift problem typical of CNNs is tackled by introducing
a novel data augmentation pipeline which includes both light and
texture randomization. Results on the high exposure, 40◦ illumination
Azimuth scenario indicate that over half of the V-bar trajectory is char-
acterized by pose accuracies 𝐸𝑇 < 10%, 𝐸𝑅 < 10◦, an impressive result
given the large domain gap between the synthetic training images and
the GRALS-generated images. Specifically, these results highlight that
texture randomization during training increases the CNN robustness
against previously unseen target features, forcing the CNN to rely on
the target shape instead of its textures. Moreover, preliminary analyses
on the large pose estimation scenarios indicate that the adopted CNN
undergoes feature switching when challenged with large domain shifts,
suggesting that an iterative SoftPosIT refinement, triggered by monitor-
ing the heatmaps’ dispersion pattern, could further improve the pose
estimation accuracy.

Further work is still required on different levels of the proposed
pipeline. First of all, the synthetic illumination conditions adopted
during training could be further randomized to guarantee reliable pose
estimates in the low exposure scenarios. Also, more data augmentation
136
techniques should be explored so to refine the CNN detections. This
is expected to improve the mean attitude error on the high exposure
scenario. Besides, the performance of the proposed pipeline should
be tested on less extreme domain variations, in order to evaluate the
pose estimation accuracy in less adverse scenarios. Next, the estimation
performance should be evaluated at a navigation filter level to assess
if low accuracy measurements can be handled by the filter without
leading to divergence. Finally, the overall calibration procedure should
be upgraded in order to improve the model reprojection error at closer
ranges.
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