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A B S T R A C T

The potential impact of underwater radiated noise from maritime operations on marine fauna has become an
important issue. The most dominant noise source on a propeller-driven vessel is propeller cavitation, producing
both structure-borne and radiated noise, with a broad spectrum that covers a wide range of frequencies. To
ensure acceptable noise levels for sustainable shipping, accurate prediction of the noise signature is essential,
and procedures able to provide a reliable estimate of propeller cavitation noise are becoming a fundamental
tool of the design process. In this work, we investigate the potential of using computationally cheap methods
for the prediction of underwater radiated noise from cavitating marine propellers. We compare computational
and experimental results on a subset of the Meridian standard propeller series, behind different severities
of axial wake, for a total of 432 experiments. The results indicate that the approaches employed can be a
convenient solution for noise analysis during the design process.
1. Introduction

1.1. Background

Underwater Radiated Noise (URN) has become a significant issue
in the last few decades because of the substantial increase in shipping
noise in oceans worldwide (Sezen et al., 2021c). Apart from consid-
erations regarding crew and passenger comfort (Borelli et al., 2021;
Ebrahimi et al., 2019; Sakamoto and Kamiirisa, 2018), research studies
suggest that URN induced by the shipping sector in the frequency
range between 10 Hz to 1 kHz is highly detrimental to the marine
ecosystem (Erbe et al., 2019; Ferrier-Pagès et al., 2021; McKenna et al.,
2017; Di Franco et al., 2020; Erbe et al., 2016; Popper and Hawkins,
2016). In this regard, several regulatory bodies have urged the industry
to address the harmful effects of noise pollution (Williams et al.,
2019; Ianniello et al., 2014b; Chou et al., 2021; Vakili et al., 2020a,b;
Markus and Sánchez, 2018) and take precautionary measures (IMO,
2012, 2014; European Union, 2008, 2017a,b; Convention on Biological
Diversity, 2014). Seagoing vessels have a very complex noise signature,
consisting of rotating machinery noise, hydrodynamic flow noise due
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to the turbulence in the boundary layer and the wake of the hull and
appendages, and propeller radiated noise (Lurton, 2002). Among these
sources, the propeller is the most significant contributor, generating the
highest noise levels at frequencies below 200 Hz, a bandwidth which
overlaps with the frequency band in the audible range of several marine
mammals (Hildebrand, 2005, 2009). In addition, cavitation on the
propeller blades significantly contributes to both tonal and broadband
noise, with predominant noise levels ranging up to 1 MHz and domi-
nating the overall URN spectrum above the inception threshold (Ross,
1976; Carlton, 2018).

For these reasons, significant effort has been devoted to the study
and minimisation of propeller noise. In the past, the propeller design
philosophy has always been to avoid cavitation for the widest possible
range of operating conditions (Seol et al., 2005). However, recent
demands for high-speed vessels and high propeller loads have rendered
this design philosophy practically infeasible (Seol et al., 2005). To
mitigate this issue, modern propeller designs incorporate multiple URN
mitigation strategies: The increase of skewness that enables the pro-
peller blade to pass through varying wakefields much more gradually,
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therefore improving the cavitation pattern on the blades and increasing
cavitation inception velocities (Da-Qing, 2006; Tong et al., 2021; Tong
and Chen, 2020); forward-skewness, which makes the blade tip load
less sensitive to changes of incidence compared to a straight-edged or
backward-skew propeller, thus reducing the effects of varying inflow
or vessel speed (Spence et al., 2007); the inclusion of an end plate
in the propeller blade that enables a higher radial load distribution
at the blade tip, thus reducing tip vortices and increasing cavitation
inception speed (Gaggero et al., 2016b; Kim and Kinnas, 2021; Gaggero
et al., 2016a); contra-rotating propeller systems that increase cavitation
inception velocity by reducing blade load and blade surface cavitation,
and also lower tip vortex cavitation by optimising the flow circulation
around the propellers (Hu et al., 2019; Huang et al., 2019a,b; Nouri
et al., 2018; Capone et al., 2021); the modification of the propeller
tip, which is smoothly curved towards the suction side of the blades
and is claimed to reduce tip vortices and increase cavitation inception
velocity (Andersen et al., 2005, 2009).

Nevertheless, these strategies are usually conflicting with the re-
quirement of high efficiency, and designers often resort to trade-off
analyses that are case-specific and extremely time consuming (Gaggero
et al., 2017a; Bertetta et al., 2012; Gaggero et al., 2017b, 2016b;
Nouri et al., 2018; Vesting and Bensow, 2014; Valdenazzi et al., 2019).
Furthermore, the effect of cavitation and its dynamics on URN is
complex, and the current state of the art does not offer a plausible,
physically-based URN prediction method that can be conveniently im-
plemented within the propeller design process effectively (Aktas et al.,
2016; Brooker and Humphrey, 2016; Ianniello et al., 2013, 2014a,b;
Li et al., 2018). Experiments are time consuming and expensive, thus
cannot be carried out for many different designs. Highly accurate
numerical methods are not generally applicable in industry design
processes, as they usually require substantial expertise and the coupling
of multiple computational tools, which render them uneconomical and
inefficient (Vesting and Bensow, 2014). For these reasons, the devel-
opment of computational frameworks, providing highly accurate and
cost-effective URN predictions and allowing for systematic variations
on parametric propeller designs, becomes essential and imminent.

1.2. Related work

Computational tools for URN prediction can be divided in two
main categories, characterised by different complexity and capability
to model the underlying physics in Li et al. (2018): Empirical and
semi-empirical models (Bosschers, 2018a, 2009; Brown, 1999; Boss-
chers, 2018c,b; Raestad, 1996; Lafeber and Bosschers, 2016; Lafeber
et al., 2015; Bosschers, 2017; Wittekind and Schuster, 2016; Wittekind,
2014), and Computational Fluid Dynamics (CFD) methods.

Empirical and semi-empirical models were the first attempts in
predicting cavitation noise and have been investigated by several re-
searchers (Bosschers, 2018a, 2009; Brown, 1999; Bosschers, 2018c,b;
Raestad, 1996; Lafeber and Bosschers, 2016; Lafeber et al., 2015;
Bosschers, 2017; Wittekind and Schuster, 2016; Wittekind, 2014). Al-
though these approaches model limited parts of the underlying physical
phenomena, they are utilised extensively in the initial design stage
due to their limited computational cost (Bosschers et al., 2017). Most
simplified approaches for very initial predictions utilise fully-empirical
formulas based on curve fitting to available measurement data. For
instance, authors of Wittekind (2014) attempted to describe URN levels
from propellers using geometric vessel parameters and simple algebraic
equations, providing plausible qualitative trends. Empirical models for
the broadband noise generated by cavitation was studied in Brown
(1976), who proposed a simple equation to describe the upper limit
of broadband noise in the frequency range between 100 Hz to 10 kHz
based on measurements from thrusters. This idea has been further
utilised and modified in several studies (Okamura and Asano, 1988;
Ekinci et al., 2010; Takinacı and Taralp, 2013; Sakamoto and Kamiirisa,
2

2018), all of which reported satisfactory qualitative results in their
case studies. Authors of Brown (1999) presented a simple empirical
formulation for the noise generated by thruster propellers. Their work
provided a simple relation between the amplitude of noise and the
area of sheet cavitation. Despite its lack of insight into the underlying
physical phenomena, the method is known to predict the noise of open
propellers with satisfactory results, as demonstrated in Lafeber and
Bosschers (2016).

Semi-empirical models incorporate some theoretical considerations,
typically consisting of different strategies for the tonal and broadband
noise components. Tonal noise was studied in Okamura and Asano
(1988), where a monopole model was used along with the lifting sur-
face method (LSM) (Maines and Arndt, 1997) and the Rayleigh–Plesset
equation (Brennen, 2014) to obtain the cavitation volume change.

Authors of Matusiak (1992) proposed a theoretical method to model
the collapse of free bubbles due to sheet cavitation. The number and
mean size of cavitation bubbles generated by a break-off of the un-
steady sheet cavitation were modelled, and the URN levels were esti-
mated using bubble dynamics. This idea was further adopted by Kami-
irisa and Goto (2005) who estimated the behaviour of sheet cavitation
using LSM and model tests, and introduced the effect of compressibil-
ity and damping in bubble flow to improve the prediction accuracy.
Further improvements were later made in Ando et al. (1976), Lafeber
et al. (2015) and Veikonheimo et al. (2016), where the same method
was coupled to Reynolds-Averaged Navier–Stokes (RANS) or Boundary
Element Method (BEM) simulations.

To deal with noise sources other than sheet cavitation, authors
of Yamada and Kawakita (2015), Bosschers (2017, 2018c,b) and Raes-
tad (1996) studied URN from tip vortex cavitation. More specifically,
in Raestad (1996) the author formulated an empirical relation for the
amplitude of vortex noise, whereas the author of Bosschers (2009) pre-
sented a formulation for the prediction of the characteristic frequency
of noise generated by cavitating vortices. Both studies succeeded in
approximating the behaviour of vortex noise. Nevertheless, they both
require case-by-case tuning, as they rely on simplistic 2-dimensional
vortex models (Bosschers, 2018a).

Authors of Yamada and Kawakita (2015) estimated propeller URN
using the vortex strength estimated using LSM, and the vortex core size
from boundary layer computations. With this information, the authors
estimated bubble behaviour in the tip vortex cavity (TVC) and its noise
utilising the Rayleigh–Plesset equation (Brennen, 2014) for bubble dy-
namics, and they combined their predictions with the broadband noise
estimation method of Brown (1976), reporting satisfactory qualitative
agreement with results from a higher fidelity RANS simulation. Authors
of Kanemaru and Ando (2015) included a supercavitation model to the
propeller tip region aiming to improve the accuracy of the higher order
frequency fluctuations emitted from the tip vortices.

Authors of Bosschers (2017) combined their semi-empirical vortex
model, which is a function of cavity size, propeller diameter, number
of blades, and cavitation number, with BEM to predict the vortex
cavity size, and used it to predict the hump-shaped pattern for the
URN spectrum. Subsequently, their model was expanded and utilised
in Bosschers (2018b,c), where the authors noted that the method is not
able to model the phenomenon considering all possible dynamics, for
instance the interactions with other phenomena if present.

More accurate results can be achieved with sophisticated CFD mod-
els, albeit at a higher computational cost. The commonly used approach
involves the coupling of hydrodynamic solvers that detect the hydro-
dynamic sources of sound for cavitating propellers with the acoustic
analogy (Sezen et al., 2021b). In this way, source and propagation fields
can be decoupled: The source field is first determined by using the flow
solver, whereas the propagation of the sound is provided by the aid of
acoustic analogies from near field to far-field as a transfer function.

Depending on how various turbulence length scales are modelled
or resolved, applied CFD methods can be classified as (Li et al., 2018):
RANS or Unsteady RANS if the flow is treated as unsteady (Sezen

et al., 2021c,b,a; Lee et al., 2021; Ge et al., 2020; Yao et al., 2021;
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Melissaris et al., 2020; Wu et al., 2018; Peters et al., 2018; Huang et al.,
2019b; Lidtke et al., 2019); Detached Eddy Simulations (DES) (Ku et al.,
2021; Usta and Korkut, 2019; Long et al., 2021; Yilmaz et al., 2020;
Sezen et al., 2021a; Sakamoto and Kamiirisa, 2018); and Large Eddy
Simulations (LES) (Hu et al., 2019; Long et al., 2020; Hu et al., 2021;
Asnaghi et al., 2020; Long et al., 2019; Asnaghi et al., 2018). The form
of acoustic analogy mostly employed for the prediction of noise from
moving bodies is based on the solution of the Ffowcs William-Hawkings
(FWH) acoustic analogy formulation (Ffowcs Willams, 1969), which
has proven to be an effective and reliable numerical tool for sound
radiation problems dominated by fluid/body interactions (Brentner
and Farassat, 2003; Farassat and Brentner, 1988). For this reason, it
has been extensively used with different hydrodynamic solvers for the
prediction of URN, under both cavitating and non-cavitating condi-
tions (Bensow and Liefvendahl, 2016; Ianniello et al., 2013, 2014a,b;
Kellett et al., 2013; Lidtke, 2017; Lloyd et al., 2015a,b, 2014; Seol
et al., 2002, 2005; Sezen et al., 2021a; Testa et al., 2008). This
method is essentially a rearrangement of the Navier–Stokes Equations
for compressible flows, written in terms of a non-homogeneous wave
equation where the forcing terms that account for the main sources
of sound involve: the kinematics of the body; the unsteady pressure
fluctuations on the body surfaces; and the flow-field sources described
by the Lighthill Tensor (Bosschers et al., 2017). An extended body of
literature has shown the feasibility of the method, and has underlined
the main numerical issues and potential solutions (Bensow and Liefven-
dahl, 2016; Ianniello et al., 2013, 2014a,b; Kellett et al., 2013; Lidtke,
2017; Lloyd et al., 2015a,b, 2014; Seol et al., 2002, 2005; Sezen et al.,
2021a; Testa et al., 2008).

For instance, authors of Testa et al. (2008) investigated the hy-
droacoustic performance of a marine propeller utilising FWH and a
Bernoulli-based method, which were discussed primarily for naval
applications. The authors showed that the FWH acoustic analogy was
highly robust, and significantly outperformed the Bernoulli-based
method.

Authors of Seol et al. (2002) conducted a numerical study for
the prediction of non-cavitating propeller URN by utilising the FWH
equation coupled with BEM, for a wide range of operating conditions.
The aim of the study was to investigate the effects of duct geometry
on overall URN, considering sound reflection and scattering effects.
Satisfactory results were reported, and the study was further extended
in Seol et al. (2005), where the authors studied URN levels and noise
directivity patterns of each noise source under the presence of sheet
cavitation on the DTMB4119 propeller, reporting good agreement with
umerical results of previous studies.

More recently, authors of Ianniello et al. (2013) and Ianniello et al.
2014a) explored the non-cavitating hydroacoustic performance of the
NSEAN E779A utilising RANS with different resolution forms of the
WH equation, i.e. impermeable and permeable, both in the isolated
ase and a complete vessel model. The authors concluded that URN is
onsiderably affected by the contribution of nonlinear noise sources,
nd they must be included in the calculations for reliable predictions
f propeller URN, regardless of propeller operational conditions. This
tudy was further extended in Ianniello and De Bernardis (2015),
here RANS and DES solvers were coupled with the FWH equation,
ith the authors concluding that RANS solvers were inadequate for
ydroacoustics analyses.

The same approach was utilised in Lidtke et al. (2019) for the E779A
ropeller, with the aim to explore the crucial solution parameters for
he prediction of URN. The authors concluded that larger porous data
urface in the coarse grid region might risk information loss due to
iscretisation errors and dissipation.

The capabilities of FWH analogy were also demonstrated in Lloyd
t al. (2014). The authors utilised a viscous CFD solver with porous
WH analogy for a two-bladed propeller model in open water condi-
ions, demonstrating that the obtained results were in good agreement
3

ith their experimental data. An interesting comparison study was
conducted in Testa et al. (2008), where the authors compared DES
and BEM solvers coupled with a porous FWH equation for the E779A
propeller under uniform and cavitating conditions. The authors con-
cluded that the BEM solver was computationally cheap, yet inadequate
to reflect the effects of non-linear noise sources as moving downstream
of the propeller.

In summary, empirical and semi-empirical models have been ex-
tensively researched and comparisons between the prediction results
and model or full-scale test results have shown acceptable qualita-
tive agreement, with plausible trends (Bosschers, 2018a). Nevertheless,
subsequent works that utilise the same empirical models often report
discrepancies in the quality of the predictions obtained (Bosschers
et al., 2017), demonstrating the need of case by case tuning of these
methods to achieve acceptable accuracy.

On the other hand, the URN prediction by means of hybrid CFD
methods is still a computationally expensive procedure, while also in
this case achieving accurate and reliable results is not trivial.

1.3. Our proposal

In this work, we evaluate the capabilities of computationally cheap
models for URN prediction that exhibit a favourable-trade off between
the low-accuracy empirical models and the computationally expensive
CFD numerical models. In particular, we investigate the potential of
utilising a BEM to predict the pressure distribution on the surface of the
propeller blades, along with the semi-empirical methods of Matusiak
(1992) and Bosschers (2018c) to estimate the broadband effects of sheet
cavitation, and the URN due to tip vortex cavitation, respectively. We
carry out an extensive calibration process to derive appropriate values
for all the parameters involved, ensuring that the models investigated
commit the lowest possible error with respect to the available exper-
imental data. To ensure the statistical consistency of the results, we
test the proposed models in various interpolation and extrapolation
scenarios that are typically encountered in practice, for which the
calibration process is performed each time anew. We compare our
computational results with 432 experiments performed in the Emerson
Cavitation Tunnel (Aktas et al., 2016) on a small but commercially
representative subset of the Meridian standard series propellers behind
different wakefields. Furthermore, we also assess the ability of the
models to predict URN levels on one additional propeller that is not
part of the experimental dataset, having highly different geometry
compared to the Meridian propellers. Results show that with careful
selection of the associated parameter values, even computationally
cheap semi-empirical models can provide highly accurate predictions
in a cost-effective manner, making them especially convenient for use
in a conventional propeller design loop.

The rest of the paper is organised as follows. Section 2 details the
experimental data used in this work. Section 3 discusses the numerical
methods used to evaluate flow features and the URN for the considered
propellers and wake fields. Section 4 discusses the process of estimating
the parameters of the methods described in Section 3. Section 5 reports
comparative results between the numerical methods and the experi-
mental data, and Section 6 underlines the most important conclusions
of this work.

2. Available data

For the scope of this work, we utilise the dataset generated in the
extensive measurement campaign of Aktas (2017) and Aktas et al.
(2018). In these studies, the authors conducted systematic cavitation
tunnel tests at the Emerson Cavitation Tunnel of Newcastle Univer-
sity (Atlar, 2011), with 6 members of the Meridian Standard propeller
series (Emerson, 1978) and 3 wakefields. With these propellers and
wakefields, the authors conducted a full factorial experimental design

with a constant inflow velocity of 3 m∕s, including 3 different levels of
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Fig. 1. Visual impression of the propellers in the dataset.
Fig. 2. Contour plots of axial velocity distributions of the wakefields in the dataset.
tunnel vacuum conditions (atmospheric, 150 mmHg, 300 mmHg) and 8
propeller rotational speeds for a total of 432 experiments.

The Meridian propeller series, derived from the proprietary pro-
peller design of Stone Manganese Marine Ltd., is a unique standard
series based solely on practical propeller designs with standardised
variations in pitch-to-diameter ratio (𝑃∕𝐷), blade area ratio (𝐴𝐸∕𝐴𝑂)
and number of blades. Initially, the series comprised 4 parent mod-
els having a combination of 4 distinct blade area ratios 𝐴𝐸∕𝐴𝑂 ∈
{0.45, 0.65, 0.85, 1.05}, and 5 mean pitch-to-diameter ratios 𝑃∕𝐷 ∈
{0.4, 0.6, 0.8, 1.0, 1.2}. All the models have a diameter 𝐷 of 304.8 mm
and 𝑍 = 6 blades, with a hub diameter 𝐷ℎ = 0.185×𝐷. Currently there
are 60 propellers in the series, with 𝑍 ∈ {4, 5, 6}, 𝐴𝐸∕𝐴𝑂 ∈ [0.45−1.05]
and 𝑃∕𝐷 ∈ [0.4 − 1.2] (Carlton, 2018). The subset utilised in this work
includes the propeller models: KCD 65, KCD 74, KCD 129, KCD 191, KCD
192, and KCD 193, presented in Fig. 1.

The authors of Aktas (2017) and Aktas et al. (2018) selected the
wakefields based on the criteria suggested by Konno et al. (2002),
Angelopoulos et al. (1988) and Odabasi and Fitzsimmons (1978). Ac-
cording to these studies, wakefields with steeper velocity changes
produce higher tonal amplitudes of pressure fluctuations, as well as
high-frequency contributions from increased dynamic cavity collapses,
both away from and on the blade surface. Based on these observations,
the wake non-uniformity, mean wake, half- wake width and wake
4

depth were controlled to generate 3 wakefields, referred to as W1,
W2, and W3, that will induce variation in the inflow velocities of
varying severity. These changes will subsequently induce the formation
of unsteady cavitation from the collapse and rebound of cavity volumes
at the exit of the wake peak region. Fig. 2 provides a visual impression
of these wakefields.

In the experiments conducted, the URN was measured by one
hydrophone placed in the tunnel test section, and was acquired in
the form of pressure time traces. These time-traces were subsequently
converted in 1∕3 octave band, corrected for background noise, and
converted to the standard measuring distance of 1 m according to the
recommendations of ITTC (2017). A visual impression of the experi-
mental setup is presented in Fig. 3, whereas Table 1 lists the full set of
quantities collected from these experiments.

To provide a visual impression of the operating conditions covered
in the dataset, Figs. 4–5 report the open water diagrams, operating
points and cavitation indices (based on rotational speed at the blade
tip) of all the propellers in the dataset. As can be seen, the dataset
covers a broad operating region for all propellers, with 𝐽 ∈ [0.3−0.8)[–]
and 𝜎𝑛,𝑡𝑖𝑝 ∈ [0.15, 1.4] for propellers KCD 65, KCD 74, KCD 129, and KCD
191, and 𝐽 ∈ [0.3−1.0)[–], 𝜎𝑛,𝑡𝑖𝑝 ∈ [0.25, 2.2] for propellers KCD 192, and
KCD 193.

Finally, Fig. 6 provides a visual impression of the additional pro-
peller utilised strictly to assess the prediction capabilities using the
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Fig. 3. Experimental setup.
Fig. 4. Operating points of the propellers in the dataset.
models of Section 3. Compared to the Meridian propellers initially
employed for the calibration of the semi-empirical URN models, this
geometry has a rather modern design having a skew at tip greater than
40 deg. The functioning point defines this geometry as a moderately
loaded propeller since it was designed for a semi-displacement small
passenger ship (reference displacement of 60 tons) operating at a design
speed of 20 knots. In these conditions, the cavitation index is about
equal to 1.4 and it is lower than 1.2 at the maximum ship speed of
25 knots. These characteristics, which indicate serious risk of sheet
and tip vortex cavitation, together with the possible operation of the
ship in restricted areas, made this propeller the ideal candidate for
detailed numerical and experimental analyses that were carried out
in the framework of the EU funded project PIAQUO (LIFE-PIAQUO,
2021) specifically devoted to ship noise prediction and mitigation. In
this context, the experimental measurements were made available by
5

the cavitation tunnel of the University of Genoa, following the same
standard procedure (pressure time traces converted to 1 m distance)
used to process the signals of the Meridian series propellers. Usual
propeller performance and high-speed visualisation of the cavitation
process revealed the expected cavitation of the tip vortex and the
occurrence of both suction and pressure side sheet cavitation, making
this geometry a challenging test case for the semi-empirical models
under investigation.

3. Numerical methods

In this section, we give an overview of the numerical models utilised
to compute the URN spectra that will be compared with experimental
measurements in Section 5. These models include a BEM for the com-
putation of the hydrodynamic performance of the propeller models, the
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Fig. 5. Cavitation indices of the experiments in the dataset.
Fig. 6. Visual impression of the additional propeller scale model utilised to test the
performance of the numerical methods.

semi-empirical model of Matusiak (1992) to estimate URN induced by
sheet cavitation, referred to as the ‘‘Matusiak model’’, and the semi-
empirical ETV model (Bosschers, 2018a,c) for the estimation of URN
due to TVC.

3.1. Boundary element method

We performed unsteady hydrodynamic computations by means of
an in-house developed BEM code that provides an accurate charac-
terisation of the hydrodynamic field of the propeller at an acceptable
computational cost (Gaggero et al., 2010, 2014; Bertetta et al., 2012;
Gaggero and Villa, 2018). The developed numerical code has been veri-
fied for a variety of propeller types, including supercavitating (Gaggero
and Brizzolara, 2009), ducted (Gaggero et al., 2013), and tip loaded
propellers (Gaggero et al., 2016b), and for cavitating flows in both
steady (Gaggero and Villa, 2017) and unsteady conditions (Gaggero
and Villa, 2018), for strongly non-homogeneous wakefields in Gaggero
6

Table 1
Quantities available in the dataset.

Symbol Description Sizea Units

Propeller geometry

𝐷 Propeller diameter m
𝑍 Number of blades –
𝐴𝐸∕𝐴𝑂 Blade aspect ratio –
𝒑 Sectional pitch ratio 1 × 8 –
𝒄 Sectional chord ratio 1 × 8 –
𝒊𝑇 Sectional total rake ratio 1 × 8 –
𝒕max Max. sectional thickness ratio 1 × 8 –
𝒇max Max. sectional camber ratio 1 × 8 –
𝜽𝑠 Sectional skew angle 1 × 8 deg

Operating conditions

𝑛𝑝 Propeller rotational speed rpm
𝑉𝑎 Advance velocity m/s
𝑝rel Tunnel pressure relative to ambient pressure mbar
𝒘𝑡 Axial wakefield 22 × 60 –
𝐽 Advance coefficient –
𝐾𝑡 Thrust coefficient –
10𝐾𝑞 Torque coefficient –
𝜂𝑜 Propeller efficiency –
𝜎𝑛 Cavitation index ref. on rotational speed –
𝒇 Frequency vector for the correspondent RNL 1 × 31 Hz
RNL Radiated noise levels in 1∕3 octave band 1 × 31 dB

aEmpty field indicates scalar quantity.

et al. (2010, 2014), and for very off-design conditions in Gaggero et al.
(2019).

BEM models the flow field around a solid body using a scalar func-
tion, the perturbation potential 𝜙, whose spatial derivatives represent
the perturbation velocity vector components. Assuming irrotationality,
incompressibility, and the absence of viscosity allows to express the
continuity equation as a Laplace equation for the perturbation potential
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Fig. 7. Mesh arrangement on the propeller surface and resulting pressure coefficient.
KCD 192 in steady flow, 𝐽 = 0.6.

as follows:

∇2𝜙(𝒙, 𝑡) = 0 (1)

Green’s third identity allows to solve the three dimensional differential
problem as a simpler integral problem written only for the surfaces
that bound the domain. In the context of non-cavitating flows, these
surfaces include the fully wetted surface of the blades (𝑆𝐵) and of the
hub (𝑆𝐻 ) plus the trailing wake surface 𝑆𝑊 . The latter refers to the zero
thickness layer, which departs at the trailing edge of the lifting surfaces,
where vorticity is shed onto the downstream flow, as shown in Fig. 7.
The solution is obtained as the intensity of a series of mathematical
singularities distributed on the boundaries (i.e. dipoles −𝜙 and sources
𝜕𝜙
𝜕𝑛 ) which superposition models the perturbation potential and then
the inviscid flow in the entire computational domain (Morino and Kuo,
1974):

2𝜋𝜙 (𝒙̃, 𝑡) = ∫𝑆𝑊

𝛥𝜙W (𝒙, 𝑡) 𝜕
𝜕𝒏

1
𝒓
𝑑𝑆+

+ ∫𝑆𝐵+𝑆𝐻

𝜙 (𝒙, 𝑡) 𝜕
𝜕𝒏

1
𝒓
𝑑𝑆 − ∫𝑆𝐵+𝑆𝐻

𝜕𝜙(𝒙, 𝑡)
𝜕𝒏

1
𝒓
𝑑𝑆, (2)

where 𝒏 is the unit normal, 𝒓 is the distance between points 𝒙̃ and 𝒙,
and 𝛥 denotes the potential jump (i.e., the net dipole intensity) across
the wake surface. The pressure forces, once the potentials/velocities
are defined, can be computed by applying the unsteady formulation of
Bernoulli’s theorem.

The numerical solution consists of an inner iterative scheme that
solves the non-linearities related to the Kutta condition at the blade
trailing edge and an outer iterative cycle to integrate over time by
shedding in the wake the correct amount of vorticity in accordance
with the Kelvin theorem. To this aim, the key blade approach proposed
by Hsin (1990) is exploited: only one blade (plus its wake and portion
of the hub) is solved while the influence of other blades is accounted
iteratively during propeller revolutions until a periodic solution after
the numerical transient is achieved.

In current analyses, we use a surface mesh for the key blade of 1000
panels plus 360 on the hub. The trailing vortical wake extends for eight
revolutions with a spatial discretisation corresponding to an equivalent
time step of 6 deg.

3.2. Broadband effects of sheet cavitation

The Matusiak model assumes that any change in the volume rate of
the generated bubbles equals the rate at which the sheet cavity volume
decreases:

𝑑
𝑑𝑡

( 𝑛𝑏
∑

𝑖=1
𝑉𝑖

)

= 𝑑
𝑑𝑡

(

𝑛𝑏𝑉
)

=

⎧

⎪

⎨

⎪

−𝛽𝑓
𝑑
𝑑𝑡

(

𝐴𝑐
)

𝑑𝑟, for 𝑑
𝑑𝑡

(

𝐴𝑐
)

< 0

0, for 𝑑 (

𝐴𝑐
)

≥ 0
(3)
7

⎩ 𝑑𝑡
where 𝑉𝑖 is the volume on the 𝑖th bubble, 𝑛𝑏 is the total number of bub-
bles generated during one time-step, 𝛽𝑓 corresponds to the gas/vapour
fraction, 𝑑𝑟 is the blade span differential, and 𝐴𝑐 refers to the cavitating
area in a cross section of the blade. The latter is estimated according to
the method of Geurst (1961) from the unsteady pressure distributions
computed with BEM.

The average bubble volume 𝑉𝑏 is defined on the basis of the size dis-
tribution of the bubbles 𝑓𝑏, which is assumed to be a beta distribution
of the form

𝑓𝑏(𝑟𝑏) = 𝑚(1 − 𝑟𝑏)𝑚−1, 𝑟𝑏 =
2𝑅𝑏
𝜂𝑐

, 𝜂𝑐 = 𝑐𝑏
𝐴𝑐
𝐿𝑐

, (4)

where 𝑚 is a constant, 𝑟𝑏 is the non-dimensional bubble radius, 𝑅𝑏 refers
to the radius of each bubble, 𝜂𝑐 is the (fixed) cavity thickness at the
point of break-off, 𝐿𝑐 refers to the cavity length, and 𝑐𝑏 is a calibration
constant.

The volume distribution of the bubbles is obtained from Eq. (4),
considering that 𝑣𝑏(𝑟𝑏) = 4∕3𝜋𝑟3𝑏 as

𝑓𝑣(𝑟𝑏) = 𝑓𝑏(𝑟𝑏)
𝑑𝑟𝑏
𝑑𝑣

= 𝑚
4𝜋

(1 − 𝑟𝑏)𝑚−1

𝑟2𝑏
, (5)

with the mean bubble volume being

𝑉𝑏 =
( 𝜂𝑐
2

)3
𝑣̄𝑏, 𝑣̄𝑏 = ∫

𝑣(1)

0
𝑣𝑓𝑣(𝑣)𝑑𝑣. (6)

Assuming that 𝑉𝑏 remains constant within one time-step (𝛥𝑡), we can
compute the total number of bubbles 𝛥𝑛𝑏 generated for blade length 𝑑𝑟
as

𝛥𝑛𝑏 = −
𝛽𝑓
𝑉𝑏

[

𝐴𝑐 (𝑡 + 𝛥𝑡) − 𝐴𝑐 (𝑡)
]

𝑑𝑟. (7)

The newly-generated bubbles are transported towards the trailing edge
at the local speed of the flow 𝑈 (𝑟, 𝜃, 𝑡), and the blade pressure is
assumed to increase monotonically from the vapour pressure 𝑝𝑣, to the
static pressure 𝑝0 at the trailing edge. Under the assumption of linear
pressure growth, the ambient pressure at the location of the bubble can
be approximated as

𝑝∞(𝑡) = 𝑝𝑣 +
𝑡
𝑡∗
(𝑝0 − 𝑝𝑣), (8)

with 𝑡∗ = (𝑣𝑠 − 𝐿𝑐 )∕𝑈 being the bubble travelling time to the trailing
edge, and 𝑣𝑠 being the local sound velocity.

This computation is performed for every time-step and for all ra-
dial sections of the key blade. If the local cavity is shrinking, i.e., a
bubble cloud is generated, the total number of cavitation bubbles and
their mean volume are evaluated and discretised into a number of
bubble classes 𝑛𝑏. To compute the pressure trace generated by each
bubble class, a bubble dynamics equation must be integrated over time.
From all approaches that can be utilised to describe the oscillations of
radially symmetric bubbles (Brennen, 2014) we employ the Gilmore
equation (Gilmore, 1952), given by
(

1 −
𝑅̇𝑏
𝑐𝑔

)

𝑅𝑏𝑅̈𝑏 +
3
2

(

1 −
𝑅̇𝑏
3𝑐𝑔

)

𝑅̇2
𝑏 =

(

1 +
𝑅̇𝑏
𝑐𝑔

)

𝐻𝑏 +
(

1 −
𝑅̇𝑏
𝑐𝑔

)

𝑅𝑏
𝑐𝑔

𝐻̇𝑏.

(9)

Assuming isentropic compression and linearly increasing pressure, the
terms 𝐻𝑏, 𝐻̇𝑏 and 𝑐𝑔 are evaluated as

𝐻𝑏 =
𝑛𝑇
𝜌

𝑝∞ + 𝐵𝑇
𝑛𝑇 − 1

⎡

⎢

⎢

⎣

(

𝑝bi + 𝐵𝑇
𝑝∞ + 𝐵𝑇

)

𝑛𝑇 −1
𝑛𝑇 − 1

⎤

⎥

⎥

⎦

, (10)

𝑐𝑔 = 𝑐𝑔0

⎡

⎢

⎢

⎢

⎣

𝑝𝑣 + 𝑝𝑔0
(𝑅𝑏,0

𝑅𝑏

)3𝑘
− 2 𝜎

𝑅𝑏
+ 𝐵𝑇

𝑝∞(𝑡) + 𝐵𝑇

⎤

⎥

⎥

⎥

⎦

𝑛𝑇 −1
2𝑛𝑇

, (11)

𝐻̇𝑏 =
𝑝𝑤𝐻𝑏 −

𝑝𝑤
(

𝑝bi + 𝐵𝑇
)

𝑛𝑇 −1
𝑛𝑇 +
𝑝𝑣 + 𝑝𝑤𝑡 + 𝐵 𝜌 𝑝𝑣 + 𝑝𝑤𝑡 + 𝐵𝑇
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Table 2
Constants of Gilmore equation (Gilmore, 1952).

Parameter Symbol Value (Matusiak, 1992) Units

Polytropic index 𝑘 1.4 [–]
Bulk constant 𝐵𝑇 3 × 108 [Pa]
Bulk constant 𝑛𝑇 7 [–]
Vapour pressure 𝑝𝑣 857 [Pa]
Initial gas pressure 𝑝𝑔0 857 [Pa]
Surface tension 𝜎 0.0725 [N/m]

Table 3
Parameter set  of the semi-empirical models.

Method Symbol Equation Valuea Symbol Equation Valuea

Matusiak model
(Section 3.2)

𝛽𝑓 Eq. (3) 0.8 𝑚 Eq. (4) 9
𝑛𝑏 Eq. (3) 5 𝑐𝑏 Eq. (4) 1.8
𝜏𝑏 Eq. (10) 3.5

ETV model
(Section 3.3)

𝜁3 Eq. (13) 10 𝛥𝑓−6𝑑𝐵 Eq. (14) –
𝑎𝑙 Eq. (15) 4 𝑎ℎ Eq. (15) −2
𝜏 Eq. (16) – 𝛼𝑠 Eq. (17) 0.8
𝑎𝑝 Eq. (18) –

a[–] indicates that the constant has no recommended value, implying that a curve-fitting
procedure must be used.

Table 4
Bounded space of  used during the calibration process.

Method Symbol 𝑠min 𝑠max Symbol 𝑠min 𝑠max

Matusiak model
(Section 3.2)

𝛽𝑓 0.1 1.0 𝑚 1 9
𝑛𝑏 2 500 𝑐𝑏 0.6 3.0
𝜏𝑏 2 350

ETV model
(Section 3.3)

𝜁3 −0.1 0.6 𝛥𝑓−6𝑑𝐵 5 15
𝑎𝑙 1 10 𝑎ℎ −10 −1
𝜏 0.6 1.4 𝛼𝑠 0 1
𝑎𝑝 50 150

+
𝑅̇𝑏
𝜌𝑅𝑏

(

𝑝𝑣 + 𝑝𝑤𝑡 + 𝐵𝑇
𝑝bi + 𝐵𝑇

)
1
𝑛𝑇

[

2𝜎
𝑅𝑏

− 3𝑘𝑝𝑔0

(𝑅𝑏,0

𝑅𝑏

)3𝑘
]

, (12)

here 𝑛𝑇 and 𝐵𝑇 are the constants of Tait’s law of compressibility, 𝑝𝑔0 is
he initial gas pressure, 𝑘 is the polytropic index, 𝜎 is the surface tension
oefficient, and the symbol 𝑝bi is used for the internal bubble pressure.
he subscript 0 refers to initial values within the current time-step, and
𝑤 = 𝑝0−𝑝𝑣

𝑡∗ describes the linearly increasing pressure on the liquid side
f the bubble wall. The constants used in the Gilmore equation are
iven in Table 2.

The Gilmore equation is solved for a fixed number of oscillations 𝜏𝑏.
The time-traces obtained are offset by a random, uniformly distributed
time lag within the current time-step, with the assumption that the
initial gas pressure in the bubble is equal to the vapour pressure as
suggested in Matusiak (1992). We apply this procedure to every bubble
in each bubble class and for all classes, with the summation of all
time traces forming the total field pressure. Subsequently, the Fourier
Transformation of the total field pressure is evaluated, yielding the
complex pressure spectrum from which we obtain the URN spectra.

3.3. Tip vortex induced noise

ETV is a semi-empirical model, based on the Tip Vortex Index (TVI)
method (Raestad, 1996). TVI relates the measured URN to the predicted
size of the vortex cavity, using a computed circulation distribution on
the propeller blade. The ETV model follows a similar approach, but
it predicts the broadband spectrum of URN slightly differently. It is
composed by two sub-models:

• The vortex model that describes the tangential velocity of the vortex
given a measure of the vortex strength,

• The model that represents the relation between the vortex cavitating
radius 𝑟 and its characteristic noise.
8

𝑐

To compute the frequency and noise amplitude due to vortex pul-
sation, the cavity radius, which is defined as the radial distance 𝑟
from the vortex axis, has to be estimated. This estimation requires the
use of a vortex model. Among the several vortex models available in
the literature (Franc and Michel, 2006) we utilise the Proctor vortex
model (Saffman, 1992). This model assumes constant axial velocity,
which occurs on two-dimensional and axisymmetric flows, negligible
radial velocity with respect to the tangential velocity, and constant ve-
locity distribution in the azimuthal direction. Under these assumptions,
the azimuthal velocity 𝑣𝜃(𝑟) is given by

𝑣𝜃(𝑟) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1.0939
𝛤∞
2𝜋𝑟

[

1 − 𝑒−𝜁3
( 1.4𝑟𝑣

𝐷∕2

)𝜁2
][

1 − 𝑒−𝜁1
(

𝑟
𝑟𝑣

)2
]

for 𝑟 ≤ 1.4𝑟𝑣

𝛤∞
2𝜋𝑟

(

1 − 𝑒−𝜁3
(

𝑟
𝐷∕2

)𝜁2
)

for 𝑟 > 1.4𝑟𝑣

(13)

here 𝑟𝑣 is the size of the viscous core, and 𝛤∞ is the vortex strength
or the tip blade section. 𝜁1 = 1.26, 𝜁2 = 0.75 as suggested in Proctor
t al. (2010), and 𝜁3 is a calibration constant, which was set equal to
0 in Proctor et al. (2010).

Regarding 𝑟v, it is an input which may differ for every propeller
nd functioning condition. Since direct measurements are not available
or the present cases, we utilise reference values from Jessup (1989),
caled according to the procedure proposed in Shen et al. (2009) to
ccount for the different Reynolds numbers. This scaling provides a
irst reasonable estimate of the viscous core. Nevertheless, we adjust the
btained values utilising a constant multiplication factor as suggested
n Bosschers (2018c). With the known azimuthal velocity distribution,
e obtain the pressure distribution by integrating the momentum
quation in the radial direction (Hommes et al., 2015). This process
rovides a relation between cavity radius and cavitation number, from
hich the 𝑟𝑐 can be estimated. Subsequently, the cavity radius is used to
stimate the source level spectrum, which is divided in two frequency
arts:

The part 𝐻ℎ that is characterised by a hump around the resonance
frequency of the vortex cavity 𝑓𝑐 , due to the overall growth, collapse
and rebounds of the cavity, given by

𝐻ℎ(𝑓 ) = 20 log10

[

𝑠𝑖𝑛𝑐
(

𝑓 − 𝑓𝑐
𝛥𝑓−6𝑑𝐵

)]

, (14)

• and the part 𝐻𝑠 related to the final phase of the cavity collapse
process, which consists of prescribed slopes at frequencies much
lower and much higher than the resonance frequency, computed as

𝐻𝑠(𝑓 ) = 10 log10

[

2(𝑓∕𝑓𝑐 )𝑎𝑙
1 + (𝑓∕𝑓𝑐 )𝑎𝑙−𝑎ℎ

]

. (15)

With 𝛥𝑓−6𝑑𝐵 being the bandwidth of the hump for which the pressure
amplitude is equal to half the maximum amplitude, 𝑎ℎ being the slope
of the high-frequency, and 𝑎𝑙 being the slope of the low-frequency. The
resonance frequency of the vortex 𝑓𝑐 is derived based on theoretical
considerations and the use of the experimental data of Maines and
Arndt (1997), as

𝑓𝑐
𝑓bpf

= 𝜏
𝐷
√

𝜎𝑛
𝑟𝑐𝑍

, (16)

where 𝜏 is a calibration constant, and 𝑓bpf the blade passing frequency.
The source level spectrum is modelled as a weighted sum of the two
spectral functions 𝐻ℎ and 𝐻𝑠 as

𝑆𝐿(𝑓 ) = 𝐿p,max + 10 log10
[

𝛼𝑠10𝐻ℎ(𝑓 )∕10 + (1 − 𝛼𝑠)10𝐻𝑠(𝑓 )∕10
]

, (17)

where 𝛼𝑠 is a calibration constant, and 𝐿𝑝,𝑚𝑎𝑥 is the maximum level of
the hump of the power density spectrum, given by

𝐿p,max = 𝑎𝑝 + 20 log10

[

( 𝜏𝑟𝑐 )𝑘𝑝 √
𝑍
]

, (18)

𝐷
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Fig. 8. Histograms of the performance metrics on the interpolation and extrapolation 1 scenarios.
with 𝑎𝑝 and 𝑘𝑝 being calibration constants. In Raestad (1996) 𝑘𝑝 = 2 is
suggested. However, we set 𝑘𝑝 = 3, as it was reported to provide more
accurate results in Bosschers (2018c).

4. Parameter calibration

The models of Sections 3.2–3.3 have two sets of calibration con-
stants: a set that corresponds to the constants whose values arise from
theoretical considerations, and a set that refers to constants that have
to be estimated from experimental data. The constants of the latter set
 are summarised in Table 3.
9

The Matusiak model requires the calibration of 5 constants. Note
that the author in Matusiak (1992) performed a detailed calibration
study and thoroughly discussed the choice of certain values along
with their physical interpretation. However, the calibration process was
performed using limited measurements, and certain values were chosen
for reasons of computational cost that do not apply anymore.

Regarding the ETV model, 7 constants have to be calibrated, for
which the author has performed an extensive analysis on several
datasets, both in model-scale and full-scale data, under a variety of
operating conditions (Bosschers, 2018a,c). Nevertheless, the nature of
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Table 5
Physical model performance measured with the MAE, MAPE and PPMCC.

Scenario Calibrated parameters Initial parameters

MAE MAPE PPMCC MAE MAPE PPMCC

Interpolation 4.69 ± 0.34 4.33 ± 0.50 0.90 ± 0.06 19.35 ± 2.98 18.03 ± 3.06 0.33 ± 0.22

Extrapolation scenario 1a: Propeller geometry

KCD 65 7.99 ± 1.10 7.70 ± 1.04 0.77 ± 0.24 18.53 ± 2.34 17.01 ± 2.33 0.41 ± 0.17
KCD 74 7.48 ± 1.02 7.10 ± 0.96 0.85 ± 0.20 19.71 ± 3.11 19.14 ± 3.41 0.28 ± 0.24
KCD 129 7.70 ± 1.04 7.28 ± 0.97 0.84 ± 0.20 19.27 ± 3.06 18.20 ± 3.52 0.32 ± 0.22
KCD 191 7.67 ± 1.02 7.14 ± 0.94 0.82 ± 0.23 19.24 ± 3.01 18.19 ± 3.58 0.34 ± 0.21
KCD 192 7.82 ± 1.04 7.31 ± 0.96 0.80 ± 0.22 18.83 ± 2.95 17.99 ± 2.36 0.31 ± 0.19
KCD 193 7.53 ± 1.02 7.00 ± 0.95 0.83 ± 0.21 19.35 ± 2.75 17.76 ± 3.19 0.30 ± 0.26
all 7.70 ± 1.03 7.20 ± 0.97 0.82 ± 0.22 19.35 ± 2.98 18.03 ± 3.06 0.33 ± 0.22

Extrapolation scenario 1b: Wakefield

W1 8.61 ± 1.31 8.93 ± 1.41 0.77 ± 0.12 19.32 ± 2.34 18.09 ± 3.11 0.34 ± 0.27
W2 8.21 ± 1.30 8.64 ± 1.33 0.76 ± 0.11 19.24 ± 3.11 18.05 ± 3.56 0.33 ± 0.27
W3 8.44 ± 1.35 8.87 ± 1.38 0.79 ± 0.11 19.37 ± 2.96 17.49 ± 2.85 0.30 ± 0.28
all 8.41 ± 1.33 8.78 ± 1.35 0.77 ± 0.11 19.35 ± 2.98 18.03 ± 3.06 0.33 ± 0.28

Extrapolation scenario 1c: Rotational speed

600 rpm 5.88 ± 0.77 5.30 ± 0.75 0.88 ± 0.13 18.55 ± 2.49 17.58 ± 2.42 0.43 ± 0.15
800 rpm 5.43 ± 0.65 5.52 ± 0.75 0.91 ± 0.19 19.28 ± 3.16 18.12 ± 3.29 0.27 ± 0.26
1000 rpm 6.08 ± 0.75 5.99 ± 0.80 0.82 ± 0.22 19.29 ± 2.72 18.19 ± 2.95 0.36 ± 0.17
1200 rpm 6.86 ± 0.81 6.47 ± 0.83 0.79 ± 0.18 19.45 ± 3.14 18.42 ± 3.27 0.32 ± 0.23
1400 rpm 6.59 ± 0.67 5.93 ± 0.76 0.89 ± 0.18 18.90 ± 3.03 17.74 ± 3.18 0.38 ± 0.17
1500 rpm 6.51 ± 0.90 5.81 ± 0.79 0.86 ± 0.18 19.93 ± 3.13 17.51 ± 2.62 0.26 ± 0.24
1750 rpm 6.24 ± 0.87 5.51 ± 0.74 0.85 ± 0.19 19.60 ± 2.95 18.05 ± 3.21 0.23 ± 0.23
2000 rpm 6.19 ± 0.88 5.34 ± 0.67 0.82 ± 0.21 18.89 ± 2.49 18.27 ± 2.68 0.38 ± 0.22
all 6.53 ± 0.86 5.73 ± 0.82 0.87 ± 0.18 19.35 ± 2.98 18.03 ± 3.06 0.33 ± 0.22
Fig. 9. Cavitation observations under atmospheric pressure for the propeller KCD 193
on W1 at 1750 [rpm] (Aktas et al., 2018).

the method requires the implementation of a calibration procedure in
order to provide plausible predictions.

We could also treat certain parameters of the Gilmore equation
as calibration constants, for instance, by modifying the value for the
polytropic index 𝑘, which determines if the process is adiabatic (𝑘 = 1.4)
or isothermal (𝑘 = 1). Moreover, the assumption that the initial gas
pressure 𝑝𝑔0 is equal to the vapour pressure can be refined by actually
computing 𝑝𝑔0, on the basis of the initial (undisturbed) pressure outside
the bubble, following the suggestion mentioned in Leighton (2012), and
later implemented in Lafeber et al. (2015). Nevertheless, their values
have been kept constant according to Table 2, along with the original
assumption made in Matusiak (1992).

4.1. Problem formulation

The calibration process is formulated as an optimisation problem,
with decision variables being the values of the calibration constants of
10
Table 3, and the objective (cost) function being an error metric that
quantifies the difference between the actual and the predicted URN
spectra. Formally, we seek the solution to the following continuous,
non-convex problem

arg min
𝒔

𝐿̂(𝒔;𝑛) =
𝑑
∑

𝑖=1
𝑙(ℎ(𝒙𝑖, 𝒔), 𝒚𝑖) (19)

subject to: 𝒔𝑚𝑖𝑛 ≤ 𝒔 ≤ 𝒔𝑚𝑎𝑥.

𝒙 denotes the model inputs, i.e. the propeller geometry, wakefield,
inflow conditions, and the pressure distribution on the key blade for
one complete revolution, and 𝒚 ∈ R𝑝 refers to the measured URN
spectrum. 𝒔 ∈  is the vector of the constants in Table 3 that will
be calibrated from the bounded space

{

𝒔𝑚𝑖𝑛, 𝒔𝑚𝑎𝑥
}

of Table 4, and
𝐿̂(𝑠,𝑛) is the empirical error of the physical model ℎ on a dataset
𝑛 = {(𝒙1, 𝒚1),… , (𝒙𝑛, 𝒚𝑛)}, measured according to a loss function 𝑙.

For the latter we adopt the square loss, given by

𝑙
(

ℎ
(

𝒙𝑖, 𝒔
)

, 𝒚𝑖
)

=
(

ℎ(𝒙𝑖, 𝒔) − 𝒚𝑖
)2 . (20)

Because 𝒚 is a vector, we have re-defined the loss function as the
average squared difference between the actual and predicted URN spec-
tra. This is possible since they both represent homogeneous quantities,
and the average difference between the two can describe the quality of
ℎ in a satisfactory manner.

4.2. Solution method

Given the nature of the problem, a global Derivative-Free Optimi-
sation (DFO) method must be utilised, as obtaining or estimating the
derivatives of the physical models with respect to the parameters 𝒔 is
a cumbersome and time-intensive procedure. The literature on DFO
methods is quite large, with a variety of algorithms that can solve a
diverse class of problems (Galinier et al., 2013).

We have employed Particle Swarm Optimisation (PSO) to solve
problem (19) for a variety of reasons, including the reduced number
of parameters that require calibration, and its computational speed in
providing good quality solutions. Furthermore, its stochastic properties
allow for solution variability and thorough exploration of the search
space in the initial iterations, with a local search behaviour during
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Fig. 10. Cavity thickness estimation from a fully-cavitating BEM simulation for the experiment of Fig. 9.
Fig. 11. Estimated cavity area on the suction side of the key blade for the experiment
of Fig. 9.

the final iterations (Martinez and Cao, 2018). Finally, it is robust
and well suited to handle non-linear, non-convex search spaces with
discontinuities, and is readily available in most numerical platforms.
Regarding the algorithm’s parameters, we apply linearly decreasing
inertia with a starting value of 1.15, and set the velocity of each particle
to be influenced by a local neighbourhood of 90% of the entire swarm.
Finally, for the velocity adjustment of each particle between iterations,
the relative weighting of each particle’s best position and the local
neighbourhood’s best position are set to 1.5.

4.3. Error estimation process

To objectively evaluate the performance of ℎ, our experimental
data 𝑛 should have been split into two different subsets: The set
𝑙 that is used to calibrate 𝒔 by solving Problem (19), and the set
𝑡 = {(𝒙𝑡1, 𝑦

𝑡
1),… , (𝒙𝑡𝑟, 𝑦

𝑡
𝑟)} that is used to evaluate (test) the performance

of ℎ on a real-world scenario, with 𝑙 ∩ 𝑡 = ⊘, and 𝑙 ∪ 𝑡 = 𝑛. 𝑡
is required, since the error that ℎ would commit over 𝑙 would be too
optimistically biased, as 𝑙 has been used to calibrate ℎ.

A more rigorous procedure to assess the performance of ℎ is to
utilise resampling techniques, which rely on a simple idea: Instead of
splitting 𝑛 to 𝑙 and 𝑡 just once, 𝑛 is resampled one or many (𝑛𝑟)
times, with or without replacement, to build the independent datasets
𝑟
𝑙 , and  𝑟

𝑡 , with 𝑟 ∈ {1,… , 𝑛𝑟}, so that 𝑟
𝑙 ∩  𝑟

𝑡 = ⊘, and 𝑟
𝑙 ∪  𝑟

𝑡 = 𝑛
for all 𝑟 ∈ {1,… , 𝑛𝑟}.

Subsequently, to select the best values for the calibration con-
stants 𝒔∗ we solve Problem (19) utilising only 𝑟

𝑙 , and we compute an
evaluation metric

𝑀(ℎ(𝒔∗,𝑟),  𝑟) (21)
11

𝑙 𝑡
Since the data in 𝑟
𝑙 are independent from the data in  𝑟

𝑡 , Eq. (21) yields
an unbiased estimation of the true performance of ℎ, measured with the
metric 𝑀 (Oneto, 2020).

To provide a complete description of the quality of ℎ, we report a
variety of metrics in Section 5 that refer only to its performance on  𝑟

𝑡 .
Assuming that 𝑦 ∈  is scalar, we report the Mean Absolute Percentage
Error (MAPE), computed as the absolute loss value of ℎ over  𝑟

𝑡 in
percentage

MAPE(ℎ,  𝑟
𝑡 ) =

1
𝑡

𝑡
∑

𝑖=1

|

|

|

|

|

𝑦𝑡𝑖 − ℎ(𝒙𝑡𝑖)
𝑦𝑡𝑖

|

|

|

|

|

, (22)

the Mean Absolute Error (MAE), computed as the absolute loss of ℎ
over  𝑟

𝑡

MAE(ℎ,  𝑟
𝑡 ) =

1
𝑡

𝐾
∑

𝑖=1

|

|

𝑦𝑡𝑖 − ℎ(𝒙𝑡𝑖)|| , (23)

and the Pearson Product-Moment Correlation Coefficient (PPMCC),
which measures the linear dependency between ℎ(𝒙𝑡𝑖) and 𝑦𝑡𝑖, given by

PPMCC(ℎ,  𝑟
𝑡 ) =

∑𝑡
𝑖=1

(

𝑦𝑡𝑖 − 𝑦̄
) (

ℎ(𝒙𝑡𝑖) − ̂̄𝑦
)

√

∑𝑡
𝑖=1

(

𝑦𝑡𝑖 − 𝑦̄
)2
√

∑𝑡
𝑖=1

(

ℎ(𝒙𝑡𝑖) − ̂̄𝑦
)2

, (24)

where 𝑦̄ = 1
𝑡
∑𝑡

𝑖=1 𝑦
𝑡
𝑖 and ̂̄𝑦 = 1

𝑡
∑𝑡

𝑖=1 ℎ(𝒙𝑖). Other state-of-the-art error
measures exist, but from a physical point of view, the ones already
reported give a complete description of the quality of ℎ (Miglianti et al.,
2019, 2020).

However,  ⊆ R𝑝 is a vector representing the URN spectra instead
of a scalar quantity. Similar to the loss function of Eq. (20), we redefine
the error metrics of Eqs. (22)–(24) as the average metrics of the quan-
tities that compose the URN spectra. Namely, these metrics quantify
the difference between the measured and predicted URN spectrum at a
reference pressure of 1 MPa, corrected at a measuring distance of 1m,
at different frequencies in the 1∕3 octave band.

5. Results and discussion

5.1. Experimental setting

In this section the performance of the models is tested utilising the
data described in Section 2 and the performance measures defined in
Section 4.3, in three scenarios. These scenarios differ only in the way
the dataset 𝑛 is split on 𝑟

𝑙 and  𝑟
𝑡 at each repetition, and they consist

of:

• Interpolation Scenario: In this case the computational models aim to
predict the URN spectra in various experiments that lie within the
ones utilised to calibrate them. 𝑛 is split randomly 𝑛𝑟 = 10 times,
keeping 90% of the experiments in 𝑟, and the remaining 10% in  𝑟.
𝑙 𝑡
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Fig. 12. Computational and experimental results on two example cases from the interpolation scenario.
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Fig. 13. Computational results on extrapolation scenario 2.

• Extrapolation Scenario 1: In this case the models aim to predict the
URN spectra in groups of experiments that lie outside the ones utilised
to calibrate them. In this context, we have performed the following
scenarios:

– Scenario 1a: Extrapolation on the propeller geometry, in which
 𝑟
𝑡 consists of the group of experiments conducted on one

specific propeller from the Meridian standard series. Given that
𝑛 consists of 6 propeller geometries, this scenario has been
repeated 𝑛𝑟 = 6 times, each with experiments of a different
propeller in  𝑟

𝑡 .
– Scenario 1b: Extrapolation on the wakefield, where  𝑟

𝑡 contains
all experiments involving a specific wakefield, for a total of
𝑛𝑟 = 3 repetitions.

– Scenario 1c: Extrapolation on the rotational speed of the pro-
peller, with  𝑟

𝑡 containing all experiments conducted with a
specific rotational speed, with a total of 𝑛𝑟 = 8 repetitions.

• Extrapolation Scenario 2: In this case the models aim to predict the
URN spectra of the propeller of Fig. 6 in uniform wakefield.

By conducting the interpolation scenario, we test the ability of the
models to predict the URN spectra in various, slightly different, oper-
ating conditions than the ones utilised to calibrate the constants 𝒔. The
extrapolation scenarios allow us to test the capabilities of the models to
predict the URN spectra for cases not included in the experiments used
to calibrate 𝒔, which generally correspond to more realistic scenarios
encountered in practice. By conducting the extrapolation scenario 1
we can thus quantify the expected errors when predicting URN on a
new propeller geometry, a different wakefield, or different operating
conditions. Extrapolation Scenario 2, although limited as it consists of
a single case, it allows us to get a first impression on model performance
when the entire input domain is different from 𝑛, with propeller
12

eometry, wakefield, and inflow conditions varying simultaneously. a
For each of these tests we have conducted the calibration process
escribed in Section 4 utilising the corresponding 𝑟

𝑙 , and we report
verage results together with their t-student 95% confidence interval
or each  𝑟

𝑡 , to ensure statistical consistency. The only exception is
xtrapolation scenario 2, which does not involve resampling. Strictly
or this scenario, 𝑛 in its entirety has been utilised to calibrate the

parameters, and  consists solely of the propeller of Fig. 6 in uniform
wakefield. For the sake of comparison, we also report results for
the interpolation scenario and extrapolation scenario 1 when utilising
the initial parameter values reported in Matusiak (1992), Bosschers
(2018a) and presented in Table 3.

5.2. Assessment of noise predictions

Table 5 reports the various error metrics on the Interpolation and
Extrapolation 1 scenarios, for both the calibrated and initial values of
the model’s parameters. It is possible to observe that the performance of
the models is significantly better with the calibrated parameters, with
error reductions of approximately 75% in the interpolation scenario,
66% when extrapolating on the propeller geometry and rotational
speed, and 50% on wakefield extrapolation. Using the values reported
in Matusiak (1992) and Bosschers (2018a) we observe average errors
of approximately 18%, or 19 dB for all scenarios, with weak linear
associations between measured and predicted URN, as revealed by the
relatively low values of PPMCC. The calibration process reduces these
errors to approximately 4.3%, or 4.7 dB in the interpolation scenario,
7.2% or 7.7 dB when extrapolating on the propeller geometry, 5.7% or
6.5 dB when extrapolating on the rotational speed, and 8.8% or 8.4 dB
for wakefield extrapolation, all with considerable drop in the variance
as well, as the error distributions of Fig. 8 show.

For what regards the performance of the calibrated models, it is
possible to observe that the experimental data can be modelled ef-
fectively on all scenarios. As expected, lowest errors are observed for
the interpolation scenario. Extrapolation errors are increased by 50%
to 100% depending on the scenario. Among those, lowest errors are
observed when extrapolating on the rotational speed of the propeller
(scenario 1c), for which the errors appear to be consistent for all
rotational speeds, and vary between (5.4 ± 0.65, 5.5 ± 0.75, 0.91 ± 0.19)
dB, %, –] at 800 rpm, to (6.9±0.8, 6.5±0.8, 0.79±0.18) [dB, %, –] at 1200

rpm for MAE, MAPE, and PPMCC, respectively. This occurs due to the
relatively small changes in the cavitation patterns observed with small
variations in the rotational speed, so 𝑟

𝑙 and  𝑟
𝑡 have relatively small

differences with respect to the URN spectra. A more difficult case is
the extrapolation on the propeller geometry (scenario 1a). In this case,
errors between (7.5 ± 1.0, 7.1 ± 1.0, 0.85 ± 0.20) [dB, %, –] and (8.0 ±
.1, 7.7 ± 1.0, 0.77 ± 0.24) are observed, which correspond to propellers
CD 74 and KCD 65, respectively. Overall, small error variations exist

mong all the different propeller geometries, underlining the stability
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of the approaches. Highest discrepancies are observed for the wakefield
extrapolation (scenario 1b), with errors being fairly consistent among
all 3 wakefields to about (8.4 ± 1.3, 8.8 ± 1.35, 0.77 ± 0.11) [dB, %, –],
approximately double with respect to the interpolation scenario. The
difficulty of this scenario occurs due to the high differences in the
cavitation patterns occurring with each wakefield, resulting in more
‘‘severe’’ extrapolation cases. Note that the wakefields employed in this
work were chosen specifically for this reason, as discussed in Aktas
(2017) and Aktas et al. (2018). Nevertheless, the performance of the
models is widely acceptable even for this scenario, with a maximum
difference of only 8.6 ± 1.3 dB, or 8.9 ± 1.4% for 𝑊 1.

5.3. Additional results on representative cases

For the sake of brevity we do not report individual results on every
experiment and scenario due to the size of the dataset and the number
of experiments we performed. Nevertheless, it is worth exploring the
results of some representative cases to gain a better understanding
regarding the prediction capabilities of the proposed models. Fig. 9
illustrates the cavitation observed during the experiment conducted for
the propeller KCD 193 on W1 at 1750 [rpm] under atmospheric pressure
conditions. Unfortunately, the available experimental data related to
cavitation patterns do not allow us to perform thorough quantitative
comparisons between experimental and computational results. For this
reason we have performed a fully cavitating BEM simulation for the
experiment of Fig. 9, which can provide us with a reasonable estimation
of the cavity extent on the propeller blades. Subsequently, we can
compare this estimation with the cavity extent predicted with the
models of Section 3.

Fig. 9 provides the predicted cavity thickness obtained with the
fully cavitating BEM for three angular positions. A visual comparison
between Figs. 9 and 10(a) shows that the cavity extent can be predicted
with satisfactory accuracy. From the estimated cavity thickness we have
evaluated the total cavity area on the suction side of the key-blade
over one complete propeller revolution. The same quantity has also
been extracted from the models of Section 3, and is compared with
the fully cavitating BEM estimations on Fig. 11. As can be seen, the
estimated cavity area is adequately captured by the models proposed
in this work: the resulting trends are physically plausible and agree
reasonably well with the results of the fully cavitating BEM. However,
differences are observed for angular locations between 90-270 [deg],
characterised by smaller cavities, for which the cavity area is con-
sistently underestimated. Nevertheless, the maximum difference that
occurs at approximately 215 [deg] remains below 5.4[%], which can
be considered acceptable for early stage design studies.

A graphical illustration of representative URN spectra during the
interpolation scenario is provided in Fig. 12. For both the initial and
calibrated model parameters, Fig. 12(a) corresponds to the experiment
predicted with the highest accuracy (KCD191 with the wakefield W2),
and Fig. 12(b) to the experiment with the highest discrepancy between
measurements and predictions (KCD65 with the wakefield W3). It is in-
eresting to note that the calibrated parameter set does not significantly
ffect the predictions on Fig. 12(a). However, significant differences
xist for the experiment of Fig. 12(b), for which the calibrated models
o not overestimate the URN levels, and show a more plausible trend.

An overall error reduction is expected when calibrating the param-
ters of these models, for the reasons underlined in Sections 3.2–3.3.
evertheless, the results indicate that there are notable, statistically

ignificant differences, regardless of the scenario considered. To the
xtent that the available data allow us to draw conclusions, it appears
hat a proper calibration process can render these semi-empirical mod-
ls powerful enough for the early design process. The same conclusion
an be drawn from Fig. 13, which presents the predicted and measured
RN spectra for extrapolation scenario 2. The models are able to predict
RN with acceptable accuracy, with the average error between mea-

urements and predictions being approximately 9 [dB], and a maximum
13

ifference of 16 [dB] occurring at 600 [Hz].
Table 6
Optimised parameters of the semi-empirical models.

Method Symbol Equation Value Symbol Equation Value

Matusiak model
(Section 3.2)

𝛽𝑓 Eq. (3) 0.6 𝑚 Eq. (4) 5
𝑛𝑏 Eq. (3) 500 𝑐𝑏 Eq. (4) 3.8
𝜏𝑏 Eq. (10) 350

ETV model
(Section 3.3)

𝜁3 Eq. (13) 11.6 𝛥𝑓−6𝑑𝐵 Eq. (14) 13.8
𝑎𝑙 Eq. (15) 3.85 𝑎ℎ Eq. (15) −1.86
𝜏 Eq. (16) 0.92 𝛼𝑠 Eq. (17) 0.65
𝑎𝑝 Eq. (18) 118

5.4. Calibrated parameter values

Note that, whereas for every scenario and resampling we obtain
slightly different parameter values as each 𝑟

𝑙 varies, the values that
will be utilised in practice are obtained when the models have been
parameterised on 𝑛 in its entirety (extrapolation scenario 2). These
values are presented in Table 6. It is worth noting that the values
of the calibration constants for the ETV model showed deviations no
more than ±10% compared to the values proposed in Bosschers (2018a),
n line with their physical interpretation. However, we observed sig-
ificant differences for the parameters of the Matusiak model, which
re worthy of attention due to their inherent physical meaning. More
pecifically, the parameter 𝜏𝑏, which controls the number of oscillations

for which the bubble motion is simulated, has an optimal value of
350. Physically, this implies that bubble motion was simulated as long
as possible, until the oscillations have been essentially dampened out.
Furthermore, the fractal order 𝑚 of the size distribution of the bubbles
also reduced from its initial value of 9, to 5 for most of the scenarios
studied, the gas/vapour fraction 𝛽𝑓 was also reduced to 0.6, and the
constant 𝑐𝑏 that controls the cavity thickness at the point of break-off
was increased to a value of 3.8 from the recommended value of 1.8
in Matusiak (1992), signifying the presence of larger bubbles. Finally,
the number of bubble classes 𝑛𝑏 also increased dramatically from the
initial value of 5 to 500 for most of the experiments, which corresponds
to the upper limit set during the calibration process. This essentially
implies the requirement that each bubble be treated individually, or
the use of a very fine discretisation grid to obtain accurate results, as
also reported in Lafeber et al. (2015).

6. Conclusions

In this work we investigated the potential of computationally cheap
semi-empirical models to accurately estimate propeller cavitation noise,
with information that is usually available during the early design
process. To evaluate the prediction capabilities of these models, an
extensive dataset has been utilised, collected through model scale tests
in a cavitation tunnel. An in-depth investigation of the performance of
the models has been performed. The comparison between the predicted
noise levels and the experimental results has shown sufficiently good
agreement. This indicates that, when properly calibrated, the combi-
nation of the ETV model, responsible for predicting noise due to a
cavitating tip vortex, and the model of Matusiak, responsible for pre-
dicting the broadband effects of sheet cavitation, can be a convenient
solution for the practical evaluation of propeller cavitation noise.

In particular, three sets of evaluations have been carried out. In the
first set, the capability of the models to predict the main characteristics
of the URN spectra in operating conditions within the ones utilised
to calibrate them has been analysed; in all cases, the investigations
have been conducted with conditions different from those used for
the calibration process, but always remaining inside the initial input
domain. In the second set of evaluations, we tested the capability of
the models to predict the URN spectra in groups of operating condi-
tions where the cavitation pattern is different with respect to the one
employed to calibrate them. In the final evaluation, we assessed the
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performance of the models to predict the URN spectra on 1 additional
ropeller, completely unrelated to the available experimental data. In
ll scenarios the models have shown accurate results. The errors re-
orted during extrapolation increased between 50% to 100%, compared

to interpolation. Nevertheless, all errors still lie below 9 dB, and can be
considered satisfactory in practical applications.

The present analysis has been limited to a certain set of propellers
and wakefields deemed of interest due to their commercial consider-
ation, and ability to generate a dataset of tolerable variance. For this
reason, further activities include additional data collection to compile a
richer set of propellers and wakefields, and the combination of physical
models with data-driven approaches, to further enhance overall pre-
diction performance while keeping the computational effort as low as
possible.
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