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Combined molecular subtyping, grading, and 
segmentation of glioma using multi-task deep learning
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Abstract
Background.  Accurate characterization of glioma is crucial for clinical decision making. A delineation of the tumor 
is also desirable in the initial decision stages but is time-consuming. Previously, deep learning methods have been 
developed that can either non-invasively predict the genetic or histological features of glioma, or that can automat-
ically delineate the tumor, but not both tasks at the same time. Here, we present our method that can predict the 
molecular subtype and grade, while simultaneously providing a delineation of the tumor.
Methods. We developed a single multi-task convolutional neural network that uses the full 3D, structural, preopera-
tive MRI scans to predict the IDH mutation status, the 1p/19q co-deletion status, and the grade of a tumor, while si-
multaneously segmenting the tumor. We trained our method using a patient cohort containing 1508 glioma patients 
from 16 institutes. We tested our method on an independent dataset of 240 patients from 13 different institutes.
Results.  In the independent test set, we achieved an IDH-AUC of 0.90, an 1p/19q co-deletion AUC of 0.85, and a 
grade AUC of 0.81 (grade II/III/IV). For the tumor delineation, we achieved a mean whole tumor Dice score of 0.84.
Conclusions. We developed a method that non-invasively predicts multiple, clinically relevant features of glioma. 
Evaluation in an independent dataset shows that the method achieves a high performance and that it generalizes 
well to the broader clinical population. This first-of-its-kind method opens the door to more generalizable, instead 
of hyper-specialized, AI methods.

© The Author(s) 2022. Published by Oxford University Press on behalf of the Society for Neuro-Oncology.

Key Points

•	 Deep learning predicts glioma subtype based on MRI.

•	 The method is fully automated as it automatically locates and segments the tumor.

•	 External validation on data of 240 patients from 13 centers shows good 
generalization.
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Glioma is the most common primary brain tumor, with its 
most common subtype glioblastoma, in particular, being 
one of the deadliest forms of cancer. Differences in survival 
and treatment response of glioma are attributed to their ge-
netic and histological features, specifically the isocitrate de-
hydrogenase (IDH) mutation status, the 1p/19q co-deletion 
status, and the tumor grade.1 Therefore, in 2016, the World 
Health Organization (WHO) updated its brain tumor clas-
sification, categorizing glioma based on these genetic and 
histological features.2 In current clinical practice, these fea-
tures are determined from tumor tissue. While this is not an 
issue in patients in whom the tumor can be resected, this is 
problematic when resection can not safely be performed. In 
these instances, surgical biopsy is performed with the sole 
purpose of obtaining tissue for diagnosis, which, although 
relatively safe, is not without risk.3 Therefore, there has been 
an increasing interest in complementary non-invasive al-
ternatives that can provide the genetic and histological 
information.4

Magnetic resonance imaging (MRI) has been proposed 
as a possible candidate because of its non-invasive nature 
and its current place in routine clinical care. Research has 
shown that certain MRI features, such as a heterogeneous 
tumor appearance, correlate with the genetic and histo-
logical features of glioma.5 This notion has popularized, 
in addition to already popular applications such as tumor 
segmentation, the use of machine learning methods for 
the prediction of genetic and histological features, known 
as radiomics.6 Although a plethora of such methods now 
exist, they have found little translation to the clinic.6

An often discussed challenge for the adoption of ma-
chine learning methods in clinical practice is the lack of 
standardization, resulting in heterogeneity of patient 
populations, imaging protocols, and scan quality.7,8 Since 
machine learning methods are prone to overfitting, this 
heterogeneity questions the validity of such methods in 
a broader patient population.8 Furthermore, it has been 
noted that most current research concerns narrow task-
specific methods that lack the context between different re-
lated tasks, which might restrict the performance of these 
methods.9

An important technical limitation when using deep 
learning methods is the limited GPU memory, which re-
stricts the size of models that can be trained.10 This is a 
problem especially for clinical data, which is often 3D, 
requiring even more memory than the commonly used 
2D networks. This further limits the size of these models 

resulting in shallower models and the use of patches of a 
scan instead of using the full 3D scan as an input, which 
limits the amount of context these methods can extract 
from the scans.

Here, we present a new method that addresses the 
above problems. Our method consists of a single, multi-
task convolutional neural network (CNN) that can predict 
the IDH mutation status, the 1p/19q co-deletion status, 
and the grade (grade II/III/IV) of a tumor, while also si-
multaneously segmenting the tumor (to be precise, the 
T2w-hyperintense tumor region). Figure 1 illustrates this 
approach. To the best of our knowledge, this is the first 
method that provides all of this information at the same 
time, allowing clinical experts to derive the WHO subtype 
from the individually predicted genetic and histological 
features, while also allowing them to consider or disre-
gard specific predictions as they deem fit. Exploiting the 
capabilities of the latest GPUs, optimizing our implemen-
tation to reduce the memory footprint, and using distrib-
uted multi-GPU training, we were able to train a model that 
uses the full 3D scan as an input. We trained our method 
using a patient cohort containing 1508 patients included 
from 16 different institutes. To ensure the broad applica-
bility of our method, we used minimal inclusion criteria, 
only requiring the 4 most commonly used MRI sequences: 
pre- and post-contrast T1-weighted (T1w), T2-weighted 
(T2w), and T2-weighted fluid-attenuated inversion recovery 
(T2w-FLAIR).11 No constraints were placed on the patients’ 
clinical characteristics, such as the tumor grade, or the ra-
diological characteristics of scans, such as the scan quality. 
In this way, our method could capture the heterogeneity 
that is naturally present in clinical data. We tested our 
method on an independent dataset of 240 patients from 13 
different institutes, to evaluate the true generalizability of 
our method. Our results show that we can predict multiple 
clinical features of glioma from MRI scans in a diverse pa-
tient population.

Materials and Methods

Patient Population

Our dataset consisted of retrospectively collected data that 
formed a convenience series. All included patients were 
newly diagnosed, preoperative patients.

Importance of the Study

We developed a method that predicts multiple genetic 
and histological features required for the subtyping of 
glioma, while simultaneously providing an automatic 
tumor segmentation. This multi-task approach obviates 
the need for multiple, single-task methods, simplifying 
clinical implementation. Our method was trained using 
a glioma dataset containing 1508 patients originating 
from 16 different institutes, where no patients were 

excluded based on the scan appearance or clinical 
characteristics. These minimal exclusion criteria make 
it straightforward for clinical experts to use our method. 
Performance evaluation on an independent dataset 
showed that our method generalizes well and that our 
method achieves a high performance. We also provide 
the code and the trained model, further allowing for the 
quick adoption of our method.
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resulting in shallower models and the use of patches of a 
scan instead of using the full 3D scan as an input, which 
limits the amount of context these methods can extract 
from the scans.

Here, we present a new method that addresses the 
above problems. Our method consists of a single, multi-
task convolutional neural network (CNN) that can predict 
the IDH mutation status, the 1p/19q co-deletion status, 
and the grade (grade II/III/IV) of a tumor, while also si-
multaneously segmenting the tumor (to be precise, the 
T2w-hyperintense tumor region). Figure 1 illustrates this 
approach. To the best of our knowledge, this is the first 
method that provides all of this information at the same 
time, allowing clinical experts to derive the WHO subtype 
from the individually predicted genetic and histological 
features, while also allowing them to consider or disre-
gard specific predictions as they deem fit. Exploiting the 
capabilities of the latest GPUs, optimizing our implemen-
tation to reduce the memory footprint, and using distrib-
uted multi-GPU training, we were able to train a model that 
uses the full 3D scan as an input. We trained our method 
using a patient cohort containing 1508 patients included 
from 16 different institutes. To ensure the broad applica-
bility of our method, we used minimal inclusion criteria, 
only requiring the 4 most commonly used MRI sequences: 
pre- and post-contrast T1-weighted (T1w), T2-weighted 
(T2w), and T2-weighted fluid-attenuated inversion recovery 
(T2w-FLAIR).11 No constraints were placed on the patients’ 
clinical characteristics, such as the tumor grade, or the ra-
diological characteristics of scans, such as the scan quality. 
In this way, our method could capture the heterogeneity 
that is naturally present in clinical data. We tested our 
method on an independent dataset of 240 patients from 13 
different institutes, to evaluate the true generalizability of 
our method. Our results show that we can predict multiple 
clinical features of glioma from MRI scans in a diverse pa-
tient population.

Materials and Methods

Patient Population

Our dataset consisted of retrospectively collected data that 
formed a convenience series. All included patients were 
newly diagnosed, preoperative patients.

The train set was collected from 4 in-house datasets 
and 5 publicly available datasets. In-house datasets 
were collected from 4 different institutes: Erasmus MC 
(EMC), Haaglanden Medical Center (HMC), Amsterdam 
UMC (AUMC),12 and University Medical Center Utrecht 
(UMCU). Four of the five public datasets were collected 
from The Cancer Imaging Archive (TCIA)13: the Repository 
of Molecular Brain Neoplasia Data (REMBRANDT) collec-
tion,14 the Clinical Proteomic Tumor Analysis Consortium 
Glioblastoma Multiforme (CPTAC-GBM) collection,15 the 
Ivy Glioblastoma Atlas Project (Ivy GAP) collection,16,17 and 
the Brain-Tumor-Progression collection.18 The fifth dataset 
was the 2019 Brain Tumor Segmentation (BraTS) chal-
lenge dataset,19–21 from which we excluded the patients 
that were also available in the TCGA-LGG and TCGA-GBM 
collections.22,23

For the internal datasets from the EMC and the HMC, 
manual segmentations were available, which were made 
by 4 different clinical experts, who received guidance from 
a senior neuroradiologist (>10  years of experience). For 
patients where segmentations from more than 1 observer 
were available, we randomly selected one of the segmen-
tations to use in the train set. The segmentations from 
the AUMC data were made by a single observer (a senior 
neuroradiologist with >10 years of experience) of the study 
by Visser et al.12 From the public datasets, only the BraTS 
dataset and the Brain-Tumor-Progression dataset pro-
vided manual segmentations. Segmentations of the BraTS 

dataset, as provided in the 2019 training and validation set 
were used. For the Brain Tumor-Progression dataset, the 
segmentations as provided in the TCIA data collection were 
used. This resulted in a varied dataset of segmentations, 
with segmentations from a variety of qualified different 
observers.

Patients were included if they were newly diagnosed 
with a glioma and when preoperative pre- and post-
contrast T1w, T2w, and T2w-FLAIR scans were available; no 
further inclusion criteria were set. For example, patients 
were not excluded based on the radiological characteris-
tics of the scan, such as low imaging quality or imaging 
artifacts, or the glioma’s clinical characteristics such as the 
grade. If multiple scans of the same contrast type were 
available in a single scan session (eg, multiple T2w scans), 
the scan upon which the segmentation was made was 
selected. If no segmentation was available, or the segmen-
tation was not made based on that scan contrast, the scan 
with the highest axial resolution was used, where a 3D ac-
quisition was preferred over a 2D acquisition.

For the in-house data, genetic and histological data were 
available for the EMC, HMC, and UMCU datasets, which 
were obtained from the analysis of tumor tissue after bi-
opsy or resection. Genetic and histological data of the 
public datasets were also available for the REMBRANDT, 
CPTAC-GBM, and Ivy GAP collections. Data for the 
REMBRANDT and CPTAC-GBM collections were collected 
from the clinical data available at the TCIA.14,15 For the Ivy 

  

MRI scans Preprocessed
scans

Convolutional
neural network

Segmentation

WHO 2016
categorization

1p/19q status

Grade

II III IV

IDH status

Wildtype Mutated

Intact Co-deleted

Fig. 1  Overview of our method. Pre- and post-contrast T1w, T2w, and T2w-FLAIR scans are used as an input. The scans are registered to an 
atlas, bias field corrected, skull stripped, and normalized before being passed through our convolutional neural network. One branch of the net-
work segments the tumor, while at the same time the features are combined to predict the IDH status, 1p/19q status, and grade of the tumor.
  

D
ow

nloaded from
 https://academ

ic.oup.com
/neuro-oncology/article/25/2/279/6631283 by Siena C

ollege user on 27 February 2023



 282 van der Voort et al. Combined glioma subtyping, grading, and segmentation

GAP collection, the genetic and histological data were 
obtained from the Swedish Institute at https://ivygap.org/.

As a test set, we used the TCGA-LGG and TCGA-GBM 
collections from the TCIA.22,23 Genetic and histological 
labels were obtained from the clinical data available at 
the TCIA, and from data published by Ceccarelli et  al.24 
Segmentations were used as available from the TCIA, 
based on the 2018 BraTS challenge.20,25,26 Tumors were 
manually segmented by 1-4 raters, following the same 
annotation protocol, and their ground truth annotations 
were approved by experienced neuroradiologists.21 The 
inclusion criteria for the patients included in the BraTS 
challenge were the same as our inclusion criteria: the 
presence of a preoperative pre- and post-contrast T1w, 
T2w, and T2w FLAIR scan. Thus, patients from the TCGA-
LGG and TCGA-GBM were included if a segmentation 
from the BraTS challenge was available. However, for 3 
patients, we found that although they did have manual 
segmentations, they did not meet our inclusion require-
ments: TCGA-08-0509 and TCGA-08-0510 from TCGA-GBM 
because they did not have a pre-contrast T1w scan and 
TCGA-FG-7634 from TCGA-LGG because there was no 
post-contrast T1w scan.

Classification Model

We used a CNN to predict the genetic and histological fea-
tures and to automatically segment the T2w-hyperintense 
region. This network was developed to facilitate the auxil-
iary tasks, and optimized in terms of memory efficiency to 
allow for the full 3D scan to be used as an input. The MRI 
scans were pre-processed (which included registration to 
an atlas, skull-stripping, and intensity normalization), and 
the pre-processed scans from the train set were used to de-
velop and train the model. We used 15% of the train set (226 
patients) as a validation set and selected the model param-
eters that achieved the best performance on this validation 
set as the optimal model parameters. Subsequently, the 
model was trained using these optimal model parameters 
and the full train set.

The performance of the model was then evaluated on 
the independent test set. This independent test set was not 
used during the development of the model, and the perfor-
mance of our model in the test set was only evaluated one 
time, once the optimal model parameters were established 
using the train set.

We evaluated the area under the receiver operating char-
acteristic curve (AUC), accuracy, sensitivity, and specificity 
for the genetic and histological features. For the AUC, we 
also evaluated the 95% confidence interval (CI) intervals 
using basic bootstrapping with 2500 iterations. To eval-
uate the segmentation performance we evaluated the 
Dice score, Hausdorff distance, and the volumetric simi-
larity coefficient. The Dice score is a measure of the overlap 
between the ground truth and predicted segmentation 
(where 1 indicates perfect overlap). The Hausdorff distance 
is a measure of the agreement between the boundaries 
of the ground truth and predicted segmentation (lower is 
better). The volumetric similarity coefficient is a measure 
of the agreement in volume (where 1 indicates perfect 
agreement).

All the details of the pre-processing of the scans, the de-
velopment and structure of our model, the evaluation of 
the model performance, and the post-processing of the re-
sults are given in Supplementary Appendix A.

Ethics Statement

The study was approved by the Medical Ethical 
Committee of Erasmus MC (METC-2016-419), who 
waived the need for written informed consent from the 
patients due to the retrospective nature of this study and 
the (emotional) burden that would result from contacting 
the patients or their relatives to obtain consent. The study 
was performed in accordance with the 1964 Declaration 
of Helsinki and its later amendments or comparable eth-
ical standards.

STARD Statement

We have followed the “Standards for Reporting Diagnostic 
Accuracy Studies” (STARD) guidelines for the reporting 
of this study.27 The filled-out checklist is presented in 
Supplementary Appendix B.

Results

Patient Characteristics

We included a total of 1748 patients in our study, 1508 as 
a train set and 240 as an independent test set. The patients 
in the train set originated from 9 different data collections 
and 16 different institutes, and the test set was collected 
from 2 different data collections and 13 different institutes. 
Table 1 provides a full overview of the patient character-
istics in the train and test set, and Figure 2 shows the in-
clusion flowchart and the distribution of the patients over 
the different data collections in the train set and test set. 
Supplementary Appendix C provides an overview of the 
MRI acquisition parameters of the scans, which shows that 
scans were acquired from scanners of different vendors, 
using a wide variety of acquisition settings.

Algorithm Performance

In the test set, we achieved an AUC of 0.90 for the IDH 
mutation status prediction, an AUC of 0.85 for the 1p/19q 
co-deletion prediction, and an AUC of 0.81 for the grade 
prediction. The full results are shown in Table 2, with the cor-
responding receiver operating characteristic (ROC) curves 
in Figure 3. Table 2 also shows the results in (clinically rel-
evant) subgroups of patients. This shows that we achieved 
an IDH-AUC of 0.81 in low-grade glioma (LGG) (grade II/
III), an IDH-AUC of 0.64 in high-grade glioma (HGG) (grade 
IV), and a 1p/19q-AUC of 0.73 in LGG. When only predicting 
LGG vs HGG instead of predicting the individual grades, 
we achieved an AUC of 0.91. In Supplementary Appendix 
D, we provide confusion matrices for the IDH mutation 
status, 1p/19q co-deletion status, and grade predictions, as 
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All the details of the pre-processing of the scans, the de-
velopment and structure of our model, the evaluation of 
the model performance, and the post-processing of the re-
sults are given in Supplementary Appendix A.

Ethics Statement

The study was approved by the Medical Ethical 
Committee of Erasmus MC (METC-2016-419), who 
waived the need for written informed consent from the 
patients due to the retrospective nature of this study and 
the (emotional) burden that would result from contacting 
the patients or their relatives to obtain consent. The study 
was performed in accordance with the 1964 Declaration 
of Helsinki and its later amendments or comparable eth-
ical standards.

STARD Statement

We have followed the “Standards for Reporting Diagnostic 
Accuracy Studies” (STARD) guidelines for the reporting 
of this study.27 The filled-out checklist is presented in 
Supplementary Appendix B.

Results

Patient Characteristics

We included a total of 1748 patients in our study, 1508 as 
a train set and 240 as an independent test set. The patients 
in the train set originated from 9 different data collections 
and 16 different institutes, and the test set was collected 
from 2 different data collections and 13 different institutes. 
Table 1 provides a full overview of the patient character-
istics in the train and test set, and Figure 2 shows the in-
clusion flowchart and the distribution of the patients over 
the different data collections in the train set and test set. 
Supplementary Appendix C provides an overview of the 
MRI acquisition parameters of the scans, which shows that 
scans were acquired from scanners of different vendors, 
using a wide variety of acquisition settings.

Algorithm Performance

In the test set, we achieved an AUC of 0.90 for the IDH 
mutation status prediction, an AUC of 0.85 for the 1p/19q 
co-deletion prediction, and an AUC of 0.81 for the grade 
prediction. The full results are shown in Table 2, with the cor-
responding receiver operating characteristic (ROC) curves 
in Figure 3. Table 2 also shows the results in (clinically rel-
evant) subgroups of patients. This shows that we achieved 
an IDH-AUC of 0.81 in low-grade glioma (LGG) (grade II/
III), an IDH-AUC of 0.64 in high-grade glioma (HGG) (grade 
IV), and a 1p/19q-AUC of 0.73 in LGG. When only predicting 
LGG vs HGG instead of predicting the individual grades, 
we achieved an AUC of 0.91. In Supplementary Appendix 
D, we provide confusion matrices for the IDH mutation 
status, 1p/19q co-deletion status, and grade predictions, as 

well as a confusion matrix for the final WHO 2016 subtype, 
which shows that only one patient was predicted as a non-
existing WHO 2016 subtype. In Supplementary Appendix 
E, we provide the individual predictions and ground truth 
labels for all patients in the test set to allow for the calcula-
tion of additional metrics.

For the automatic segmentation, we achieved a mean 
Dice score of 0.84, a mean Hausdorff distance of 18.9 mm, 
and a mean volumetric similarity coefficient of 0.90. Figure 
4 shows boxplots of the Dice scores, Hausdorff distances, 
and volumetric similarity coefficients for the different pa-
tients in the test set. In Supplementary Appendix F, we 

show 5 patients that were randomly selected from both 
the TCGA-LGG and TCGA-GBM data collections, to demon-
strate the automatic segmentations made by our method.

To evaluate the face validity and clinical benefit of our al-
gorithm we compared the survival of patients based on the 
ground truth and predicted WHO 2016 subtypes, shown in 
Supplementary Appendix G. This comparison shows that 
there is no significant difference in the survival of patients 
between the true WHO 2016 subtype and the predicted 
subtype.

To assess the future-proofness of our method, we evalu-
ated the performance of our method in predicting the 

  
Table 1.  Patient Characteristics for the Train and Test Sets

 Train Set Test Set

N % N % 

Total 1508 100.0 240 100.0

Sex

  Female 465 30.8 108 45.0

  Male 786 52.1 130 54.2

  Unknown 257 17.1 2 0.8

Age (years)

  <40 208 13.8 50 20.8

  40-60 552 36.6 113 47.1

  >60 608 40.3 75 31.3

  Unknown 140 9.3 2 0.8

IDH status

  Mutated 226 15.0 88 36.7

  Wildtype 440 29.2 129 53.7

  Unknown 842 55.8 23 9.6

1p/19q co-deletion status

  Co-deleted 103 6.8 26 10.8

  Intact 337 22.4 207 86.3

  Unknown 1068 70.8 7 2.9

Grade

  II 230 15.3 47 19.6

  III 114 7.6 59 24.6

  IV 830 55.0 132 55.0

  Unknown 334 22.1 2 0.8

WHO 2016 subtype

  Oligodendroglioma 96 6.4 26 10.8

  Astrocytoma, IDH-mutated 98 6.5 57 23.7

  Astrocytoma, IDH-wildtype 31 2.0 22 9.2

  GBM, IDH-mutated 16 1.1 5 2.1

  GBM, IDH-wildtype 331 21.9 106 44.2

  Unknown 936 62.1 24 10.0

Segmentation

  Manual 716 47.5 240 100

  Automatic 792 52.5 0 0

Abbreviations: GBM, glioblastoma; IDH, isocitrate dehydrogenase; WHO, World Health Organization.
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subtypes according to the new WHO 2021 guidelines, see 
Supplementary Appendix H. These results show that the 
performance for the WHO 2021 subtypes is in fact better 
than for the WHO 2016 subtypes.

We also evaluated the effect of training the model on 
different subsets of the dataset to investigate the ef-
fect of adding more data, see Supplementary Appendix 
I. These results show that for almost all cases the best 

results are obtained using the full train set to construct 
the model.

Model Interpretability

To provide insight into the behavior of our model we cre-
ated saliency maps and visualized selected filter outputs of 
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Fig. 2  Inclusion flowchart of the train set and test set.
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our networks in Supplementary Appendix J. These maps 
and visualizations show which parts of the scans contrib-
uted the most to the prediction. The saliency maps show 
that for a LGG patient the network focused on a bright rim 
in the T2w-FLAIR scan, whereas for the HGG patient the 
network focused on the enhancement in the post-contrast 
T1w scan. The filter output visualizations also show that 
the network focuses on the tumor, and these filters seem 
to recognize specific imaging features such as the contrast 

enhancement in the post-contrast T1-weighted scan and 
T2w-FLAIR brightness.

Model Robustness

By not excluding scans from our train set based on radio-
logical characteristics, we were able to make our model ro-
bust to low scan quality, as can be seen in an example from 
the test set in Supplementary Figure F.4. Even though this 
example scan contained imaging artifacts, our method was 
able to properly segment the tumor (DICE score of 0.87), 
and correctly predicted the tumor as an IDH-wildtype, 
grade IV tumor.

We considered 2 examples of scans that were incorrectly 
predicted by our method, see Supplementary Appendix 
K. These 2 examples were chosen because our network 
assigned high prediction scores to the wrong classes for 
these cases. Supplementary Figure K.11a shows an ex-
ample of an IDH-mutated, 1p/19q co-deleted, grade II 
glioma that was predicted as IDH-wildtype, 1p/19q intact, 
grade IV by our method. Our method’s prediction was 
most likely caused by the hyperintensities in the post-
contrast T1w scan being interpreted as contrast enhance-
ment. Since these hyperintensities are also present in the 
pre-contrast T1w scan they are most likely calcifications, 
and the radiological appearance of this tumor is indica-
tive of an oligodendroglioma. Supplementary Figure K.11b 
shows an example of an IDH-wildtype, 1p/19q intact, grade 
IV glioma that was predicted as an IDH-mutated, 1p/19q in-
tact, grade III glioma by our method.

Finally, we evaluated the model performance when omit-
ting 1 of the 4 MRI sequences during training and testing of 
the model to assess whether all sequences are (equally) nec-
essary. These results are shown in Supplementary Appendix 
L and support the fact that our model trained using all 4 MRI 
sequences achieves the best overall performance.

  
Table 2.  Evaluation Results of the Final Model on the Test Set

Prediction Task AUC (95% CI) Accuracy Sensitivity Specificity 

All patients

  IDH 0.90 (0.85-0.95) 0.84 0.72 0.93

  1p/19q 0.85 (0.77-0.92) 0.89 0.39 0.95

  Grade (II/III/IV) 0.81 (0.76-0.85) 0.71 n/a n/a

  Grade II 0.91 (0.87-0.95) 0.86 0.75 0.89

  Grade III 0.69 (0.62-0.77) 0.75 0.17 0.94

  Grade IV 0.91 (0.87-0.94) 0.82 0.95 0.66

  LGG vs HGG 0.91 (0.87-0.94) 0.84 0.72 0.93

LGG patients

  IDH 0.81 (0.72-0.89) 0.74 0.73 0.77

  1p/19q 0.73 (0.60-0.83) 0.76 0.39 0.89

HGG patients

  IDH 0.64 (0.21-0.99) 0.94 0.40 0.96

Abbreviations: AUC, area under the receiver operating characteristic curve; CI, confidence interval; HGG, high-grade glioma; IDH, isocitrate dehy-
drogenase; LGG, low-grade glioma.
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Fig. 3  Receiver operating characteristic (ROC) curves of the ge-
netic and histological features are evaluated on the test set. The 
crosses indicate the location of the decision threshold for the re-
ported accuracy, sensitivity, and specificity.
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Discussion

We have developed a method that can predict the IDH 
mutation status, 1p/19q co-deletion status, and grade of 
glioma, while simultaneously providing the tumor (T2w-
hyperintense region) segmentation, based on preoperative 
MRI scans of newly diagnosed patients.

Our method can be beneficial for patients for whom re-
section cannot be safely performed, and in whom biopsy 
is performed solely for obtaining tissue for diagnosis. In 
these instances, our method can provide a non-invasive 
alternative. Furthermore, our method can act as an addi-
tional check of the histopathological results in case of un-
certainty such as (suspected) sampling bias.

In an independent test set, which contained data from 
13 different institutes, we demonstrated that our method 
predicts the genetic and histological features with good 
overall performance; we achieved an AUC of 0.90 for 
the IDH mutation status prediction, an AUC of 0.85 for 
the 1p/19q co-deletion prediction, an AUC of 0.81 for the 
grade prediction, and a mean whole tumor Dice score of 
0.84. This performance on unseen data that was only used 
during the final evaluation of the algorithm, and that was 
purposefully not used to guide any decisions regarding 
the method design, shows the true generalizability of 
our method. Using the latest GPU capabilities we were 
able to train a large model, which uses the full 3D scan 
as input. Furthermore, by using a large cohort of patients 
originating from multiple institutes, we were able to make 
our method robust to the heterogeneity that is naturally 
present in clinical imaging data, such that it generalizes 
for broad application in clinical practice. To simplify the 

use of our method, we provide a Docker container that 
contains all the required software tools and data, and 
which performs the pre-processing steps, inference of 
the model, and the post-processing steps. In this way, our 
model can be applied to new data with minimal setup.

By using a multi-task network, our method could learn 
the context between different features. For example, 
IDH-wildtype and 1p/19q co-deletion are mutually ex-
clusive.28 If two separate methods had been used, one 
to predict the IDH status and one to predict the 1p/19q 
co-deletion status, an IDH-wildtype glioma might be pre-
dicted to be 1p/19q co-deleted, which does not stroke 
with the clinical reality. Since our method learns both 
of these genetic features simultaneously, it correctly 
learned not to predict 1p/19q co-deletion in tumors that 
were IDH-wildtype; there was only one patient for whom 
our algorithm predicted a tumor to be both IDH-wildtype 
and 1p/19q co-deleted. Furthermore, by predicting the 
genetic and histological features individually, instead 
of only predicting the WHO 2016 subtype, it is possible 
to adopt updated guidelines such as the new WHO 2021 
guidelines.29

Some previous studies also used multi-task networks to 
predict the genetic and histological features of glioma.30–32 
Tang et al30 used a multi-task network that predicts mul-
tiple genetic features, as well as the overall survival of 
glioblastoma. Since their method only works for glioblas-
toma patients, the tumor grade must be known in advance, 
complicating the use of their method in the preoperative 
setting when tumor grade is not yet known. Furthermore, 
their method requires a tumor segmentation prior to the 
application of their method, which is a time-consuming, ex-
pert task. In a study by Xue et al,31 a multi-task network was 
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Fig. 4  Dice scores, Hausdorff distances, and volumetric similarity coefficients for all patients in the test set.
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used, with a structure similar to the one proposed in this 
paper, to segment the tumor and predict the grade (LGG or 
HGG) and IDH mutation status. However, they do not pre-
dict the 1p/19q co-deletion status needed for the WHO 2016 
subtyping. Lastly, Decuyper et al32 used a multi-task net-
work that predicts the IDH mutation and 1p/19q co-deletion 
status, and the tumor grade (LGG or HGG). Their method 
requires a tumor segmentation as input, which they obtain 
from a U-Net that is applied earlier in their pipeline; thus, 
their method requires two networks instead of the single 
network we use in our method. These differences aside, 
the most important limitation of each of these studies is 
the lack of an independent test set for evaluating their re-
sults. It is now considered essential that an independent 
test set is used, to prevent an overly optimistic estimate 
of a method’s performance.7 Thus, our study improves on 
this previous work by providing a single network that com-
bines the different tasks, being trained on a more extensive 
and diverse dataset, not requiring a tumor segmentation 
as an input, providing all information needed for the WHO 
2016 subtyping, and, crucially, by being evaluated in an in-
dependent test set.

An important genetic feature that is not predicted by 
our method is the O6-methylguanine-methyltransferase 
(MGMT) methylation status. Although the MGMT meth-
ylation status is not part of the WHO 2016 subtyping, it is 
part of clinical management guidelines and is an important 
prognostic marker in glioblastoma.2 In the initial stages 
of this study, we attempted to predict the MGMT methyl-
ation status; however, the performance of this prediction 
was poor. Furthermore, the methylation cutoff level, which 
is used to determine whether a tumor is MGMT methyl-
ated, shows a wide variety between institutes, leading to 
inconsistent results.33 We therefore opted not to include 
the MGMT prediction at all, rather than to provide a poor 
prediction of an unsharply defined parameter. Although 
some methods attempted to predict the MGMT status, 
with varying degrees of success, there is still an ongoing 
discussion on the validity of MRI features of the MGMT 
status.30,34

Our method does not provide an uncertainty estimate 
for its predictions. Providing uncertainty estimates for 
CNN predictions is currently an important research topic, 
with new methods being developed which could provide 
an uncertainty estimate.35 Unfortunately, there are still 
some challenges to overcome before these methods can 
be widely applied, and it is unclear how accurate these un-
certainty estimates are.

In this study, we have only considered scans containing 
glioma pathology. However, this still requires a clinical ex-
pert to (correctly) identify the pathology in the scan before 
the scan can be analyzed by our method. Although auto-
matic methods exist that can differentiate between dif-
ferent pathologies,36 in clinical practice patients who come 
in are usually already suspected of having a glioma, and 
these lesions generally do not present a diagnostic di-
lemma for experienced neuroradiologists.

Our method shows good overall performance, but there 
are noticeable performance differences between tumor 
categories. For example, when our method predicts a 
tumor as an IDH-wildtype glioblastoma, it is correct almost 

all of the time. On the other hand, it has some difficulty 
differentiating IDH-mutated, 1p/19q co-deleted LGG from 
other LGG. The sensitivity for the prediction of grade III 
glioma was low, which might be caused by the lack of a 
central pathology review. Because of this, there were dif-
ferences in molecular testing and histological analysis, 
and it is known that distinguishing between grade II and 
grade III has a poor observer reliability.37 This difference in 
the predictive performance between different subgroups 
can also be explained by the imbalance in data. For ex-
ample, there were much fewer 1p/19q co-deleted LGG than 
IDH-wildtype HGG. Although we compensated for this im-
balance during the training of the model, this cannot com-
pete with the availability of actual data and the resulting 
increase of data diversity in certain subgroups. Thus, even 
though our method can be relevant for certain subgroups, 
our method’s performance still needs to be improved to 
ensure relevancy for the full patient population.

In future work, we aim to increase the performance of 
our method by including perfusion-weighted imaging 
(PWI) and diffusion-weighted imaging (DWI) since there 
has been an increasing amount of evidence that these 
physiological imaging modalities contain additional in-
formation that correlates with the tumor’s genetic features 
and aggressiveness.38 They were not included in this study 
since PWI and, to a lesser extent, DWI is not as ingrained 
in the clinical imaging routine as the structural scans used 
in this work.11 Thus, including these modalities would limit 
our method’s clinical applicability and substantially reduce 
the number of patients in the train and test set. However, 
PWI and DWI are increasingly becoming more common-
place, which will allow including these in future research 
and which might improve performance.

To further increase the performance of our model, we 
have made the trained model publicly available, and invite 
other researchers to continue training the model with their 
data. In this way, the model will be presented with an even 
larger variety of data, which can further improve the pre-
dictive performance.

In conclusion, we have developed a non-invasive 
method that can predict the IDH mutation status, 1p/19q 
co-deletion status, and grade of glioma, while at the same 
time automatically segmenting the tumor, based on preop-
erative MRI scans with high overall performance. Although 
the performance of our method might need to be improved 
before it will find widespread clinical acceptance, we be-
lieve that this research is an important step forward in the 
field of radiomics. Predicting multiple clinical features si-
multaneously steps away from the conventional single-
task methods and is more in line with the clinical practice 
where multiple clinical features are considered simultane-
ously and may even be related. Furthermore, by not lim-
iting the patient population used to develop our method to 
a selection based on clinical or radiological characteristics, 
we alleviate the need for a priori (expert) knowledge, which 
may not always be available. Although steps still have to 
be taken before radiomics will find its way into the clinic, 
especially in terms of performance, our work provides a 
crucial step forward by resolving some of the hurdles of 
clinical implementation now and paving the way for a full 
transition in the future.
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com/Svdvoort/PrognosAIs_glioma. This code includes the full 
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Data Availability

An overview of the patients included from the public datasets 
used in the training and testing of the algorithm, and their ground 
truth label is available in Supplementary Appendix M. The 
data from the public datasets are available in TCIA under the 
following DOIs:

• � REMBRANDT: 10.7937/K9/TCIA.2015.588OZUZB
• � CPTAC-GBM: 10.7937/k9/tcia.2018.3rje41q1
• � Ivy GAP: 10.7937/K9/TCIA.2016.XLwaN6nL
• � Brain-Tumor-Progression: 10.7937/K9/TCIA.2018.15quzvnb
• � TCGA-LGG: 10.7937/K9/TCIA.2016.L4LTD3TK
• � TCGA-GBM: 10.7937/K9/TCIA.2016.RNYFUYE9

The segmentations for the public datasets from the TCIA are 
available under the following DOIs:

• � Brain-Tumor-Progression: 10.7937/10.7937/K9/TCIA.2018.15quzvnb
• � TCGA-LGG: 10.7937/K9/TCIA.2017.GJQ7R0EF
• � TCGA-GBM: 10.7937/K9/TCIA.2017.KLXWJJ1Q

Data from the BraTS are available at http://
braintumorsegmentation.org/. Data of 774 patients from the 
Erasmus MC dataset are available at https://xnat.bmia.nl/REST/
projects/egd and are described in a separate data publication.39

The prediction results and data used to evaluate the model 
performance are available as a supplementary file to this ar-
ticle. The trained model is available at https://github.com/
Svdvoort/PrognosAIs_glioma. The code used in this paper is 
available on GitHub under an Apache 2 license at https://github.
com/Svdvoort/PrognosAIs_glioma. This code includes the full 
pipeline from the registration of the patients to the final post-
processing of the predictions.
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