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SUMMARY

With the advent of Additive Manufacturing (AM) techniques, the design principle of
‘form follows function’ no longer remains a utopian proposition. The increase in de-
sign freedom requires novel design tools which are tailored to capitalize on the form
freedom offered by AM. Topology optimization (TO) is such a computational design tool
which can find the optimal geometric layout of a part to achieve a pre-defined objective,
while satisfying certain constraints. However, AM processes have inherent manufactur-
ing constraints which should be considered at the design stage to ensure manufactura-
bility. The suitability of TO as an ideal design tool is already widely recognized and there
have been significant research efforts to integrate AM constraints within TO. In this re-
gard, most AM-oriented TO methods utilize geometry-based constraint where a geomet-
ric AM design guideline is integrated within TO. The maturity of research in this direction
is evident by the fact that most commercial CAD packages are already equipped with
TO plugins including these geometry-based AM constraints. Although beneficial, such
geometry-based TO constraint do not guarantee defect-free fabrication since manufac-
turability is not only a function of geometry, but depends on a range of complex physical
interactions during the process. Therefore, a TO method that accounts for more of the
physics of the AM process would enhance the likelihood of achieving better quality parts
with reduced defects.

This thesis is focused on laser based powder bed fusion (L-PBF) since it is the most
widely utilized AM technique for metal parts. However, L-PBF suffers from certain con-
straints which critically compromise the part quality and inhibit its adoption as a main-
stream manufacturing method. Among the constraints, the issue of local overheating
remains a critical barrier as it leads to poor surface quality, inferior mechanical prop-
erties and/or build failures. Moreover, uneven heating/cooling thermal cycles due to
overheating could lead to development of undesirable residual stresses and distortions.
Typically, overheating is associated with downfacing surfaces called overhangs which
led to development of geometry-based design guidelines, for example, avoidance of ge-
ometric features with overhangs more acute than a certain threshold. This guideline has
been the most common AM constraint to integrate within TO. However, it is evident by
a number of numerical and experimental studies in the literature, that the avoidance
of overhangs does not guarantee overheating free designs. Therefore, the two aims of
this thesis are (1) to thoroughly investigate local overheating during L-PBF process using
computational models and (2) to develop a novel TO for generating overheating free AM
ready designs. In this regard, the extremely high computational cost of L-PBF models
was identified as the biggest challenge for both the objectives i.e. quick assessment of
overheating-prone features in AM parts and integration of a L-PBF thermal model with
TO.
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x SUMMARY

The first half of this thesis deals with a systematic investigation of the simplifications
commonly used in the thermal modelling of the heat transfer phenomena during the
L-PBF process. With help of numerical experiments, the findings reveal the relationship
between spatio-temporal simplifications and their ability to capture certain process at-
tributes. For example, it is found that if peak process temperatures are to be predicted,
then short laser exposure times should be specified in the computational domain. On
the contrary, if temperatures far away from the topmost layer are analyzed, a simplified
model assuming a longer exposure time can capture it. These findings serve as guide-
lines in making informed choices while setting up an L-PBF thermal model. In addition
to this, numerical discretization requirements associated with different simplifications
are also provided. Next, a deeper investigation of relevant simplifications for detecting
local overheating is presented. Three novel simplifications based on the analytical so-
lution of the heat equation are presented which drastically reduce the computational
expense while retaining the ability to identify overheating prone features. The most sim-
plified model in this regard utilizes a localized steady-state analysis which provides max-
imum computational gain of approximately 600 fold as compared to a high fidelity tran-
sient simulation.

The second half of the thesis presents the integration of the aforementioned steady-
state L-PBF thermal model with the density- based TO method. This is achieved by for-
mulating a novel constraint which limits the peak temperature predicted by the simpli-
fied L-PBF model. This novel physics-based TO method is validated using in-situ op-
tical tomography (OT) measurements. Comparing OT based overheating data across
geometry-based and physics-based TO designs, it is revealed that the latter have a lower
tendency of overheating. Finally, the usability of the new TO method is demonstrated on
an industrial injection mould. Another application of the novel TO is demonstrated by
designing support structures for optimal heat evacuation.

Based on the findings presented in thesis, it can be concluded that a physics-based
TO method offers significant advantages over a purely geometry-based approach. In par-
ticular, it is shown that overheating avoidance cannot be assured just by avoiding acute
overhangs. While for overheating detection even a simplification to steady-state analysis
was possible, it is expected that for other aspects the full thermal history must be evalu-
ated, which presents a challenge for future work. Apart from development of the novel
TO approach, the second major contribution of this thesis are the insights developed re-
garding modelling simplifications which assist in drastically reducing the computational
expenses associated with L-PBF modelling. It is expected that outcomes from this thesis
will positively contribute towards development of efficient modelling techniques which
will also inherently benefit further advancement of physics-based TO methods.



SAMENVATTING

Met de opkomst van Additive Manufacturing (AM) technieken, is het ontwerpprincipe
’de vorm volgt de functie’ niet langer een utopie. De toegenomen ontwerpvrijheid vereist
nieuwe ontwerptools die erop zijn toegesneden om zoveel mogelijk voordeel te halen uit
de vormvrijheid die AM geeft. Topologie optimalisatie (TO) is zo’n ontwerptool dat de
optimale geometrische layout van een onderdeel kan vinden om een van te voren ge-
definieerd doel te bereiken rekening houdend met bepaalde beperkende voorwaarden.
AM processen hebben echter inherente vervaardigingsbeperkingen, waarmee reeds in
de ontwerpfase rekening moet worden gehouden om de maakbaarheid te garanderen.
De geschiktheid van TO als de ideale ontwerptool wordt al breed erkend en er zijn grote
onderzoeksinspanningen verricht om de beperkende voorwaarden van AM te integreren
in TO. De meeste AM-georiënteerde TO methoden gebruiken op geometrie gebaseerde
restricties om geometrische AM ontwerprichtlijnen op te nemen in de TO. De rijpheid
van onderzoek in deze richting wordt geïllustreerd door het feit dat de meeste commer-
ciële CAD pakketten al zijn uitgerust met TO plug-ins die beschikken over deze op geo-
metrie gebaseerde AM restricties. Hoewel dit een stap in de juiste richting is, garande-
ren dergelijke op geometrie gebaseerde beperkende voorwaarden in TO geen fabricage
zonder defecten aangezien maakbaarheid niet alleen een functie is van geometrie, maar
afhangt van een scala aan complexe fysische interacties tijdens het maakproces. Een TO
methode die beter rekening houdt met de fysica van het AM-proces zou de kans vergro-
ten op onderdelen van betere kwaliteit met minder defecten.

Dit proefschrift richt zich op Laser Based Powder Bed Fusion (L-PBF) omdat dit de
meest gebruikte AM-techniek is voor metalen onderdelen. L-PBF heeft echter last van
bepaalde restricties die de kwaliteit van de onderdelen ernstig compromitteren en dit
belemmert de brede toepassing van deze productiemethode. Onder de restricties is het
probleem van lokale oververhitting nog altijd een ernstig obstakel omdat dit leidt tot
een slechte oppervlaktekwaliteit, inferieure mechanische eigenschappen en/of produc-
tiefouten. Ongelijkmatige thermische cycli voor verwarming/afkoeling door overver-
hitting kunnen bovendien leiden tot de ontwikkeling van onwenselijke restspanningen
en vervormingen. Oververhitting wordt doorgaans geassocieerd met naar beneden ge-
richte oppervlakken die overhangen worden genoemd, welke hebben geleid tot de ont-
wikkeling van op geometrie gebaseerde ontwerprichtlijnen, bijvoorbeeld het vermijden
van vormen met overhangen voorbij een bepaalde drempelwaarde. Deze richtlijn is de
meest voorkomende restrictie in AM die in de TO is geïntegreerd. Een aantal numerieke
en experimentele studies in de literatuur hebben echter aangetoond dat het vermijden
van overhangen geen garantie is voor het voorkomen van oververhitting. De twee doel-
stellingen van dit proefschrift zijn derhalve (1) om de lokale oververhitting gedurende
het L-PBF proces grondig te onderzoeken, gebruikmakend van computermodellen en
(2) om een nieuwe TO methode te ontwikkelen om voor AM geschikte ontwerpen te ge-
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xii SAMENVATTING

nereren zonder oververhittingsrisico. De extreem hoge rekentijd van L-PBF modellen
vormt hierbij de grootste uitdaging voor beide doelstellingen, d.w.z. voor een snelle be-
oordeling van kenmerken in AM onderdelen die vatbaar zijn voor oververhitting en de
integratie van een L-PBF thermisch model in TO.

De eerste helft van dit proefschrift richt zich op een systematisch onderzoek naar de
vereenvoudigingen die doorgaans gebruikt worden in de thermische modellering van de
warmteoverdracht verschijnselen tijdens het L-PBF proces. Aan de hand van numerieke
experimenten wordt de relatie onthuld tussen reductie van ruimtelijke en temporele re-
solutie en het bijbehorende vermogen om bepaalde proceseigenschappen te beschrij-
ven. Er is bijvoorbeeld ontdekt dat als piekprocestemperaturen moeten worden voor-
speld, er korte laser belichtingstijden moeten worden gespecificeerd in de berekening.
Als er temperaturen worden geanalyseerd ver weg van de bovenlaag, daarentegen, kan
dit worden bereikt met een vereenvoudigd model dat een langere belichtingstijd onder-
gaat. Deze bevindingen geven richtlijnen bij het maken van weloverwogen keuzes bij
het opzetten van een L-PBF thermisch model. Bovendien worden ook numerieke dis-
cretisatievereisten gegeven die bij de verschillende vereenvoudigingen horen. Vervol-
gens wordt een nader onderzoek gepresenteerd naar relevante vereenvoudigingen voor
het detecteren van lokale oververhitting. Er worden nieuwe vereenvoudigingen gepre-
senteerd gebaseerd op de analytische uitwerking van de warmtevergelijking, die de re-
kentijd drastisch verminderd met behoud van het vermogen om de voor oververhitting
vatbare vormen te identificeren. Het meest vereenvoudigde model in dit verband maakt
gebruik van een gelokaliseerde steady-state analyse die een maximale versnelling van de
berekening oplevert van ongeveer een factor 600 vergeleken met een nauwkeurige tijds-
afhankelijke simulatie.

Het tweede deel van dit proefschrift presenteert de integratie van het genoemde steady-
state L-PBF thermische model met de op dichtheid gebaseerde TO methode. Dit wordt
bereikt door het formuleren van een nieuwe beperkende voorwaarde die de door het
vereenvoudigde L-PBF model voorspelde piektemperatuur begrensd. Deze nieuwe op
fysica gebaseerde TO methode wordt gevalideerd met behulp van in-situ optische to-
mografie (OT) metingen. Als OT oververhittingsgegevens worden vergeleken met zowel
op geometrie als op fysica gebaseerde TO ontwerpen, wordt duidelijk dat de laatsten
minder neigen naar oververhitting. Tenslotte wordt de bruikbaarheid van de nieuwe TO
methode aangetoond op een industriële spuitgietmatrijs. Een andere toepassing van de
nieuwe TO methode wordt gedemonstreerd door het ontwerpen van ondersteunings-
structuren voor een optimale warmteafvoer.

Gebaseerd op de bevindingen in dit proefschrift kan de conclusie worden getrokken
dat een op fysica gebaseerde TO methode aanzienlijke voordelen biedt boven een bena-
dering die enkel op geometrie is gebaseerd. In het bijzonder wordt aangetoond dat het
voorkomen van oververhitting niet alleen kan worden gegarandeerd door het vermijden
van kritische overhangende delen. Terwijl voor de opsporing van oververhitting zelfs
een vereenvoudiging naar een steady-state analyse mogelijk blijkt, is de verwachting dat
voor andere aspecten de volledige thermische geschiedenis moet worden geëvalueerd,
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wat een uitdaging vormt voor toekomstig onderzoek. Behalve de ontwikkeling van de
nieuwe TO benadering, is de tweede belangrijke bijdrage van dit proefschrift de ont-
wikkelde inzichten aangaande de vereenvoudiging van de modellen die helpen bij het
drastisch verminderen van de rekentijd voor L-PBF modellering. Verwacht wordt dat de
resultaten van dit proefschrift een positieve bijdrage zullen leveren aan de ontwikkeling
van efficiënte modelleringstechnieken die ook inherent zullen bijdragen aan de verdere
ontwikkeling van op fysica gebaseerde TO methoden.





1
INTRODUCTION

Adam Smith, widely considered father of Economics, discussed the economic significance
of manufacturing in his famous 1776 book ‘Wealth of Nations’ [42]. Currently, manu-
facturing is an important contributor in the economic growth of any nation and it en-
ables many technological advancements. The relatively recent and disruptive technology
of Additive Manufacturing (AM) has altered the outlook of technology experts towards
manufacturing. It is seen as an opportunity to realize new designs and design methods,
cost-effective customization and democratization of manufacturing practices. In the past
three decades, AM technology has made the transition from being a prototyping tool to
become a mainstream industrial manufacturing method. Today, it finds widespread ap-
plications in industries ranging from aerospace, automotive, biomedical to fashion, food
and entertainment. According to Wohlers Report, 2019, AM has grown into an indus-
try with a sales revenue in excess of $9 billion annually and a forecast suggests that the
global AM industry is predicted to reach a size of $70 billion in the year 2025. The pri-
mary competitive advantage that AM provides against other fabrication techniques is the
immense design freedom it offers and traditional design practices are simply not suitable
for efficiently leveraging it. However, the AM process still suffers from number of critical
constraint which, if overlooked, could lead to serious defects. This factor also calls for ef-
ficient design methodologies which could address AM constraints during the design stage.
Therefore, further research and development of AM techniques, especially for developing
powerful design tools, will be instrumental in fulfilling the ever-increasing demands of the
modern world.

Parts of this chapter have been published in Precision Metal Additive Manufacturing, Chapter 2: Topology
Optimisation Techniques (CRC Press, 2020).

1

https://www.routledge.com/Precision-Metal-Additive-Manufacturing/Leach-Carmignato/p/book/9781138347717
https://www.routledge.com/Precision-Metal-Additive-Manufacturing/Leach-Carmignato/p/book/9781138347717


1

2 1. INTRODUCTION

1.1. ADDITIVE MANUFACTURING: BACKGROUND

1.1.1. HISTORICAL PERSPECTIVE
"But this constructor is both efficient and flexible. I feed magnetronic plastics — the stuff
they make houses and ships of nowadays — into this moving arm. It makes drawings in
the air following drawings it scans with photo-cells. But plastic comes out of the end of the
drawing arm and hardens as it comes. This thing will start at one end of a ship or a house
and build it complete to the other end, following drawings only."

This is an excerpt from a 1945 science fiction short story titled ‘Things pass by’ from
the American author Murray [1]. The ‘constructor’ described in this 75 year old literary
work has an uncanny resemblance with a modern day Additive Manufacturing (AM) ma-
chine, also referred to as a ‘3D printer’. The ideas associated with AM can be traced to
even earlier periods in history. In the year 1861, François Willème, a French artist, filed a
patent for developing a process called sculpture photographique (photographing sculp-
ture) which used photographic and mechanical means for 3D modelling of the human
body [46]. The subject/object was placed in a circular room and simultaneously pho-
tographed by 24 cameras placed at a regular angular intervals. Layers of wood were then
cut in accordance with the silhouette of each photograph using a Pantograph. Finally,
these layers were stacked together to create a 3D model of the subject/object. Another
example associated with AM is from the field of topography. The patent by Blanther in
1890 [6] described a method for creating 3D maps by cutting and stacking sheets of wax
according to topographical elevations. Another interesting patent by Baker in 1925 [4]
presented a method which used a moving weld head for creating 3D objects, shown in
Figure 1.1a.

A number of concepts were patented during 1950–80 which can be seen as an imme-
diate predecessor to the modern day AM techniques [15]. Among these, the patent by
Ciraud is shown in Figure 1.1b [9]. It describes a part being fabricated in a layer-by-layer
manner using an energy source and (re-cycled) metal powder, resembling the modern
day direct energy deposition (DED) technique. Another patent by Housholder [18] de-
scribed selective sintering of powdered metal. It is interesting to note that there were
significant contributions conceptualizing many key concepts related with AM technolo-
gies, yet recognition of AM as a viable technology, even for prototyping, was waiting for
another disruptive innovation: commercialization of desktop computers [17].

With increasing use of computers in manufacturing and emergence of direct numer-
ical control, three patents were filed in the 1980s which are generally considered as the
birth of industrial AM. These were associated with three separate classes of AM pro-
cesses. The first patent was associated with Stereolithography which was invented for
fast prototyping. UV light is used in Stereolithography for curing photosensitive poly-
mers in a layer-by-layer manner. Chuck Hull, an American inventor, is generally credited
with patenting the idea in 1986 and coining the term [19]. Curiously, a group of French
inventors, led by Alain Le Méhauté, filed a patent three weeks earlier than Chuck Hull.
Their patent was rejected on the ground of ‘lack of business perspective’. Chuck Hull
founded 3D Systems which developed SLA-1, the first ever commercial AM machine.
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(a) (b)

Figure 1.1: (a) Creation of 3D objects using weld overlay from a 1925 patent [4]. (b) A patent from 1972 shows
a manufacturing process with metal powder (2) deposited used an energy source (7) for creating a 3D part (15)
on a baseplate (1) [9].

The second patent was filed by Carl R. Deckard and Joe Beamen in 1986 [14] on a
process where a laser is used for solidifying polymer powder particles. The technology
was leased to DTM Inc. which was founded by Deckard and Beamen and the first com-
mercial Selective Laser Sintering (SLS) machine was launched in 1991. Lastly, the third
patent was filed by Scott Crump in 1989 [12] and considered creation of 3D obejcts by
depositing multiple layers of a material in a fluid state onto a base. He later founded
Stratysys Inc. which launched the first ‘Fused deposition modelling’ (FDM) machine. In
the years following their inventions, these techniques were mainly used for prototyping,
generally using polymers. However, advances in metal AM machines and processes in
mid-1990s led to increased utilization of these techniques as mainstream manufactur-
ing, impacting industries such as aerospace, defence, biomedical, and automotive [28].

In the context of metal AM, the SLS process invented by Deckard was thoroughly im-
proved at the Fraunhofer Institute, Aachen, Germany and the term ‘Selective Laser Melt-
ing’ (SLM) was coined [27]. A significant amount of research in improving this process
was also done at KU Leuven, Belgium [21], leading to formation of two spin-off compa-
nies: Materialise and LayerWise (now acquired by 3D Systems). Electro optical system
(EOS) GmbH was founded in 1989 which commercialized the process under the name of
Direct Metal Laser Sintering (DMLS) and remains to be global leader in industrial metal
AM techniques. Based on the collaboration with Chalmers University of Technology,
Gothenburg, the company Arcam was founded in 1997 which used an electron beam as
the heat source, instead of a laser. These metal AM processes are now collectively re-
ferred to as powder bed fusion (PBF) with prefixes L-PBF and E-PBF indicating laser and
electron beam, respectively. In this thesis, the focus remains on L-PBF as it is the most
popular choice for creating precision metal AM parts.
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1.1.2. WORKING PRINCIPLE

A schematic illustrating the working principle of L-PBF process is shown in Figure 1.2.
The process involves spreading of a metal powder layer using a re-coater arm. Typically,
the powder-layer thickness ranges between 20–80 µm [33]. Next, a focused laser beam is
utilized for selectively melting and fusing the newly laid powder layer. The laser beam,
controlled by a scanning mirror, traverses a predefined scanning path which is based on
the layer contour information obtained from the CAD model of the part being built. The
powder bed is lowered after scanning each layer by an amount equal to the layer thick-
ness and subsequently a new layer of powder is laid using the re-coater arm. In general,
the laser energy is calibrated such that it melts the powder along with several previously
deposited layers which ensures a seamless fusion across the layers [22]. The powder
particles locally melt, fuse together and re-solidify to form a solid 3D shape, while the
loose powder remains in the vicinity. For certain geometries, loose powder does not suf-
ficiently support the layer above and therefore, sacrificial solid support structures are
printed in order to provide the necessary mechanical support and conduct away the ex-
cess heat. Finally, the loose powder is cleaned off and the part is detached from the
baseplate. Post-processing efforts such as support removal, finishing operations and
heat treatment are often required.

(a) (b)

Build platform

Powder bedPart

Scanning mirror
Re-coater arm

Laser
source

Laser

Powder
feed

Figure 1.2: Schematic representation of Laser powder bed fusion (L-PBF) process. (a) The scanning mirror
controls the position of laser beam on the powder bed which in turn selectively melts the powder which fuses
with the existing part. (b) Once a layer has been deposited, the build platform moves downwards and the re-
coater arm spreads a new layer of powder for scanning of the next layer.

1.1.3. ENHANCED DESIGN FREEDOM

For a conventional manufacturing method, such as milling, drilling and casting, cost is
directly related to the geometric complexity of the part. In contrast, due to its inher-
ent layer-by-layer fabrication method, L-PBF allows for fabricating metallic parts with
immense geometric complexity without having a direct impact on manufacturing cost.
The increased design freedom allows for achieving higher efficiency components which
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were previously not possible to manufacture. The re-design of a General Electric (GE)
fuel nozzle shown in Figure 1.3a is a representative case where L-PBF increased product
efficiency while providing significant cost savings. The new design provided functional
integration of 20 separate parts, thereby reducing the assembly efforts. The process re-
sulted in 25% reduction of mass which, along with increased efficiency, led to a savings
of three million dollar per aircraft, per year. Another example of an AM re-design is the
ASML conditioning ring shown in Figure 1.3b. L-PBF allowed for more complex inte-
grated cooling channels that improve the thermal performance by a factor of six. Both of
these industrial examples demonstrate design freedom offered by L-PBF for improving
the part performance [28].

(a) (b)

Figure 1.3: (a) The re-design of the GE fuel nozzle printed using the DMLS process. The nozzle provides func-
tional integration of twenty separate parts while providing 25% reduction in mass. (b) Re-design of the ASML
conditioning ring. AM facilitates design of more complex integrated cooling channels that improve the ther-
mal performance by a factor of six. Reproduced from Leach and Carmignato [28] with permission.

1.2. MOTIVATION

1.2.1. OVERHEATING IN L-PBF
The L-PBF process is typically used for fabricating complex, high-performance metal
AM parts. However, it is well known that the process is not free from limitations and, if
overlooked, these limitations can cause various types of defects in the final parts. De-
fects lead to increased costs, as additional post-processing steps are required to address
them. Moreover, in certain cases, defects lead to complete build failure [20] or a poor-
quality part [32]. This issue is even more important for precision parts. One critical
process limitation is that of local overheating or heat accumulation. The unmolten pow-
der, which has significantly lower and non uniform thermal conductivity compared to
the bulk material, does not allow for proper heat evacuation for a newly deposited layer
[32]. This leads to an increase in the size of the melt pool, which could result in surface
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defects such as dross and balling [41]. Examples of dross formation defects are shown in
Figure 1.4a and c. Moreover, for high-quality AM parts, precise control of material mi-
crostructure is desired, and local overheating has an adverse effect on microstructural
control [29]. The heating/cooling cycles experienced during the process cause thermal
expansion and contraction, eventually leading to development of residual stresses which
result in significant distortions in the final part, shown in Figure 1.4d. It is reported that
zones prone to localised overheating are more susceptible to distortions which compro-
mise precision [34]. In the study presented by [20], distortions due to local overheating
lead to collision with the re-coater blade resulting in complete build failure. Therefore,
it is clearly evident that local overheating is the root cause for several AM limitations.

Typically, the issue of overheating is associated with overhangs. This led to develop-
ment of geometry based design rules which prescribe that downfacing surfaces below a
critical value θcr should be avoided. Here, overhang angles are defined as the angle be-
tween part surface and horizontal baseplate. So far, the issue is primary dealt with a ge-
ometrical restriction and a number of experimental studies have determined the critical
overhang angle, typically ranging between 40◦–50◦ [11, 45]. However, recent experimen-
tal and numerical findings indicate that overhang control does not ensure overheating
avoidance. For example, a specimen manufactured by Adam and Zimmer [2], shown in
Figure 1.4b demonstrates overheating induced discoloration in the top region. The thin
member in the lower part of the design acts as a thermal bottleneck for heat conduction
when top layers are being deposited. This example shows features within a part with
identical overhang angle can have different overheating behaviours. Next, the specimen
fabricated by Patel et al. [35], shown in Figure 1.4a, demonstrates overheating induced
dross leading to high surface roughness. Note that specimens in both these cases strictly
follow the overhang design guideline, yet overheating is observed. Alternatively, when
acute overhangs cannot be avoided, support structures are used for conducting away
the excess heat [23]. However, an industrial vacuum seal manufactured by KMWE is
shown in Figure 1.4c where overheating induced dross could not be avoided even after
using support structures [28]. These experimental findings confirm that both overhang
control and use of supports are not enough to avoid overheating.

1.2.2. NEED FOR COMPUTATIONAL DESIGN: TOPOLOGY OPTIMIZATION

The industrial examples presented in Section 1.1.3 showcase how AM can improve func-
tional performance by taking advantage of the increased design freedom. However, the
complications associated with the design process also increase significantly. Typically,
multi-physics and multi-scale simulations are required to evaluate the functional perfor-
mance of the industrial designs, especially in precision applications. This is far from triv-
ial, making the design process complex and computationally involved. Furthermore, the
dimensional tolerance requirements for such precision applications are typically tight.
The second challenge associated with design process are the AM process limitations,
as discussed in Section 1.2.1. Due account for the process limitations should be made
during the design stage so that parts are easily manufacturable. Both these challenges
collectively call for powerful computational design techniques.
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(a) (b)

(c) (d)

Figure 1.4: (a) Dross observed even after following the overhang design rule [35]. (b) SLM part showing local
overheating effects because of insufficient heat dissipation. Here, heavy discoloration (marked by arrow) is an
indicator of elevated temperatures. Reproduced from Adam and Zimmer [2] with permission. (c) A vacuum
seal manufactured using L-PBF. The final printed part has heavy dross defects in the overhanging region. Thin
supports were used to conduct away the excess heat, but were not effective enough [28]. (d) The build-up of
residual stresses in the part during the AM process results in part distortion and, in extreme cases, part failure.
[28]
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In this context, topology optimization (TO) is highly beneficial for AM products as
it allows for systematic mathematical exploration of the design space. It is a computa-
tional design method which aims to answer a fundamental engineering question: where
to place material inside a design domain to get the best performance? The seminal pa-
per by Bendsøe [5] on TO demonstrated the method by solving mechanical design prob-
lems, for example, finding the optimal material distribution having maximum stiffness
for a predefined load. Over time, TO has evolved significantly and found other applica-
tion fields, for example, fluid dynamics, heat transfer, optics, electromagnetics and their
combinations. One of the advantages of TO is that it allows to address both functionality
and manufacturability in a mathematically rigorous setting. Due to this, the potential of
TO as the ideal tool for designing AM parts has been recognized widely [13].

In the context of addressing AM constraints within a TO framework, Clausen [10]
proposed two categories: Non-directional and directional, based on their relationship
with build orientation. Examples of non-directional constraints are feature size control
and cavity avoidance. The minimum printable feature size for any given manufacturing
process needs to be taken into account for ensuring manufacturability. Hence, multiple
authors have addressed the issue of length scale within TO, see Lazarov, Wang, and Sig-
mund [26] for a review. A recent study by Pellens et al. [38] considered length scale par-
ticularly in context of TO for AM. The other example of a non-directional constraint is
cavity avoidance as completely enclosed holes do not allow for powder evacuation. The
‘virtual temperature method’ presented by Liu et al. [31] accomplishes this by treating
enclosed void regions as virtual heat source while constraining the maximum temper-
ature. Unlike these, the directional constraints are in some way related with the build
orientation and the most popular example of such a constraint is overhang avoidance.

Overhang control or avoidance in TO has been a major topic of research. Earlier
works such as Brackett, Ashcroft, and Hague [7] and Leary et al. [29] dealt with the prob-
lem as a post-optimization step. The more advanced approaches include overhang con-
trol within the TO formulation along with sensitivity information. These can be clas-
sified into two groups: ‘local boundary angle control’ and ‘geometry based AM model’.
The former category of approaches usually converge to -optimal local minima, creating
saw-tooth like shapes which are not manufacturable [3, 39]. On the other hand, the lat-
ter category consists of methods that scan the topology in printing direction for impos-
ing overhang control [24, 25, 43, 44, 16]. For a comprehensive review of these methods,
readers are referred to Liu et al. [30]. All these TO formulations consider overhang con-
trol as a purely geometric problem and prohibit acute overhangs. However, as shown
in Section 1.2.1, overheating is not necessarily linked with overhang control and designs
created using these TO methods can still suffer from the overheating defects. This calls
for a TO method which is directly related to the physics of the process and considers the
thermal behavior during L-PBF.
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1.2.3. CHALLENGES: COMPUTATIONAL TIMES AND MODELLING SIMPLIFI-
CATIONS

In theory, a highly detailed process model, which captures the complex physical inter-
actions during the L-PBF process, can be coupled with TO. However, the computational
burden associated with such a model makes this an unrealistic approach for practical
and industrial applications. For example, Patil et al. [36] reported a simulation time of
12.3 days for a high-fidelity simulation of an AM part (40 mm × 1.5 mm × 2 mm) us-
ing 1440 processors and parallel computing. L-PBF is essentially a multi-scale process
as it typically involves high-energy laser beams with spot size diameter of the order of
80 µm (micro-scale) for fabricating parts that have dimensions up to 30 cm (macro-
scale). Moreover, in the time domain, the phenomenon of melting and re-solidification
is extremely fast, whereas the fabrication process can last up to days for large and com-
plex parts. On top of this, it is a multi-physics process in which heat transfer, fluid dy-
namics, solid mechanics and phase transformations play critical roles [33]. Incorpo-
rating all these aspects while spanning a large range of spatio-temporal scales forms a
tremendous computational challenge. In the context of TO, it becomes even more chal-
lenging as design evaluation, process simulation and the associated sensitivity compu-
tations have to be conducted for every design iteration, and typically repeated hundreds
of times.

In order to reduce the computational times, it is a common practice to introduce sim-
plifications while modelling the L-PBF process. For example, modelling an entire layer
deposition in one simulation step [8] or simulation of thicker lumped layers [47] are ex-
amples of such commonly used simplifications. Another option is to use simplifications
associated with the underlying physics. For example, some studies exclude convection
and radiation as a mode of heat transfer while simulating the thermal process [37, 40].
Although beneficial in reducing computation times, the availability of many simplifica-
tion concepts leads to high variability in modelling choices and it is extremely critical to
understand the scope and limitations associated with each simplification before using
it. This understanding would greatly help in selecting the appropriate set of simplifica-
tions for the given purpose of the L-PBF model.

1.3. RESEARCH OBJECTIVE

The primary aim of this thesis is to improve the designs and manufacturability of L-PBF
parts by addressing the issue of local overheating using TO and physics-based mod-
elling. TO allows for leveraging the enhanced design freedom while direct overheating
control enhances manufacturability. Utilization of physics-based models for detecting
overheating provides clear advantages over geometry-based overhang restrictions which
are insufficient for ensuring manufacturability. However, first an ‘adequate’ L-PBF pro-
cess model is required which can sufficiently capture the issue of local overheating in
a computationally inexpensive manner. As discussed in Section 1.2.3, many simplifi-
cations are already available in literature. However, it is not yet clear that what are the
implications of using any such simplification on the accuracy of the model, especially in
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Chapter 1: Introduction

Chapter 2: Classification and analysis of common simplifi-
cations associated with part-scale modeling of AM processes

Chapter 3: Fast Detection of Heat Accumulation in
AM Using Computationally Efficient Thermal Models

Chapter 4: Controlling Local Overheat-
ing in Topology Optimization for AM

Chapter 5: A 3D Topology optimization method and exper-
imental validation for controlling local overheating in AM

Chapter 6: Applications of the novel physics-based TO method

Chapter 7: Conclusions

INFLUENCE OF SIMPLIFICATIONS IN CONTEXT OF AM MODELLING

TO FOR OVERHEAT PREVENTION AND EXPERIMENTAL VALIDATION

Figure 1.5: Visual outline of this thesis. The thesis is divided into seven chapters with two blocks addressing
the two research questions.

the context of predicting overheating. Given the research objective as stated above, the
following two research questions are deduced:

1. What is the impact of commonly used simplifications in the context of thermal mod-
elling of the AM process and which simplifications can be used to correctly predict
the local overheating issue?

2. How can TO be used to obtain well-performing designs which are free from overheating-
induced defects?

1.4. OUTLINE OF THIS THESIS
The structure of the thesis is shown in Figure 1.5. The first block is about systemati-
cally characterizing the influence of different modelling simplifications in the context
of part-scale thermal modelling of the AM process. Within this block, Chapter 2 deals
with developing a generalized understanding on simplifications and how they influence
model accuracy. Chapter 3 focuses on the influence of simplifications specifically in the
context of overheating prediction during part fabrication. Both these chapters collec-
tively answer Research Question 1 and lead to development of an L-PBF process model
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which can detect overheating in a computationally inexpensive manner. In the second
block, this novel process model is integrated with TO and this new physics-based ap-
proach is referred to as hotspot-based TO. Chapter 4 presents the idea of hotspot-based
TO and thoroughly analyzes its implementation in 2D setting while 3D extension is also
presented. The experimental validation of the hotspot-based TO is carried out using
in-situ monitoring based optical tomography technique and findings are presented in
Chapter 5. In Chapter 6, two applications of the novel hotspot-based TO are presented
where the problem is re-formulated from the context of optimizing support structures.
Finally, Chapter 7 presents the conclusions and recommendations.
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2
CLASSIFICATION AND ANALYSIS OF

COMMON SIMPLIFICATIONS IN

PART-SCALE THERMAL MODELLING

OF METAL ADDITIVE

MANUFACTURING PROCESSES

Computational process modelling of metal additive manufacturing has recently gained
significant attention. The cornerstone of many process models is the transient thermal
response during the AM process. Since modelling the thermal response is computation-
ally expensive, spatial and temporal simplifications, such as simulating deposition of an
entire layer or multiple layers, and extending the laser exposure times, are commonly em-
ployed in the literature. Although beneficial in reducing computational costs, the influ-
ence of these simplifications on the accuracy of temperature history is reported on a case-
by-case basis. In this paper, the simplifications from the existing literature are first classi-
fied in a normalised simplification space based on assumptions made in spatial and tem-
poral domains. Subsequently, all types of simplifications are investigated with numerical
examples and compared with a high-fidelity reference model. The required numerical dis-
cretisation for each simplification is established, leading to a fair comparison of compu-
tational times. The holistic approach to the suitability of different modelling simplifica-
tions for capturing thermal history provides guidelines for the suitability of simplifications
while setting up a thermal AM model.

Parts of this chapter have been submitted to Advanced Modeling and Simulation in Engineering Sciences jour-
nal
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2.1. INTRODUCTION
Additive manufacturing (AM), also known as ‘3D printing’, refers to manufacturing tech-
niques in which a three-dimensional part is built by depositing the material layer-by-
layer [14]. The key advantage of AM over conventional manufacturing methods (e.g.
milling, drilling, casting, etc.) is the form freedom, i.e. geometrically complex parts can
be realised without additional process time, cost and assembly [14, 22]. Two sub-classes
of AM techniques for building metal parts are powder bed fusion (PBF) and direct en-
ergy deposition (DED). Collectively, these techniques are referred to as metal additive
manufacturing (MAM). Both use a focused, high-energy beam for locally melting powder
particles. The molten particles fuse and solidify to form a 3D solid shape layer-by-layer.
Although these techniques are very similar in process physics, they differ in printing res-
olution and speed. The layer thickness in the PBF process ranges between 20–100 µm
while that in the DED process varies between 250 µm to a few millimeters [24, 49].

MAM can produce parts with mechanical properties comparable to those produced
by conventional manufacturing methods. However, the process still suffers from man-
ufacturing constraints which can cause defects leading to inferior part quality and even
complete build failures [50]. For example, design features prone to local overheating ad-
versely affect surface quality. Additionally, during the process, the part undergoes melt-
ing/solidification due to severe heating/cooling cycles. This leads to non-uniform ther-
mal expansion and contraction, resulting in deformations and residual stresses [34]. Part
geometry and process parameters (such as laser power, scanning pattern, layer thick-
ness, etc.) play an important role in influencing in-process thermal gradients, which
subsequently affect residual stress distribution and deformations [23]. Furthermore, the
temperature history during the process controls the constituents and morphology of
the resulting microstructure, which in turn influences the mechanical properties [46].
Therefore, to ensure consistent MAM part quality, it is crucial to understand the com-
plex relationship between part geometry, process parameters and resulting thermal and
mechanical fields. Numerical process modelling of MAM processes is instrumental in
achieving this goal. Thermal histories predicted using a numerical model find multiple
applications in characterising different aspects of the MAM process. For example, peak
temperatures can indicate overheating [40, 15]. Consequently, a large number of studies
on MAM models exist e.g. [19, 45, 54].

It is extremely challenging to model a MAM process, primarily due to two reasons.
First, coupling phenomena from various domains of physics are required, e.g. , heat
transfer, solid mechanics, phase transformation and fluid dynamics [52, 50, 20]. Sec-
ond, there is a mismatch of characteristic spatial and temporal scales. For instance,
in the laser based PBF process, the laser spot size is approximately 30 µm, whereas the
part size is in the order of centimetres. Moreover, in the time domain, melting and re-
solidification are extremely rapid because of a fast-moving heat source, whereas the AM
process can last up to days for large parts. This multi-scale nature of the process de-
mands a high spatial and temporal resolution to adequately capture the MAM process
physics. Consequently, a highly detailed MAM simulation becomes computationally in-
tractable [45]. Therefore, simulations are performed on a very small domain or simplifi-
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cations are introduced to consider a realistic part size. The former approach, i.e. mod-
els at powder or melt pool level [52, 44, 17, 29, 18, 12, 41, 26, 5, 7, 6] are local models.
On the other hand, the latter approach provides a part-scale prediction of temperature,
displacement and stress fields, and henceforth is usually called part-scale models [48,
53, 32, 36, 37, 1, 16, 39, 25, 51]. This study focusses on the part-scale transient ther-
mal modelling of MAM processes since the thermal response forms the foundation of
thermo-mechanical, microstructural and other process simulations. More specifically,
we will investigate the implications of thermal modelling choices and simplifications on
thermal response predictions.

The common simplifications in the part-scale MAM modelling literature can be mainly
classified as simplifications in the spatial and temporal domains. For example, one com-
mon simplification in the spatial domain is the simultaneous deposition of an entire
layer or a fraction of the layer instead of simulating the laser scanning pattern [55, 11, 31,
4]. These simplifications lead to so-called ‘layer-by-layer’ and ‘patch-by-patch’ models,
respectively. Further extension of this idea includes simultaneous deposition of multi-
ple layers, referred to as ‘layer lumping’, ‘superlayers’ or ‘meta-layers’ in the literature. In
conjunction with spatial simplifications, assumptions in the temporal domain are also
commonly utilised. For example, heating times of 1 ms and 20 ms are considered for
each layer in a layer-by-layer simulation by Patil et al. [35] and Zaeh and Branner [53],
respectively. Another strategy for defining the heating times of a layer is setting it equal
to the total laser processing time of the layer [11, 31]. It is noteworthy that the choice
for temporal simplification arises as a consequence of introducing the spatial simplifi-
cations.

These simplifications provide significant computational benefits at the cost of com-
promising some degree of accuracy. However, different experimental validation studies
have shown that the predictions of such simplified models could be sufficiently accu-
rate to capture specific process characteristics. For example, Chiumenti et al. [11] and
Neiva et al. [31] showed that their simplified models could provide accurate predictions
of far-field temperatures, i.e. the temperature sufficiently below the topmost layer that is
being heated. Bayat et al. [4] showed predictions of a lumped patch-by-patch, thermo-
mechanical model can predict deformations of the part with a 90% accuracy. These stud-
ies show that it is justified to use certain simplifications to capture specific attributes of
the MAM process. However, the scope of the simplifications is discussed on a case-by-
case basis in the literature. Generalisation of the validity of a particular simplification for
a specific process attribute is absent. Consequently, a fundamental and comprehensive
understanding of which simplification is adequate for which purpose is still lacking in
the literature. Suitability assessment of different spatial/temporal simplifications for a
desired attribute of the thermal history is essential. Therefore in this work, we aim to
systematically investigate a range of simplifications and their implications on the accu-
racy and computational efficiency of thermal simulation predictions. The suitability of
different simplifications is assessed and compared with the existing literature to make
informed choices while setting up a MAM model.
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The outline of the paper is as follows. In Section 2.2, a method for classifying com-
mon MAM spatial and temporal simplifications is presented. In Section 2.3, the govern-
ing physics and finite element implementation for MAM process models are described.
Based on the novel numerical studies, implications of different simplifications are de-
scribed in Section 2.4. An overview discussion of the insights developed in this study
compared to the existing literature is given in Section 2.5. Recommendations about sim-
plification choices are presented in Section 2.6. Finally, Section 2.7 states the conclusions
and future directions.

2.2. CLASSIFICATION OF SIMPLIFICATIONS
In this section, a classification scheme is presented for commonly used simplifications
in part-scale modelling of the MAM process. Note that this classification scheme is gen-
eral, and next to thermal modelling, it is applicable to other (e.g. mechanical) MAM
simulations. First, the spatial simplifications are further classified based on the mate-
rial lumping directions. If a simultaneous deposition of material is assumed within the
plane of a layer, it is referred to as in-plane lumping. A patch-by-patch or a layer-by-layer
material deposition assumes various degrees of in-plane lumping. On the other hand,
when the thickness of the material deposition is considered to be an integer multiple of
the actual layer thickness, it is referred to as out-of-plane lumping. Note that these two
types of lumping can also be combined. In the temporal domain, the simplification is
characterised by the extension of the heating times th , i.e. how much is the duration of
the heating step.

In order to compare the degree of spatial/temporal simplifications across different
simplified models from the literature, a normalisation scheme is introduced. For the in-
plane lumping, the area of the material A assumed to be deposited simultaneously, is
normalised with the beam spot area Ao , whereas, for out-of-plane lumping, simulation
layer thickness l is normalised with the actual layer thickness lo . In the temporal do-
main, the normalisation constant is defined as the time laser beam traverses itself, i.e.
t f =D/v , where D and v are beam spot diameter and scanning speed, respectively. Con-
sequently, the normalised in-plane lumping, out-of-plane lumping and heating times
are given as

Â = A

Ao
, (2.1)

l̂ = l

lo
and (2.2)

t̂h = th

t f
, (2.3)

respectively. Note that normalisation constants are process dependent and are different
for DED and PBF. In PBF, the normalisation constants also differ for the type of high en-
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Figure 2.1: A 3D simplification space for quantifying the degree of spatial (in-plane and out-of-plane lumping)
and temporal simplifications. The schematic illustrates the spatial simplifications, with the red region indi-
cating the amount of volume assumed simultaneous deposition while the green region indicates previously
deposited layer(s). The temporal simplification is represented by extending the heating time while Qv denotes
the input power. The dotted red line indicates the gradual heating concept introduced by Chiumenti et al. [11].

ergy beam 1 used to melt the powder. A list of normalisation constants used for each of
these processes is given in Table 2.1.

A 3D simplification space is illustrated in Figure 2.1 with axes representing the nor-
malised area deposited Â, normalised heating time t̂h and normalised layer thickness l̂ .
The origin (1,1,1) corresponds to simulating the laser movement in real time with actual
layer thickness with no simplification. All other points in this simplification space rep-
resent a simplified model. The plane of t̂h = 1 is referred to as the plane of flash heating
models using the terminology introduced by Bayat et al. [4]. These models have no tem-
poral simplification, while the models above this plane assume extended heating times.
Neiva et al. [31] and Chiumenti et al. [11] provides a basis for defining the heating time
th for a patch/layer as the time it would take for the beam to process that patch/layer,
i.e.

th = A

hv
, (2.4)

where A is the patch/layer area and h is the hatch thickness. This type of temporal
simplification in this paper is called gradual heating. Gradual heating has been used
in multiple studies, and it automatically ensures time consistent simulations, i.e. the
simulated time is equal to the time elapsed during the AM process. In the literature, it is

1Electron beam based processes are referred to as E-PBF and laser based processes referred to as L-PBF
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Table 2.1: List of the beam spot area Ao , interaction time t f and layer thickness lo for EB-PBF, L-BPF and DED
processes.

Process Ao (mm2) t f (ms) lo (mm)

E-PBF [38] 0.007 0.5 0.1
L-PBF [30] 0.007 0.1 0.05
DED [21] 2.009 5.7 0.25

especially recommended to ensure time consistency for out-of-plane lumping as larger
cooling times compensate for the higher heat capacity of thicker lumped layers [55, 27].
Any other definition of heating time for a spatially simplified model will require due ad-
justments in cooling time2 tc to be time consistent . The normalised heating time for
gradual heating is denoted as t̂g = A/hv t f . A dotted red line is drawn on the Â–t̂h plane
in Figure 2.1 indicating gradual heating.

2.3. MODEL DESCRIPTION
L-PBF process is considered here for modelling. The temperatures during the L-PBF
process are calculated by numerically solving the heat equation given as

ρcp
∂T

∂t
=∇· (k∇T )−ρ∆Hsl

∂ fliq

∂t
+Qv , (2.5)

where ρ, cp , k, ∆Hsl, T , and t are density, specific heat capacity, thermal conductivity,
latent heat of fusion, temperature and time, respectively. Thermal conductivity and spe-
cific heat capacity are volume-averaged during the solidification interval following

k = fsolksol + fliqkliq and (2.6)

cp = fsolcp,sol + fliqcp,liq, (2.7)

respectively. Here fsol and fliq are the solid and liquid fractions, respectively, which sum
up to unity and are determined as

fliq =


1 T ≥ Tliq

T−Tsol
Tliq−Tsol

Tsol < T < Tliq

0 T ≤ Tsol

, (2.8)

where Tliq and Tsol are liquidus and solidus temperature of the alloy, respectively. The
values for the thermo-physical properties are taken from Bayat et al. [4] and reported in
Table 2.2.

2The time elapsed between two successive layer deposition is referred to as cooling time. The same is also
referred to as inter-layer-dwell time or recoater time in the literature.
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Table 2.2: Thermo-physical properties of Ti6Al4V alloy [4].

ksol and kliq (Wm−1K−1) cp,sol and cp,liq (J kg−1K−1) ∆Hsl (J kg−1) Tsol (K) Tliq (K) ρ (kgm−3)

13, 33 543, 750 286000 1893.2 1927.2 4400

The last term in Eq. (2.5) is the volumetric heat source Qv due to the laser-material
interaction. The following relationship

Qv th =φ= γP

hvlo
, (2.9)

ensures the energy equivalence between all simplified models. Here φ is the volumetric
energy density, γ is the absorption coefficient and P is laser power. Note that φ remains
constant for any spatial or temporal simplification, i.e. over the entire 3D simplification
space presented in Figure 2.1. Therefore, Eq. (2.9) provides a basis for calculating the
value of volumetric heat source Qv for various simplifications while conserving energy.
Based on the above given equations, simulations are performed using finite element
analysis in ABAQUS [28] with eight-noded tri-linear C3D8T elements. A Python script
is developed for sectioning the part based on the considered spatial simplifications. The
element birth and death method is used for sequentially activating the growing domain
during AM processes [41, 55].

2.4. NUMERICAL EXPERIMENTS
In order to study the impact of simplifications on the resulting thermal histories, L-PBF
simulation of a simple cuboidal geometry shown in Figure 2.2 is considered. A low-
volume (16 mm3) and geometrically simple part comprising only 20 layers allows for
a high-fidelity model located almost at the origin of the simplification space. The part
is assumed to be deposited on a base plate, and the dimensions are indicated in Fig-
ure 2.2. Different levels of simplifications, i.e. different points in the 3D simplification
space shown in Figure 2.3 are considered. The location of these simplified models in the
3D simplification space is carefully chosen so that the effect of each simplification can be
systematically studied. The thermal histories obtained with different levels of simplifica-
tions are compared to understand the influence of a specific simplification. The center
line normal to the plane of the layers is marked in Figure 2.2 passing through point P
with coordinates (10 mm,10 mm,6 mm). Various points on this line, characterised by
their x3 coordinate, are used for comparing the thermal histories across different simpli-
fied models marked on Figure 2.3.

The bottom face of the base plate is assumed to be maintained at a constant temper-
ature, i.e. T = T0 on ∂Ωbot. The powder conductivity is reported to be approximately
1% of that of bulk material [43, 42]. Hence, the heat conduction through powder is ne-
glected, and thus, the part-powder interface indicated by ∂Ωlat in Figure 2.2 is assumed
to be thermally insulated. The volume of material assumed to be deposited simultane-
ously is represented asΩheat. The volumetric heat source Qv is defined over the volume
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∂Ωlat

∂Ωbot

Ωheat

x1

x3

x2

Part
4 mm × 4 mm × 1 mm

20 mm
20 mm

4 mm

P

Figure 2.2: Part and baseplate geometry considered for the L-PBF simulation with dimensions. The lateral
sides ∂Ωlat are assumed to be insulated while a Dirichlet boundary condition is assumed at the bottom of the
baseplate ∂Ωbot. Ωheat represents the region assumed to be deposited simultaneously.

Ωheat, which varies with the considered spatial simplification. For example, Ωheat de-
notes an entire layer for a layer-by-layer model whereas, for a patch-by-patch model,
it represents only a sub-section of the entire layer as illustrated in Figure 2.2. Lastly,
heat transfer through convection and radiation are considered for the entire topmost
part surface with convection coefficient hconv, emissivity ϵ and ambient temperature Ta .
Material dependent thermal properties for Ti6Al4V are taken from Bayat et al. [4] while
relevant process parameters are listed in Table 3.1.

The simulations are performed for ten different simplified cases as indicated in Fig-
ure 2.3. The locations of the simplified models are selected such that the effect of each
simplification can be isolated. Note that for the cuboid part, all 20 layers have the same
area, which, after normalisation, is represented as ÂΩ. The highest fidelity model divides
the layer area ÂΩ into 400 equal 200µm× 200µm patches with a thickness of 50µm. This
is represented as (ÂΩ/400 ≈ 5,1,1) in the simplification space and hereon referred to as
the reference model. In a similar manner, coordinates for the remaining nine models are
labelled in Figure 2.3, which are used for referring to the respective model in the remain-
der.

2.4.1. MESH CONSIDERATIONS
In order to determine the numerical spatial and temporal discretisation requirements
associated with a particular simplification, a simple numerical experiment is conducted
considering 1D heat transfer. The motivation behind using a simplified 1D case is a
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Figure 2.3: Simplified models plotted on the 3D simplification space for analysing the influence of simplifica-
tions on thermal history.

known analytical solution for a boundary value problem similar to L-PBF. Therefore the
simple 1D model has been used to verify the accuracy of different spatial and temporal
discretisation schemes. Details associated with the 1D case are presented in Appendix A,
while the primary two findings are examined below.

First, it is found that the definition of heating time th has a direct implication on
the required spatial and temporal resolution. This can be explained by appealing to the
characteristic length scale κ = p

αth , [9] indicating the heat affected zone, where α is
thermal diffusivity. For short heating times, i.e. t̂h ≈ 1, an extremely fine spatial and
temporal resolution is required to capture the gradients within this small heat affected
zone. As the heating time increases, i.e. temporal simplification approaches the condi-
tion of gradual heating th ≈ tg , coarser spatial and temporal discretisation can be used
to capture the peak temperatures (see Appendix A). The required level of discretisation
directly affects the computational burden associated with a simplified model. The grad-
ual heating models allowing for a coarser mesh are computationally more advantageous
than flash heating models. The computational times associated with different simplified
models are reported in Section 2.5.

Next, far field temperatures away from the heat source during the cooling phase are
investigated with the gradual heating scheme. For instance, a material point located
a few layers below the topmost layer experiences the heat input with a delay. Conse-
quently, the peak temperature for this point is attained later than that of the topmost
layer. It is shown in the study presented in Appendix A that to capture this delayed peak
during the cooling stage, it is important to have a fine temporal resolution, especially at
the beginning of the cooling regime.
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x1

x3

x2

Figure 2.4: Meshing requirements for flash heating. The part is meshed using tetrahedral elements with r =
0.05 mm in accordance with κ = p

αth considering melting point α for Ti6Al4V and th =t f or t̂h = 1. The
baseplate is meshed with linearly increasing element size from r = 0.05 to 0.5 mm, from top to bottom.

It remains to apply the findings of the 1D study to mesh the 3D geometry shown
in Figure 2.2. The part is meshed with tetrahedral linear elements with a mesh size of
r = 0.05 mm while the element size for the base plate linearly increases from r = 0.05
mm to 0.5 mm, away from the part baseplate interface. The meshed geometry is shown
in Figure 2.4. This is in accordance with κ≈ 0.05 mm for flash heating, assuming a con-
stant α value taken at the melting point3. This meshing scheme is referred to as mesh
A and results in approximately 580,000 elements. To check mesh convergence, a more
refined discretisation, mesh B is considered with r = 0.04 mm in the part with baseplate
elements varying from r = 0.04 mm to 0.3 mm leading to approximately 1,060,000 ele-
ments. Deposition of a single patch shown in Figure 2.2 is simulated using the reference
model characterised by the point (ÂΩ/400,1,1) in Figure 2.3. The difference between
peak and ambient temperatures for the centre point of this patch is compared across
both meshing schemes, and it is found to be less than a 1%. This shows that mesh A
is sufficient for mesh convergence. Note that (ÂΩ/400,1,1) has the most stringent mesh
requirements. Therefore the meshing scheme for mesh A ensures the mesh convergence
for all the remaining flash heating simulations with a higher degree of spatial simplifica-
tion. Hence, mesh A is used as the reference discretisation scheme, while coarser meshes
are used for gradual heating models in accordance with the relaxed meshing criterion.

2.4.2. INFLUENCE OF IN-PLANE LUMPING
First, deposition of the initial layer with different patch sizes is considered and obtained
thermal histories are compared. These five cases are marked on the axis of in-plane
lumping in Figure 2.3. The reference model is represented as (ÂΩ/400,1,1) where patch-
by-patch deposition is assumed in accordance with the scanning directions shown in

3Motivation behind using this value of α comes from findings of Yang et al. [48] that using an α value at the
melting point of the material gives the best thermal predictions upon using temperature independent thermal
properties.
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Figure 2.2. The heating time for each patch is equal to the flash heating time t̂h = 1, and
the heat source intensity is calculated using Eq. (2.9). The subsequent four models con-
sider larger , with the largest patch size equal to the entire layer area.

The point at the top of the first layer along the centre line with x3 = 5.05 mm and
labelled by M in Figure 2.5 is considered for comparing the thermal histories. This point
is chosen since we are first interested in observing the effect of simplifications on the
peak temperatures in the vicinity of the heat source. A typical thermal history obtained
using a patch-by-patch deposition manifest multiple peaks. The first peak represents
the deposition of the patch, which contains the point M and hence the highest temper-
ature peak. The subsequent peaks occur when subsequent neighbouring patches are
activated. The thermal history for the case (ÂΩ,1,1) exhibits only one peak. The effect
of scanning patterns is lost since the entire layer is simultaneously deposited. However,
note that the peak temperatures predicted by these models are in close agreement with
the highest difference of 3.6% between peak and ambient temperatures across all mod-
els. This suggests a layer-by-layer model can provide reasonably accurate predictions for
peak temperatures. For example, Hodge, Ferencz, and Solberg [15] and Ranjan et al. [40]
used peak temperatures calculated as explained above as an indicator of the overheating
risk. Lastly, close observation reveals that the peak temperatures slightly increase with
larger in-plane lumping. This is attributed to the less lateral flow of heat from a newly
deposited patch to the already deposited neighbouring ones for larger in-plane lumping,
and ultimately no lateral heat flow for the layer-by-layer deposition, resulting in slightly
higher peak temperatures.

Next, we investigate the effects of in-plane lumping with flash heating on far-field
temperatures, i.e. the variation of temperature at a point located notably below the
heat source. As discussed in Section 2.1, the far-field temperature history is relevant for
predicting microstructure evolution [2]. Moreover, it finds applications for calibrating
thermal models against the experimental data obtained using thermocouples typically
located a few layers below the topmost layer [11, 31, 21]. For that purpose, points D1 and
D2 located on the centre line in Figure 2.2 at x3 = 4.75 mm and x3 = 4.5 mm, respectively,
are considered. This means both D1 and D2 are located in the baseplate five and ten lay-
ers below, respectively. The temperature evolution for points D1 and D2 are plotted in
Figure 2.6. It can be seen that the peak temperatures for the points located away from
the heat source are attained after the deposition of the topmost layer is complete. This is
demonstrated in the case of (ÂΩ/400,1,1) where the end of the heating regime is marked
with a dotted vertical line in Figure 2.6. Next, a significant influence of laser scanning is
observed for patch-by-patch models with small patch sizes. For example, pronounced
fluctuations in the thermal history are observed for (ÂΩ/400,1,1) in Figure 2.6a for point
D1 whereas at point D2 a relatively smooth temperature evolution is depicted in Fig-
ure 2.6b. This demonstrates the influence of scanning strategies is lost after a critical
depth. Finally, similar to the behaviour of peak temperatures, it is found that the layer-
by-layer model also overestimates the far-field temperatures, whereas other patch-by-
patch models are reasonably close.
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Table 2.3: List of parameters used for thermal modelling of the L-PBF process.

P (W) γ v (ms−1) h (mm) lo (mm) tc (s) T0 (◦C) Ta (◦C) hconv (Wm−2K−1) ϵ

120 0.3 0.8 0.08 0.05 4 180 25 10 0.35

0 0.02 0.04 0.06 0.08 0.1

Time (s) 

500

1000

1500

2000
T

e
m

p
e
ra

tu
re

 (
°
C

)
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(ÂΩ,1,1)
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Figure 2.5: Temperature evolution for single layer deposition using simplified models shown in Figure 2.3. The
temperatures at point M located at (10,5.05,10) in Figure 2.2 are plotted with respect to time. Multiple peaks in
the thermal history signify the influence of laser scanning, which is not captured by a layer-by-layer simulation.
Nevertheless, the variation in the peak temperatures across the range of cases considered is only 3.6%.
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Figure 2.6: Comparison of temperature evolution for simulation of single layer deposition using different levels
of fidelity. The variation is shown for points (a) D1 located at 5 layers below and (b) D2 located at 10 layers
below in the baseplate.



2.4. NUMERICAL EXPERIMENTS

2

27

2.4.3. INFLUENCE OF HEATING TIME

Next, we investigate the influence of extending heating times on thermal evolution. We
first compare flash heating results presented in previous section with a layer-by-layer
gradual heating model represented with (ÂΩ,t̂g ,1) in Figure 2.3. The FE discretisation
is carried out in accordance with characteristic length κ=p

αth with r = 0.8 mm which
leads to a model with only 19,256 elements. In order to check the mesh convergence, the
calculation is repeated using mesh A with 580,000 elements, as discussed in Section 2.4
and a difference of less than 1% is observed considering the difference between the peak
and ambient temperatures for point M.

The temperature evolution using the gradual heating model for points M, D1 and D2
are shown in Figure 2.5, Figure 2.6a and Figure 2.6b, respectively. Recall that point D1 is
5 layers below point M and point D2 is 5 layers below D1. It is observed that the gradual
heating scheme significantly underestimates the peak temperature for point M located
at the top of the deposited layer; see Figure 2.5. However, a better agreement between
gradual heating and flash heating schemes is observed for far-field temperatures. For
point D2 (see Figure 2.6b), the difference between peak and ambient temperatures is
only 6% higher than the reference model. It is also seen that cooling rates of the gradual
heating simulations approximate those of flash heating.

Until now, only single layer deposition has been investigated. It remains to analyse
the temperature evolution for the deposition of all 20 layers. To ensure computational
tractability, only layer-by-layer models are considered for the multi-layer simulations.
Figure 2.7 shows the temperature variation for point M with x3 = 5.05 mm as obtained
using layer-by-layer flash and gradual heating models. It can be seen from Figure 2.7
that the observation made in Section 2.4.2 about gradual heating underestimating peak
temperatures remains valid only for the first few layers. However, as point M on the
first layer becomes increasingly distant from the topmost layer for subsequent layers,
the mismatch between the thermal histories significantly reduces. The percentage dif-
ference between flash and gradual peak temperatures is calculated for each layer, which
is less than 20% after 8th layer. This is emphasised by the closeup view of the thermal
history shown for 8–20 layers in Figure 2.7. This is simply another example of gradual
heating capturing the far-field temperatures. Several examples in the literature show
that gradual heating predictions are validated with thermocouples located at a certain
distance from the topmost layer [31, 11, 10]. This is consistent with the findings illus-
trated in Figure 2.7.

Recall that flash and gradual heating schemes represent two extremes to define the
heating times. Alternatively, any in between value can also be used. For example, Patil et
al. [35] used th = 1 ms for layer-by-layer simulation, arguing that the peak values reach
the melting point, while higher th values lead to peak temperatures below the melting
point. As seen in Section 2.4.1, the definition of heating time has a consequential effect
on mesh requirements and computational cost. Therefore, the choice of heating time
should be carefully made based on the model’s purpose and the desired level of accu-
racy. While aiming to predict far-field temperatures, gradual heating allows for a coarser
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Figure 2.7: Temperature versus time at point M for deposition of all 20 layers in a layer-by-layer manner with
flash heating, (ÂΩ,1,1) and gradual heating, (ÂΩ,t̂g ,1). The percentage difference between temperature peaks
using flash and gradual heating are indicated for every layer.

mesh, leading to a reduced computational cost. On the other hand, if peak temperatures
in the vicinity of the layer being deposited are aimed to be captured, then flash heating
is adequate. Another important aspect is the quantitative definition of far field distances
i.e. at which distance the temperature values agree well with those found using extended
heating times. For example, for the case shown in Figure 2.7, the error is less than 20%
after the 8th layer. However, the exact determination of this distance depends on various
factors such as part geometry, thermal properties and process parameters. Moreover,
as evident from Figure 2.7, the pragmatic way to determine this length would be based
on the desired level of accuracy. Consequently, extending heating times is promising for
capturing far-field temperatures in a computationally inexpensive manner, and it has
already been used in several studies in the literature. For example, Chiumenti et al. [11]
and Neiva et al. [31] compared the thermal histories recorded using thermocouples lo-
cated at 5.24 mm and 2.5 mm below, respectively, with gradual heating. An excellent
agreement was found, which demonstrates the usefulness of this method.

The importance of having a fine temporal resolution to capture far-field tempera-
tures during the cooling phase has already been emphasised in Section 2.4.1 motivated
by the 1D analytical solution detailed in Appendix A. The effect of time step size on the
predicted thermal history is given in Figure 2.8. Here, temperature variation for point M
using the layer-by-layer flash heating model is calculated using two different time step
values during the cooling stage. The green curve shows the temperature evolution with
a time step tc /100 while the dotted black curve presents the same with a time step of
tc /10. Although the first temperature peaks are identical, far-field peak temperatures are
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Figure 2.8: Thermal history for deposition of 20 layers using a layer-by-layer flash heating (ÂΩ,1,1) model with
two selected time step values. The thermal history is reported for point M located at the top of the first layer.

underestimated when ∆t = tc /10. This error is especially pronounced at the beginning
of the cooling stage when there is a sharp drop in temperature. This numerical error
could lead to erroneous predictions of the thermal history information used to predict,
for example, microstructure evolution. Therefore, it is essential to perform a temporal
convergence study to obtain accurate temperatures.

2.4.4. INFLUENCE OF OUT-OF-PLANE LUMPING

Recall that a volumetric heat source is used for prescribing the heat input in our simu-
lations. Therefore, the energy input per layer should be increased for thicker (lumped)
layers, making the lumped layer simulations energy consistent. Also, the cooling time for
the out-of-plane lumped layers is adjusted so that the total simulation time remains the
same. In this section, we consider point N located on the centre line shown in Figure 2.2
at x3 = 5 mm for comparing the thermal histories.

First, flash heating models with and without lumping are compared. Figure 2.9 de-
picts the thermal history for out-of-plane lumping with l̂ = 1 (no out-of-plane lumping)
l̂ = 2 and l̂ = 5. The closeup view of the first peak is shown as an inset where it is ob-
served that the peak temperatures increase with the number of layers lumped. This is
because more energy is deposited during the flash heating time with increased lumping.
However, this increment is not linear owing to highly non-linear boundary conditions
where the radiation losses increase proportionally to T 4.

Next, gradual heating for l̂ = 5 is considered and the resulting thermal history is
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Figure 2.9: Temperature evolution for the entire part considering layer-by-layer flash heating with different
degrees of out-of-plane lumping.

shown in Figure 2.10. Note that this implies that new layers are subjected to a heat-
ing time that is five times longer than that for the flash heating case (ÂΩ,1,1) while
the heat source value Qv reduces following Eq. (2.9). As expected, significantly lower
peak temperatures are exhibited compared to the case of flash heating. However, for
the case of far-field temperature evolution, the lumped gradual model is more accurate
than the lumped flash heating when compared to the high-fidelity (reference) model
with (ÂΩ,1,1). Finally, the FE mesh used for lumped gradual heating models is even
more coarse with 456 and 789 elements for lumping of l̂ =2 and l̂ =5, respectively. Once
again, convergence is ensured by checking against mesh A described in Section 2.4.1.

2.5. DISCUSSION

To gain a deeper perspective on the observations reported in Section 2.4, the findings
of this paper are compared against the existing literature. For this purpose, a thorough
review was conducted on part-scale MAM thermal or thermo-mechanical models. As
thermal history acts as an input to mechanical analysis, thermal history directly impacts
mechanical predictions. Hence, thermo-mechanical models were also considered in this
review. The review includes both PBF and DED process models illustrated in the simpli-
fication space presented in Figure 2.11. Recall that different normalisation constants are
used for different processes (see Table 2.1). Here, the points with the same colour signify
multiple simplified cases considered in the same study. The simplified thermal models
analysed in this paper are indicated in black. Circles are used for thermal models, while
squares are used for thermo-mechanical models. A dotted red line on the Â–t̂h plane
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Figure 2.10: Temperature evolution for the entire part considering layer-by-layer flash and gradual heating.

indicates gradual heating. Recall that the concept of time consistency was introduced in
Section 2.2, where cooling time is adjusted in accordance with spatial/temporal simpli-
fication. Time consistency is especially important for the case of out-of-plane lumping
as larger cooling times compensate for the higher heat capacity of thicker lumped layers
[55, 27]. The red boundary around the markers in Figure 2.11 indicates time consistency,
and it is evident that most simplified models in the literature follow this idea. The time
consistency condition could not be determined for the markers without a red boundary
based on the information provided in the respective papers.

Table 2.4 summarises the qualitative trends observed in Section 2.4 in terms of the
variation of peak temperatures and far-field temperatures with increasing in-plane lump-
ing or patch size, heating time and out-of-plane lumping. Here, over and under estima-
tion trends are represented by + and − symbols, respectively, while little or no effect
of a particular simplification on the predictions is represented by ≈. Studies with simi-
lar findings are also tabulated next to the respective trend. It is apparent from Table 2.4
that these previous studies already provided insights into the influence of simplifications
on the simulation outcomes. However, no single study investigated the entire simplifi-
cation space. To emphasise this, models from existing literature are further classified
based on the phenomena they aim to capture. Figure 2.12a and 2.12b show the simpli-
fication space with models discussing the effect of simplifications on peak and far-field
temperatures, respectively. This classification highlights how the findings of this study
complement existing knowledge. The models from this paper that investigate the in-
fluence of a particular simplification for the first time are enclosed in red boxes in Fig-
ure 2.12. The influence of out-of-plane lumping and heating times on peak temper-
atures and the influence of in-plane lumping on far-field temperatures is investigated
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for the first time here. However, this does not make the other simplified models in this
work redundant since a comprehensive investigation of the entire simplification space
resulted in an improved understanding of trends that were observed previously. For ex-
ample, Zhang, Tong, and Harrison [55] observed an increase in far-field temperatures
with increasing out-of-plane lumping, and constant cooling time was conjectured to be
the reason behind this increase. However, as found in this study, the primary reason
for this increase is the simultaneous deposition of a larger amount of energy. Moreover,
Neiva et al. [31] and Chiumenti et al. [11] showed that extended heating times can cap-
ture far-field temperatures. However, our analysis complemented this observation with
the associated mesh requirements. Moreover, it is shown that the accuracy of far-field
temperatures would depend on the distance between the point of interest and the top-
most layer.

The wall-clock computational times associated with thermal models with different
simplifications are listed in Table 2.5. All computations were performed using 16 cores
on a HPC cluster. It is evident that computational time reduces as the level of simpli-
fications increases. The computational times associated with thermal models are pic-
torially shown in Figure 2.13a where considered models, represented by circles, on the
simplification space. The radii of the circles are in the same proportion as the associ-
ated computational time. It is important to note that four patch-by-patch models with
varying in-plane lumping simulate only deposition of the first layer for computational
tractability, while (lumped) layer-by-layer models simulate deposition of all 20 layers. It
can be seen that even with only one layer deposition, the computational cost associated
with (ÂΩ/400,t f ,1) is the highest. This shows that the computational burden increases
significantly as a flash heating model approaches the origin of the simplification space.
Examples of such high-fidelity but computationally burdensome models from the liter-
ature are Denlinger, Irwin, and Michaleris [13] and Patil et al. [35]. It is clear from Fig-
ure 2.13a that significant computational benefits are gained when considering (lumped)
layer-by-layer flash heating models compared to models that consider patch-by-patch
deposition. However, the maximum computational gains are achieved by gradual heat-
ing models with (ÂΩ,tg ,5) requiring only 0.23% of computational time as compared to
(ÂΩ/400,t f ,1). This is mainly because the gradual heating models have much lower
spatio-temporal discretisation requirements for numerical convergence. This is evident
by the fact that number of elements in model (ÂΩ,tg ,5) is only 1% of (ÂΩ/400,t f ,1).

In the context of mechanical simulations, there are two effects through which the
spatial and temporal simplifications influence the results. First, as discussed previously,
the thermal history directly affects the thermal strain, which acts as an input to the me-
chanical simulation. Second, the spatial simplifications of in-plane and out-of-plane
lumping control the mechanical boundary conditions influencing the mechanical field
quantities. A brief discussion on both aspects is provided next.

Correct prediction of peak temperatures is crucial for further assessment of stresses
and deformations. Based on this, it can be expected that models located on or close
to the flash heating plane that correctly capture the peak temperature are appropriate
for coupling with mechanical analysis. This is also observed from the existing literature
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Table 2.4: Qualitative trends for each simplification considered for MAM. Similar observations from literature
are denoted. The symbol of ‘↑’ signifies an increase in the degree of simplifications.

Simplification Peak Far-field
temp. temp.

Â↑ ≈ [4] ≈
t̂h↑ − ≈ [11, 31]
l̂↑ + + [55, 21]

as most reviewed thermo-mechanical models are located on the flash heating plane;
see Figure 2.11. The models located above the flash heating plane, i.e. in [35, 21, 53],
a slightly higher heating times ensure the melting point has been reached. In fact, in
[21, 35], attainment of melting point is used as a criterion to decide the value of heating
time. Gradual heating models, which lead to under-estimation of peak temperatures are
deemed not suitable as an input for the mechanical simulations.

The second effect through which in-plane and out-of-plane lumping simplifications
influence the result of the mechanical analysis is through their implications on the me-
chanical boundary conditions. For example, Bayat et al. [4] showed that a layer-by-
layer model leads to an unrealistic symmetrical stress pattern while a patch-by-patch
model where patches emulate laser scanning leads to a more realistic stress develop-
ment aligned with deposition direction. This is an example of the influence of in-plane
lumping on stress directions. Similar observations have been made in the context of
out-of-plane lumping as well. Williams, Davies, and Hooper [47] showed that accurate
predictions can be made until a lumped layer thickness of 0.8 mm i.e. l̂ = 16. How-
ever, overestimation was observed for higher lumped layer thickness values. Another
study by Zhang, Tong, and Harrison [55] investigated the effect of lumping on residual
stresses and argued that out-of-plane lumping above l̂ = 4 should be avoided. In both
these studies, the common finding is that the concept of out-of-plane lumping works up
to a certain degree while preserving reasonable accuracy. Note that for a given part, a
simulation with a thicker layer implies an artificial reduction in the number of heating-
cooling cycles, which also has a direct impact on residual stress development. Moreover,
thicker layers have higher stiffness, which are less prone to deformations and lead to an
underestimation of deformations. Lastly, other modelling choices such as inclusion of
geometrical non-linearity and consideration of powder in the simulation domain can
also influence the result of mechanical analysis, as analyzed by Burkhardt, Steinmann,
and Mergheim [8].

2.6. RECOMMENDATIONS
The trends listed in Table 2.4 are pictorially shown over the simplification space in Fig-
ure 2.13. Here, the trends associated with the variation of peak and far-field tempera-
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time.
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Table 2.5: Computational (wall-clock) time in hours for thermal models presented in this paper. All computa-
tions are performed using 16 cores on a HPC cluster.

Simplification Time Relative No. of No. of
(hrs) (%) layer(s) patch(es)

Thermal models
(ÂΩ/400,1,1) 302.1 100 1 400
(ÂΩ/256,1,1) 193.5 64 1 256
(ÂΩ/100,1,1) 79.1 26 1 100
(ÂΩ/25,1,1) 18.2 6 1 25
(ÂΩ,1,1) 50.6 16 20 1
(ÂΩ,t̂g ,1) 1.1 0.4 20 1
(ÂΩ,1,2) 30.1 10 20 1
(ÂΩ,t̂g ,2) 1.0 0.3 20 1
(ÂΩ,1,5) 12.5 4 20 1
(ÂΩ,t̂g ,5) 0.7 0.2 20 1
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Figure 2.13: The 3D simplification space with the qualitative trend of variations for (a) computational time (b)
peak temperatures and (c) far-field temperatures. The circle size shows the trends with radius indicating the
relative values of respective parameters as observed in this paper. The reference value marked with ‘∗’ sign is
calculated using the reference model.



2

36
2. CLASSIFICATION AND ANALYSIS OF COMMON SIMPLIFICATIONS IN PART-SCALE

THERMAL MODELLING OF METAL ADDITIVE MANUFACTURING PROCESSES

tures with respect to simplifications are shown in Figure 2.13b and c, respectively. The
size of the circle associated with the reference model closest to the origin represents the
reference value (marked with ‘∗’), while over or under prediction associated with a sim-
plified model is represented by the relative size of the circle associated with that model.

These trends assist in making informed choices while setting up a part-scale MAM
model. For example, if the aim is to capture the peak temperatures, then flash heat-
ing models should be used to provide accurate peak temperature predictions, as evi-
dent from Figure 2.13b. In literature, peak temperatures have been primarily used for
three purposes: identification of problematic geometric features which accumulate heat
[15, 40], calculation of cooling rate for microstructural analysis [3] and analysing the in-
fluence of scan strategy on residual stresses [33]. For the first two, layer-by-layer flash
heating models are appropriately providing an adequate balance between accuracy and
computational cost. However, if the purpose is to analyse the effect of the scanning strat-
egy, a patch-by-patch model should be considered. On the other hand, gradual heating
models should be avoided as they can lead to significant underestimation while captur-
ing peak temperatures. However, values between flash and gradual heating can be used
to find a balance between accuracy and computational cost. For example, as demon-
strated by Patil et al. [35], th = 1 ms, which is twice the flash heating time leads to peak
temperatures around the melting point.

Next, if the aim of the model is to capture far-field temperatures, then gradual heat-
ing models should be preferred as they can provide accuracy with significantly less com-
putational effort, as evident from Figure 2.13a and c. Finally, flash heating models are
recommended if the thermal model is used as an input for mechanical analysis. As
highlighted in Section 2.5, correct prediction of peak temperatures is important for me-
chanical analysis; hence, the earlier recommendations for capturing peak temperatures
should be followed. The use of patch-by-patch models is suggested for capturing the
directional nature of stresses, as shown in [4], while out-of-plane lumping is recom-
mended for computational tractability. However, determining optimal patch size and
out-of-plane lumping factor, which provide an adequate balance between accuracy and
computational times, remains a non-trivial task and requires attention on a case-by-case
basis. A numerical convergence study for finding these parameters is recommended. Fi-
nally, gradual heating models should not be used for this purpose as they significantly
underestimate peak temperatures.

2.7. CONCLUSIONS
In this paper, the influence of commonly used spatio-temporal simplifications for part-
scale modelling of MAM processes has been thoroughly investigated. The two spatial
simplifications of in-plane and out-of-plane lumping and one temporal simplification
of heating time have been studied. Using numerical models with varying levels of sim-
plifications, it has been found that layer-by-layer models are sufficient for capturing peak
temperatures. In contrast, patch-by-patch models are required for analysing the influ-
ence of scan vectors. Also, it has been concluded that if peak process temperatures are
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to be captured, flash heating with no temporal simplification should be used. However,
the strict numerical discretisation requirements associated with flash heating must be
carefully ensured. On the other hand, the gradual heating schemes with temporal sim-
plification have been shown to be suitable for capturing far-field temperatures in a com-
putationally efficient manner since they also allow for much coarser spatial numerical
discretisation.

No earlier work has holistically characterised the simplifications to the best of our
knowledge, where the influence of each simplification has been studied on common
MAM attributes. This study provides a broad perspective for choosing/avoiding any par-
ticular simplification while developing a MAM model. The work also led to the identifi-
cation of certain open questions which require attention for further refining the under-
standing of simplifications. For example, guidelines for quantifying far-field distances
could assist in a broader application of gradual heating models. Finding the appropriate
lumping factor for in-plane and out-of-plane lumping, which provides an adequate bal-
ance between accuracy and computational time, is also an important avenue for future
research. In this regard, first, an understanding of part sizes and shapes and their influ-
ence on lumping should be developed.

A direct extension of the approach presented in this paper can be the considera-
tion of more simplifications and/or MAM attributes. Here, spatio-temporal simplifica-
tions were the primary focus. There are more physics-based simplifications e.g. , in-
clusion/exclusion of convection and/or radiation heat losses and consideration of tem-
perature dependent properties. In this regard, the work by Ranjan et al. [40] analysed
the influence of these physics-based simplifications, but only from the context of cap-
turing peak temperatures. Hence, these simplifications can also be characterised using
the holistic approach presented in this paper. Additionally, more MAM attributes can be
included within the scope of characterising simplifications e.g. cooling rates. Lastly, the
framework can also be extended to other AM processes where similar simplifications are
commonly used e.g. wire arc additive manufacturing.
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3
FAST DETECTION OF HEAT

ACCUMULATION IN AM USING

COMPUTATIONALLY EFFICIENT

THERMAL MODELS

The powder bed fusion (PBF) process is a type of Additive Manufacturing (AM) technique
which enables fabrication of highly complex geometries with unprecedented design free-
dom. However, PBF still suffers from manufacturing constraints which, if overlooked,
can cause various types of defects in the final part. One such constraint is the local ac-
cumulation of heat which leads to surface defects such as melt ball and dross formation.
Moreover, slow cooling rates due to local heat accumulation can adversely affect resulting
microstructures. In this paper, first a layer-by-layer PBF thermal process model, well es-
tablished in the literature, is used to predict zones of local heat accumulation in a given
part geometry. However, due to the transient nature of the analysis and the continuously
growing domain size, the associated computational cost is high which prohibits part-scale
applications. Therefore, to reduce the overall computational burden, various simplifica-
tions and their associated effects on the accuracy of detecting overheating are analyzed.
In this context, three novel physics-based simplifications are introduced motivated by the
analytical solution of the one-dimensional heat equation. It is shown that these novel
simplifications provide unprecedented computational benefits while still allowing correct
prediction of the zones of heat accumulation. The most far-reaching simplification uses
the steady-state thermal response of the part for predicting its heat accumulation behavior
with a speedup of 600 times as compared to a conventional analysis. The proposed simpli-
fied thermal models are capable of fast detection of problematic part features. This allows

Parts of this chapter have been published in Fast detection of heat accumulation in powder bed fusion using
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for quick design evaluations and opens up the possibility of integrating simplified models
with design optimization algorithms.
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3.1. INTRODUCTION
Additive manufacturing (AM) offers unprecedented design freedom as compared to con-
ventional manufacturing techniques. The layer-by-layer material deposition allows for
manufacturing functional parts with high geometric complexity. Due to this advantage,
AM has already gained significant popularity among manufacturing industries such as
automotive, aerospace and medical [37, 21]. However, the AM process is not free from
manufacturing constraints and, if overlooked, these constraints can cause a wide range
of defects in the final part which lead to an increased overall cost. Therefore, to fully cap-
italize on the benefits offered by AM, manufacturing limitations should be considered at
the design stage.

Laser powder bed fusion (LPBF) process is one of the most common techniques for
printing metal parts. It involves sequential deposition of metal powder layers which are
selectively molten and fused together in predefined areas using a moving laser beam.
This implies that heat primarily flows from each newly deposited topmost layer towards
the thick baseplate at the bottom, which acts as a heat sink. It is observed that when-
ever the deposited heat is not properly evacuated towards the baseplate, it leads to local
overheating or heat accumulation [24]. It typically refers to a situation where material
locally experiences thermal process conditions that result in temperatures outside the
desired temperature range needed to obtain the desired final product quality. Given
the wide range of potential temperature-induced production failure mechanisms, over-
heating can manifest itself in many forms. In the in situ monitoring studies conducted
by Hooper [15] and Craeghs et al. [11], overheating is characterized by the enlarged melt
pool observed in the vicinity of lower conductivity regions which obstruct heat flow. In
the numerical study conducted by Hodge, Ferencz, and Solberg [14], the overheating
phenomenon is characterized by the overshoot of simulation temperatures above the
melting point.

It has been widely recognized in the literature that local overheating or heat accu-
mulation is detrimental for final part quality and can cause various defects. For ex-
ample, Mertens et al. [24] investigated the defect of dross formation where an enlarged
melt pool caused by local overheating leads to undesired sintering of loose powder in
its vicinity. Charles et al. [7] also studied dross formation by investigating the correla-
tion between process parameters, e.g., laser power, scan speed and the resulting surface
roughness. High process temperatures along with the effect of surface tension lead to the
defect of melt ball formation [35]. These cases are examples where overheating depends
on the local distribution of conductivity in the vicinity of melt pool. Another more re-
cently studied phenomenon is that of gradual accumulation of heat with increasing part
height. As more layers are deposited, they act as a thermal barrier causing prolonged
heated zones with slower cooling. This becomes increasingly significant in tall parts with
high heat capacity. Therefore, the phenomenon was initially investigated for processes
such as laser metal deposition (LMD) [36] and wire-arc-based AM process (WAAM) [39],
where typical part sizes are larger than LPBF. More recently, it has been studied for the
LPBF process as well. For example Mohr, Altenburg, and Hilgenberg [25] used in situ
thermography for observing cooling conditions during the process. It is reported that
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heat accumulation increases with increasing build height. Also, inter-layer time (ILT),
i.e., the time elapsed between processing successive layers, is found to be an important
parameter which inversely affects heat accumulation.

It is important to understand that both these phenomena, i.e., local overheating and
gradual heat accumulation during the build, are intimately coupled. Elevated tempera-
tures due to local overheating contribute to the gradual accumulation in the successive
layers and accumulated heat will conversely intensify local overheating. Therefore, both
these phenomena jointly determine the overall thermal history of the part, which sub-
sequently has a direct effect on the final part quality. For example, Mohr, Altenburg, and
Hilgenberg [25] performed metallographic analysis to study the influence of heat accu-
mulation on observed microstructures. It is suggested in this paper that specific temper-
ature ranges which are important from the context of phase transformations should be
considered while analyzing the influence of heat accumulation. Another aspect investi-
gated by Parry, Ashcroft, and Wildman [28] shows that regions susceptible to overheat-
ing generate significant residual stresses, which are likely to result in undesired defor-
mations and potentially build failures. Kastsian and Reznik [18] analyzed a part geom-
etry where local overheating led to excessive deformations causing recoater jamming.
Heigel and Whitenton [13] presented layer-wise cooling rate maps which show that over-
heating zones tend to cool slower. Lastly, as suggested by Charles et al. [7], another aspect
of overheating control is associated with selecting optimal process parameters. For ex-
ample, Mertens et al. [24] varied laser power in accordance with the level of overhang for
controlling dross formation. However, such approaches also rely on prior knowledge of
overheating zones so that parameters can be tuned accordingly. Hence, early identifica-
tion of geometric features which are prone to local overheating can assist designers and
machine operators in judging manufacturability of the final design.

Typically, downfacing or overhanging features are prone to this phenomenon as loose
powder, with significantly lower thermal conductivity than that of the bulk material,
does not allow for rapid heat evacuation. The degree of overheating typically increases
with decreasing the overhang angle defined as the angle between part surface and the
base plate. Therefore, heuristic AM design guidelines are used, where features with over-
hang angles smaller than a critical value are avoided [10, 4]. Although overhangs are a
salient example of features which cause overheating, the phenomenon is not uniquely
linked to them. For example, LPBF specimens manufactured by Adam and Zimmer [1]
and Patel et al. [29] demonstrate overheating induced discoloration and high surface rough-
ness, respectively, even after strictly following the overhang design guideline. This indi-
cates that not only the local overhang angle, but the thermal response should be consid-
ered for detecting and preventing overheating.

Numerical modeling of the transient heat transfer phenomena during the LPBF pro-
cess can provide thermal history information which can be used for identification of fea-
tures causing local overheating. However, excessive computational cost associated with
detailed modeling of the LPBF process prohibits part-scale implementation, particularly
in iterative design settings. Please note that the size of the laser spot is in the order of a
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few microns whereas the part size is in the order of centimeters. Moreover, in time do-
main, the phenomenon of melting and re-solidification is extremely fast, whereas cool-
ing between the layers is in order of tens of seconds. Hence, to capture the steep ther-
mal gradients caused by a fast-moving laser, very fine spatial and temporal resolution
is required which makes the modeling process computationally intractable. To address
this issue, researchers reduce the computational complexity of models by introducing
simplifications in various ways. For example, several studies motivate consideration of
conduction as the only mode of heat transfer while neglecting convection and radiation
[30, 32, 3]. Another commonly used simplification is to simulate an entire layer addition
as a single simulation step, i.e., the entire layer area is simultaneously exposed to a heat
flux. It has been demonstrated by King et al. [19] that during a new layer deposition,
4–8 previously deposited layers are also re-molten and fused. This re-melting is inten-
tional as it allows for a seamless connection between the layers. Therefore, the concept
of “superlayers” or layer lumping has been proposed where deposition of one superlayer
refers to the simultaneous deposition of multiple real layers while modeling the process
[31, 9, 22, 42].

These simplifications can provide significant computational gains as compared to
high-fidelity models, with a reasonable compromise in accuracy. For example, Chiu-
menti et al. [9] studied the impact of excluding powder conduction, simplifying laser
scan strategies and lumping multiple layers during thermal simulation. The simula-
tion data is analyzed for accuracy by comparing it with the experimental temperatures
recorded using thermocouples embedded inside the printed parts. It is reported that
powder exclusion results in 4 times faster simulation. Furthermore, the layer-by-layer
approach is reported to be 6 times faster than the model which simulates scan strategies.
Lastly, lumping of 4 layers provided another 3 fold decrease in the computational time. It
is reported that with increased layer lumping, the model captures an average evolution
of the temperature field during the manufacturing process. Another study by Zhang,
Tong, and Harrison [42] investigated the effect of using lumped layers as thick as 4,12
and 24 times the real layer thickness. The analysis was carried out for a 2D real-size part
(height = 54.7 mm, width = 20.4 mm) and it was reported that lumping of 4 layers al-
ready results in a 20 times faster simulation compared to the one with no layer lumping.
In both of these cases, although approximations provide significant computational gain,
still the simulation times remain in the order of hours. For example, out of the two cases
discussed above, the former reports that simulation with 4 layer lumping requires 1.33
h for parts with volume of 107 cm3 printed with 992 layers. For the latter 2D example,
the model with lumping of 4 layers needed 4.6 h to complete.

In this paper, we aim to develop a model which could identify zones of local overheat-
ing and in order to assess manufacturability of designs and make quick design decisions,
even faster computation times will be preferred. This is also motivated by the desire of
integrating AM models within an optimization framework. Therefore, in this research,
first a lumped layer-by-layer model is considered for simulating a real-size LPBF part
and the temperature data is used to judge the heat accumulation tendencies of different
design features. Details about this model are presented in Section 3.2. As highlighted in
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the previous paragraph, even with the simplifications of powder exclusion and lumped
layer-by-layer deposition technique, the simulation time remains prohibitive for large
scale implementations. Therefore in Section 3.3, six additional simplifications are pre-
sented. The first three have been partially discussed in the literature but an analysis of
their impact on specifically overheating detection was never done before, which is dis-
cussed in Section 3.3.1. Next, three further simplifications are proposed in Section 3.3.2
which are the primary novel contributions of this paper. An analysis based on the ana-
lytical solution of the one-dimensional heat equation provides the motivation for these
novel simplifications. Subsequently, Section 3.4 presents results obtained using the dif-
ferent simplifications and it is shown that the proposed simplifications provide adequate
prediction of overheating regions while providing significant computation gains. Lastly,
conclusions and future directions are discussed in Section 3.5

3.2. REFERENCE THERMAL LPBF PROCESS MODEL
In this section, a layer-by-layer part-scale thermal model is presented, intended for judg-
ing manufacturability of designs from the context of local overheating. It is based on the
thermal model previously presented by Chiumenti et al. [8] for simulating material de-
position in the laser material deposition (LMD) process. The same concept was later
used for LPBF modeling in several publications [9, 27, 26]. The experimental validation
of the model has been presented in Chiumenti et al. [9] where simulation results were
compared with temperatures empirically recorded using in situ thermocouples placed
inside the part during the LPBF process. It was shown that this modeling method can
correctly capture the thermal history as obtained using the thermocouples. More im-
portantly, it was observed by Neiva et al. [26] that the model correctly predicts the high
temperatures measured near an overhanging feature. Therefore, it is deemed suitable for
the intended purpose of identifying geometric features which cause local heat accumu-
lation during the LPBF process. The model presented in this section acts as a reference
for the simplified models presented in the later sections.

3.2.1. MODEL DESCRIPTION
A typical LPBF process includes layer-by-layer deposition of material on a thick base-
plate. Figure 3.1 shows a schematic where an arbitrary 3D object is considered with
volume Ω already deposited. The surfaces ∂Ω of the partly manufactured object are
classified as top, lateral and bottom represented as ∂Ωtop, ∂Ωlat and ∂Ωbot, respectively.
The part remains submerged inside the powder bed while thermal energy provided through
the newly deposited layer increases the part temperature in accordance with the heat
equation given as

ρ(T )cp (T )
∂T

∂t
=∇· (k(T )∇T )+Qv , (3.1)

where T is temperature, t is time, Qv is a volumetric heat source andρ, cp , k are temperature-
dependent density, specific heat and thermal conductivity, respectively.
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∂Ωtop
∂Ωlat

Baseplate

Powder

∂Ωbot

qconv

qrad

x1

x3 x2

Figure 3.1: Schematic illustration of a bodyΩ being fabricated during the LPBF process. The topmost crimson
colored region signifies the newly deposited layer. The body is attached to the baseplate at the bottom surface
∂Ωbot while a laser scans the top surface ∂Ωtop. The part-powder interface is denoted as the lateral surface
∂Ωlat. Thermal losses due to convection and radiation are shown as qconv and qrad, respectively.

Next, to formulate a boundary value problem (BVP), process-relevant boundary and
initial conditions are specified. It is reported that the effective conductivity of powder
layer is only 1% of bulk conductivity [34, 33]. Hence, it is justified to assume that the
heat transfer through powder is negligible as compared to conduction within the part.
Therefore, lateral sides of the part, i.e., the part-powder interface, is assumed to be ther-
mally insulated

∂T

∂xi
ni = 0 on ∂Ωlat, (3.2)

where ni are the components of the outward normal unit vector to ∂Ωlat and the re-
peated index indicates summation over i . The part remains bonded to the baseplate
which is typically pre-heated and acts as a heat sink. This is taken into account by spec-
ifying a temperature boundary condition

T = T0 on ∂Ωbot, (3.3)

where T0 is the pre-heat temperature which is assumed to be constant. Next, heat losses
through convection and radiation are considered at the top surface ∂Ωtop

qconv = hconv(T −Ta) on ∂Ωtop, (3.4)

where hconv is the convective heat transfer coefficient and Ta is the ambient tempera-
ture, assumed to be constant within the machine chamber. The radiative heat transfer
boundary condition is given as

qrad =σϵ(T 4 −Ta
4) on ∂Ωtop, (3.5)
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whereσ is Stefan-Boltzmann constant and ϵ is emissivity of the radiating surface. Lastly,
each newly added layer is assumed to be at an initial temperature of T0.

It is important to note that during the process, melting and re-solidification of mate-
rial also takes place. However, the influence of these phase transformations on resulting
temperatures is not considered here. This is motivated by the fact that the energy ab-
sorbed during melting is released during re-solidification when the laser beam moves
away from the melt zone. Hence, the net effect of phase transformations is negligible
when considering part-scale temperatures [40]. As discussed in Section 3.1, lumped
layer-by-layer material addition is considered here, which means that the uniform heat
source Qv is simultaneously applied over the entire volume of the newly deposited lumped
layer. Both of these simplifications, i.e., lumping and layer-by-layer material addition,
have been motivated and applied in number of previous LPBF simulation studies [31, 9,
42, 2, 22]. Apart from obvious computational benefits, these choices are motivated by
the fact that it has been shown by Chiumenti et al. [9] that a model with these simplifi-
cations is adequate for correctly capturing the part-scale thermal response.

3.2.2. FINITE ELEMENT ANALYSIS AND SIMULATION PARAMETER SETTING
To solve the boundary value problem (BVP) given by Eqs. (3.1)–(3.5), finite element anal-
ysis is used. The element birth-and-death method is implemented which is a com-
mon technique used to simulate the growing domain during the AM processes [32, 42].
The implementation is done in CalculiX (a free and open source FE analysis code) [12]
with a structured mesh where elements are aligned with the (lumped) layers. Eight-node
linear cubic elements are used where mesh size is equal to the superlayer thickness
which is assumed to be S = 500 µm. This choice is motivated by the study conducted
by Zhang, Tong, and Harrison [42] where temperature histories for different degree of
layer lumping are compared. It is shown that the temperature response remains rea-
sonably accurate for a superlayer thickness of 480 µm for Ti-6Al-4V parts with typical
LPBF machine parameters. Typically, layer thickness for the LPBF process varies from
20–80 µm and in this study we use a representative value of 50 µm for real LPBF layer
thickness i.e., the superlayer is 10 times thicker than the real layer thickness. The newly
deposited superlayer is subjected to a uniform volumetric heat source Qv [W/m3] for the
heating time th . In accordance with Eq. (3.3), the finite element nodes associated with
the bottom surface act as heat sink, i.e., their temperature remains fixed at T0. The heat-
ing step is followed by a cooling step in which the newly deposited layer can cool for an
inter-layer time (ILT) td . The cycle of sequential heating and cooling repeats while the
thermal history of all previous heating/cooling steps influence the simulation of the next
step.

As mentioned earlier, the modeling principles presented by Chiumenti et al. [9] and
Neiva et al. [27] are used here which provides a basis for setting simulation parameters
th and Qv . The two key ideas presented by Chiumenti et al. [9] and Neiva et al. [27] are
as follows:

• Heating time th for a layer with area A equals the time that the laser would take for
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scanning that entire layer, i.e.,

th = A

hv
, (3.6)

where h is hatch spacing and v is laser scan velocity. Please note that by using this
definition, th is calculated for each super layer and it depends on the local part
geometry through layer scan areas.

• It is ensured that the total deposited energy matches that of the actual process.
Deposited energy per unit time is given by E = γP , where γ is the absorption coef-
ficient and P is laser power. Using this principle, the volumetric heat source term
can be calculated as

Qv = γP

Al
, (3.7)

where l is LPBF layer thickness.

Please note that the real LPBF layer thickness l which is different from the simulated
superlayer thickness S is used for calculating Qv in Eq. (3.7). This ensures that the in-
put energy is automatically scaled when using thicker lumped layers. It is demonstrated
by Chiumenti et al. [9] and Neiva et al. [27] that the described simulation scheme is capa-
ble of predicting the real physical temperatures recorded during the process as captured
using the thermocouples located as close as 2.5 mm away from the topmost layer.

Next, the ILT parameter used for cooling down between layer depositions needs to be
specified. As mentioned, S = 500 µm is used which is 10 times thicker than the real layer
thickness. Hence, as suggested by Zhang, Tong, and Harrison [42], the ILT should also be
scaled in order to compensate for the effect of large heat capacity of the superlayers. Peng
et al. [31] used a method where ILT for a thick layer is adjusted such that thermal decay
rates match with those of real-sized layers. However, the thermal decay rate varies at dif-
ferent locations within a part geometry which makes this estimation design dependent.
Moreover, the ILT for the real size layers also depends on multiple factors such as layer
area, scanning pattern, number of parts printed together inside the same chamber and
recoater speed. Therefore, as per the linear scaling suggested by Zhang, Tong, and Har-
rison [42] and Malmelöv, Lundbäck, and Lindgren [22], we choose to use an estimated
value of 100 s which is 10 times the typical recoater time of 10 s and later we discuss
the implications of this choice. The temperature-dependent properties of Ti-6Al-4V are
taken from Chiumenti et al. [9] covering the range from room to fusion temperatures and
shown in Figure 3.2. Finally, Table 3.1 lists the modeling parameters which are common
to all the shown results.

3.2.3. IDENTIFICATION OF OVERHEATING ZONES
Figure 3.3 illustrates the considered part geometry where dimensions and build direc-
tion are specified. The part dimensions are representative of a typical LPBF part. This par-
ticular design is chosen because of two key aspects. First, all overhanging features have
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Table 3.1: List of process parameters used for simulation of LPBF process.

P (W) 200
γ 0.45
v (ms−1) 1
h (mm) 0.14
l (mm) 0.05
S (mm) 0.5
T0 (◦C) 180
Ta (◦C) 25
hconv (Wm−2K−1) 10
ϵ 0.35

T [◦C]T [◦C]

T [◦C]

ρ
[k

g/
m

3
]

c p
[J

/k
gK

]

k
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/m
K

]

(a) (b)

(c)

Figure 3.2: Variation of temperature-dependent bulk properties of Ti-6Al-4V. (a) Density ( b) Specific heat and
(c) Thermal conductivity [9].
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Figure 3.3: (a) The part geometry chosen for analysis with typical LPBF dimensions. (b) 2D cross section with
overhangs marked with red lines.
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Figure 3.4: Three intermediate build instances with heat flux and sink boundary conditions represented by
vertical arrows and triangles, respectively. The horizontal arrows indicate that thermal history of all previous
heating/cooling steps are passed to the next simulation step.

the same overhang angle of 45◦, marked with red lines in Figure 3.3b. In fact, the design
is obtained by topology optimization method with overhang angle control as presented
by Langelaar [20]. For our purpose, we choose this design to investigate whether the
same overhang angle exhibits similar overheating behavior or not throughout the sam-
ple. Secondly, the design features do not change in the depth direction, i.e., the design
is simply an extrusion of the 2D design shown in Figure 3.3b. This allows for convenient
visualizations of temperatures fields as temperatures do not change in the direction of
depth when considering layer-by-layer simulations.

Figure 3.4 presents three intermediate build instances of this part where each new
layer addition is followed by a heating and cooling step, where the peak temperatures
occur at the end of the heating step. As explained earlier, heating time th varies as
per Eq. (3.6), while ILT td remains constant. Please note that in this model the ther-
mal history of all previous heating/cooling steps is stored and influences the next step.
Figure 3.5 shows typical variation of the temperature with respect to time for nodes lo-
cated at two different locations marked as A and B in Figure 3.3b. First, note that the
temperature first rises and reaches to a maximum when a layer is activated and then it
rapidly drops during the inter-layer time. Next, the temperature rises again when the
next layer is added. This phenomenon repeats until the final layer is deposited. Sec-
ondly, note that peak temperature attained at Point B is significantly higher than that at
Point A. This is due to the geometric features in the vicinity of Point B, which do not allow
for efficient heat evacuation, hence resulting in a higher peak temperature. Also, Point A
is located closer to the baseplate facilitating quicker heat evacuation. This suggests that
peak temperature value can be used as an indicator of overheating risk associated with
a geometrical feature.

Figure 3.6 shows the peak temperatures attained for the entire domain during the
build process. Please note that peak temperatures for different spatial locations may oc-
cur at different time instances during the simulation. It is evident that higher peak tem-
peratures are exhibited near the overhangs, indicating local heat accumulation. More-
over, the funnel-shaped geometries in the region labelled as D in Figure 3.6 exhibit higher
maximum temperatures than region labelled as C. This is in line with the experimental
observations reported in Adam and Zimmer [1] and Patel et al. [29] where LBPF spec-
imens exhibit local overheating in the vicinity of similar funnel-shaped features which
act as a thermal bottleneck. This map of peak temperatures is used for judging design
features for their heat accumulation behavior and referred to as the hotspot map. More-
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Figure 3.5: Variation of temperatures with respect to time for the node located at Points A and B in Figure 3.3b.
Temperatures are calculated using the described transient thermal model of the LPBF process.

over, although all features of the part have the same overhang angle of 45◦, the thermal
behavior in their vicinity is not similar. This implies that use of a purely geometric design
rule can be insufficient for avoiding local overheating.

It is important to note that in the actual AM process, the temperatures rise till the
melting point and then stabilize due to phase change with excess heat resulting in a
larger melt-pool. Therefore, some LPBF simulation studies put an upper limit on the
temperature to address this phenomenon, e.g., Badrossamay and Childs [3]. However,
for the reference model we choose not to use this concept and instead use the overshoot
of temperature as an indicator of heat accumulation tendency of the neighboring geom-
etry. It is still important to mention that the temperatures found using this model are
representative values and are not exact in-process temperatures, due to the simplifica-
tions already introduced in the presented reference model. However, the relevance of
the presented model for judging design manufacturability is demonstrated by the pre-
sented example where it is shown that peak temperatures detect overheating tendencies
associated with geometric features.

Finally, the computational cost associated with the presented reference model re-
mains significantly high due to the ever-growing analysis domain and the time integra-
tion to account for the transient nature of the problem. The model presented here is
discretized using 2.16 million elements leading to 2.22 million nodal degrees of freedom
(DOF) and the corresponding simulation time is 21 h 28 min 32 s. All computations re-
ported in this paper are done on a HPC cluster node with 20 cores. The computational
burden is still prohibitive for high-volume parts, interactive design iterations or integra-
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tion with design optimization techniques. Therefore, to further reduce computational
cost, additional physics-based simplifications are proposed in the next section.

3.3. THERMAL MODELING SIMPLIFICATIONS AND COMPARISON

METRICS
In total, six physics-based simplifications are presented in this section which are applied
in addition to the simplifications already existing in the reference model detailed in Sec-
tion 3.2. Section 3.3.1 discusses the influence of neglecting convective and radiative heat
losses. Also, the effect of neglecting temperature-dependent properties is investigated.
Although these simplifications have been applied in the literature, their impact in the
context of detecting overheating was never studied. In Section 3.3.2, an analytical solu-
tion for one-dimensional heat equation is presented which serves as a basis for intro-
ducing three novel simplifications. With each simplification, a slightly different hotspot
temperature field Tsim is obtained. Hence, to compare these with the reference hotspot
temperature field Tref, three comparison metrics are defined in Section 3.3.3.

3.3.1. INFLUENCE OF NEGLECTING CONVECTIVE AND RADIATIVE HEAT LOSSES
As discussed in Section 3.2.1 and described by Eqs. (3.4) and (3.5), heat is lost through
convection and radiation from the topmost layer. However, the relative importance of
heat losses through convection and radiation as compared to the conduction within the
part is still debated in the literature. Some studies present arguments in favor of ne-
glecting these losses [30, 32, 31], while others advocate for their inclusion in the thermal
modeling of the AM processes [9, 23]. A basic estimate can be made to quantify the ther-
mal losses due to each mode of heat transfer. The convective loss near the melt zone can
be estimated as

qconv = hconv(Tm −Ta) ≈ 2×104 W/m2, (3.8)

where Tm is the melting point of Ti-6Al-4V taken as 1604 ◦C and other parameters are
given in Table 3.1. Similarly, radiative loss can be estimated as

qrad =σϵ(T 4
m −Ta

4) ≈ 1.3×105 W/m2. (3.9)

Next, in order to compare, the rate of energy transfer within the part due to conduc-
tion, qcond can be estimated using a simplified version of Fourier’s law for one-dimensional
heat flow:

qcond ≈−k
∆T

∆x
, (3.10)

where ∆T is the temperature difference measured over a distance ∆x. The melt zone
is considered for making this estimation as the highest thermal gradients occur there.
Consequently, conductivity at the melting point is considered in Eq. (3.10). Due to ex-
tremely high thermal gradients and optical inaccessibility, it is extremely challenging to
accurately record actual temperatures near the melt zone. Nevertheless, available data
from the literature can be used to make an estimate. For example, empirical observa-
tions from Neiva et al. [27] reported a temperature difference ∆T = 1200 ◦C between the
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topmost point of the melt zone and a point located 2.5 mm below it, i.e., ∆x = 2.5 mm.
Putting these values in Eq. (3.10) gives |qcond| = 1.4×107 W/m2. Please note that these
are only rough estimates as heat fluxes continuously change with time-varying temper-
ature fields. Moreover, this estimation of qcond is an underestimation as even higher
temperature gradients are observed in the vicinity of melt zone by melt-pool simula-
tion studies [5]. Nevertheless, it can be observed from these estimates that indeed heat
losses through convection and radiation are orders of magnitude lower near the melt
zone than those by conduction, as argued by Paul, Anand, and Gerner [30]. Also, radia-
tion accounts for more heat loss than convection. The effect of neglecting one or both
of these loss terms will be studied. In the remainder of this paper, simplification by ex-
clusion of radiation is referred to as S1 and that for excluding convection is termed as
S2.

Another aspect that makes the PDE given by Eq. (3.1) nonlinear, and consequently
computationally expensive, is the temperature dependence of the thermal properties.
Hence, another simplification (S3) is considered where along with exclusion of convec-
tion and radiation, constant thermal properties are considered. Yang et al. [40] and Yang,
van Keulen, and Ayas [41] performed a calibration study and showed that use of constant
melting point properties are suitable when probing local temperatures near the heat de-
position zone. Hence, in simplification S3, constant values of ρ = 4200 kg/m3, cp = 750
J/kg K and k = 27.5 W/m K are used. Results for detecting hotspots and computational
gains achieved using these simplifications are reported in Section 3.4.

3.3.2. NOVEL SIMPLIFICATIONS MOTIVATED BY ONE-DIMENSIONAL HEAT

TRANSFER ANALYSIS

To gain fundamental insights in the nature of transient heat transfer phenomena rele-
vant to the LPBF process, a simplified case of one-dimensional heat transfer is consid-
ered and the analytical solution is presented for the boundary conditions analogous to
the reference model. The detailed derivation is presented in Appendix B while the fi-
nal solution and its implications are discussed here. A one-dimensional domain with
length L is shown in Figure 3.7a. The heat equation given by Eq. (3.1) can be simplified
for one-dimensional heat transfer as

1

α

∂T

∂t
= ∂2T

∂x2 , (3.11)

where x is position and α is the thermal diffusivity given by α= k/ρcp . Please note that
the temperature dependence of thermal properties has been neglected for simplicity and
constant values as given in Section 3.3.1 are used. First, a heating step is considered in
which the topmost point x = L is subjected to a heat flux Q analogous to the volumetric
heat source used in the reference model. Next, a heat sink condition is assumed at the
bottom, i.e., x = 0. To derive a more general solution, the sink temperature is specified
as Ts unlike the reference model where it was assumed same as the initial temperature
T0. These boundary conditions are given as

−k
∂T

∂x

∣∣∣
x=L

=Q, and (3.12)
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T (0, t ) = Ts for t ≥ 0. (3.13)

The initial condition is

T (x,0) = T0 for x > 0. (3.14)

The rod is heated for a time th followed by a cooling step in which Q = 0. Using the
method of separation of variables, the analytical solution is derived in Appendix B reads

Th(x, t ) = Ts +Th(L,∞)
x

L
+2

∞∑
n=1

(T0 −Ts

λn
− Th(L,∞)(−1)(n+1)

λ2
n

)
sin

(
λn

x

L

)
e−

λ2
nαt

L2 , (3.15)

where Th represents the temperature distribution during heating step and Th(L,∞) =
QL/k represents the steady-state temperature value at x = L whileλn = (2n−1)π/2. Next,
the rod is allowed to cool, i.e., the boundary condition given by Eq. (3.12) becomes

−k
∂T

∂x

∣∣∣
x=L

= 0, (3.16)

while the other boundary condition remains the same as given by Eq. (3.13). For this
case, the temperature distribution at the end of the heating step becomes the initial con-
dition, i.e.,

T (x,0) = Th(x, th) for x > 0. (3.17)

Again, the PDE given by Eq. (3.11) is solved and the solution for the cooling regime is
given as

Tc (x, t ) = Ts +2
∞∑

n=1

(Th(L,∞)(−1)(n+1)

λ2
n

(1−e−
λ2

nαth
L2 )+ T0 −Ts

λn
e−

λ2
nαth
L2

)
sin

(
λn

x

L

)
e−

λ2
nαt

L2 ,

(3.18)
where Tc represents the temperature distribution during the cooling step. A visual de-
piction of the derived equations is given in Figure 3.7 b where temperature variation for
the topmost point (x = L) with respect to time is shown. Below, the derived solutions
will be used to motivate three novel simplifications, aimed at further reduction of the
computational burden associated with the reference model.

OBSERVATION 1: TEMPORAL DECOUPLING

First, we focus our attention on the magnitude of the temperature drop that occurs in the
cooling phase between layer depositions, using the one-dimensional model. When this
drop is sufficiently large, a decoupling in time of deposition steps can be considered in
the process model. Recall from Section 3.2 that the peak temperatures at the end of the
heating step are used to construct the hotspot map. Hence, the temperature difference
between x = L and x = 0 is considered. This difference during the cooling regime is
normalized with the maximum temperature difference attained at the end of the heating
step. The normalized temperature difference T̂c (L, t ) for the topmost point then reads
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Figure 3.6: Contour plot for maximum temperature attained at each point of the part geometry during the
entire build simulation using the layer-by-layer reference model. The region labelled as D shows higher max-
imum temperatures than that near the region C, while both regions are in the vicinity of a 45◦ overhang.
The temperature scale spans from initial temperature T0 = 180 ◦C to the maximum value predicted by the
simulation.
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Figure 3.7: (a) one-dimensional domain with length L subjected to boundary conditions reminiscent to the
reference model, i.e., heat flux Q acts at x =L while bottom temperature is fixed at T =Ts . (b) Thermal history
of the topmost point (x = L) of the rod during a heating and cooling cycle.
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T̂c (L, t ) = Tc (L, t )−Ts

Th(L, th)−Ts
=

2
∑∞

n=1
1
λ2

n

(
e−

λ2
nαt

L2 −e−
λ2

nα(t+th )

L2
)

1−2
∑∞

n=1
1
λ2

n
e−

λ2
nαt

L2

. (3.19)

Please note that the sink temperature is assumed to be the same as the initial temper-
ature in accordance to the boundary conditions used for defining the reference model,
i.e., Ts = T0. It can be deduced from Eq. (3.19) that the cooling behavior depends on the
duration of the heating stage th and the characteristic time of the heat equation τ= L2/α.

Figure 3.8a,b show the variation of T̂c for a range of th and τ values, respectively.
These ranges are selected in the context of the LPBF process. For example, th is typi-
cally very short in LPBF considering a typical scanning velocity v = 1 m/s with a laser
spot diameter of 100 µm. Therefore, th = 10−3,10−2,10−1 s are selected to demonstrate
the effect of heating time. Similarly, parts as high as 300 mm can be built in LPBF ma-
chines giving τmax ≈ 104 s, assumingα for Ti-6Al-4V. Hence, this value is used along with
lower values to study the variation. Also, constant τ= 104 s and th = 0.01 s are used for
plotting graphs for varying th and τ, i.e., Figure 3.8a,b, respectively. The infinite series
in Eq. (3.19) is converging and n = 104 is found to be sufficient. Both graphs show that
a slower cooling is observed as th or τ increases. The graphs are shown for the first 10
s of cooling which is close to typical ILT values used in LPBF [25, 42, 31]. The crucial
observation here is that in both graphs the topmost point cools down to approximately
10–20% of its highest temperature value in this time frame. This suggests that topmost
point cools down to an estimated value of 150–300 ◦C assuming Tm as the highest tem-
perature.

It is noteworthy that this finding is based on the simple one-dimensional model
which assumes a constant conductivity throughout the domain. However, in the real
three-dimensional setting, there could be local zones of lower conductivity near the
topmost layer which would add to the heat accumulation and decrease the local cool-
ing rate. As described in Section 3.1, examples of such features are acute overhangs
and thin connections. Nevertheless, it is found that the findings based on this one-
dimensional model are in agreement with the experimental observations reported by
Neiva et al. [27] where thermocouples embedded inside an overhanging part recorded
temperatures during the build. It is shown that the part temperatures remain in the
range of 100–400 ◦C at different locations below the topmost layer when the pre-heated
baseplate temperature is at 100 ◦C. This suggests that the one-dimensional insights can
be extended to real parts. Another interesting observation made on the same data is that
the recorded temperatures increase with the height at which thermocouples are placed.
The effect of build height is also investigated by Mohr, Altenburg, and Hilgenberg [25]
and slower cooling is reported for increasing part height. As a qualitative comparison,
this is in accordance with cooling curves shown in Figure 3.8b, since τ∝ L2. It suggests
that the effect of build height and thermal properties can be combined as characteristic
time τ in order to study the cooling behavior. A more detailed quantitative comparison
between τ and cooling data will better establish this correlation. However, it is deemed
out of the scope of this paper.
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The observations from the one-dimensional analytical model and experimental data
from literature indicates that the ILT in the LPBF process allows for ample cooling be-
tween the layers. Moreover, it is also recommended as good manufacturing practice
to design process such that appropriate cooling happens between two successive lay-
ers [25]. This suggests that the previously deposited layers do not significantly affect
the peak temperatures recorded for the next layer. This enables decoupling the thermal
history of different layers from each other for peak temperature prediction, which essen-
tially means that each layer addition can be assumed to have an initial temperature equal
to the baseplate temperature T0. Peak temperatures attained this way would still capture
the local overheating associated with the geometrical features of the part. A schematic
representation of this idea is given in Figure 3.9a, where previous thermal history is not
transferred to the next layer addition. There are two major computational benefits asso-
ciated with this simplification. First, only simulation of the heating step suffices for cap-
turing the first peak temperatures for each layer. Second, heating steps associated with
every layer of the structure can be computed in parallel. The model which makes use of
this simplification is referred to as the ‘temporally decoupled model’ and represented as
S4. It is important to note that this model cannot capture the gradual heat accumulation
that may occur over layer depositions, as information about the thermal history is lost.
Nevertheless, it is found that features prone to local overheating can still be quickly and
adequately identified when making use of this simplification. Recall that these features
also contribute significantly to the gradual heat build-up that happens over the layers.

OBSERVATION 2: SPATIAL DECOUPLING

Another useful observation is made by focusing on the relationship between the peak
temperature at the end of the heating step T h(L, th) and domain size L. This implies
substituting t = th , x = L and Ts = T0 in Eq. (3.15) which gives

Th(L, th) = Ts +Th(L,∞)
(
1−2

∞∑
n=1

1

λ2
n

e−
λ2

nαth
L2

)
. (3.20)

This relationship is pictorially presented in Figure 3.10 for three different heating
times. It is evident that there exists a saturation domain length Ls and increasing the do-
main size beyond this value has no effect on the peak temperatures. This phenomenon
is characterized by the exponent term in Eq. (3.20) which constitutes the Fourier num-
ber given as Fo = αth/L2. Please note that Fo is reducing along the horizontal axis in
Figure 3.10 as L increases. It can be deduced from the graph that the saturation regime
starts at Fo = 0.3 which is marked by the vertical lines. Physically, it implies that for a
given domain size L, thermal diffusivity α and heating time th , if Fo ≤ 0.3 then consid-
ering larger spatial domains will not influence the peak temperatures. It follows that the
corresponding saturation length is Ls= 1.82

p
αth .

In the context of LPBF modeling, this observation implies that during the heating
step, if the domain beyond Ls is discarded from the analysis, peak temperatures will not
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Figure 3.8: Variation of normalized cooling temperatures T̂ c with respect to time as given by Eq. (3.19) for the
considered one-dimensional rod illustrated in Figure 3.7a. (a) Plots for different values of heating time th for
τ= 104 s. (b) Plots for different values of characteristic time τ for th = 0.1 s.

Ls

Ls

Ls

(a)
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Figure 3.9: (a) Temporal decoupling: each new layer is assumed to be added at initial temperature T0 and
peak temperatures at the end of the heating step are used for preparing the hotspot map. This enables parallel
simulation of all the layer additions providing computational gains. In this model, no data is shared between
the simulations which is indicated by the horizontal broken arrows. (b) Spatial decoupling: only a relevant
sub-geometry is considered for transient thermal analysis. This simplification is applied in addition to the
temporal decoupling simplification introduced in (a).
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be affected. Although derived using the one-dimensional model, the idea can be eas-
ily extended to higher dimensions where low conductivity regions influence the peak
temperatures, only if they are present in the vicinity of topmost layer. Recall that tem-
perature dependence is neglected, and the value of thermal properties estimated at the
melting point are used for analytical derivation. However, since the highest value of α is
achieved at the melting point, this choice gives an upper limit for the saturation length.
Figure 3.9b shows an implementation of this idea, where the Dirichlet boundary condi-
tion given by Eq. (3.3) is now applied at a distance Ls below the heat source instead of
at the baseplate. This simplification will be applied together with the previously intro-
duced simplification of decoupling the layers in time. Hence, it is referred to as ‘spatially
and temporally decoupled model’ and represented as S5. The reduced domain size en-
ables further reduction of the computational cost.

OBSERVATION 3: STEADY-STATE RESPONSE FOR DETECTING OVERHEATING

It is well-known from the theory of heat conduction that lower conductivity regions in-
side a domain would influence the steady-state response of a thermal analysis [6]. Con-
sequently, a steady-state response can also be used for detecting regions of lower con-
ductivity within a given domain. The computation of steady-state responses is much
faster than a transient analysis which makes it an attractive option for quickly detecting
regions prone to overheating. In the context of the one-dimensional rod, substituting
t =∞ in Eq. (3.15), the steady-state temperature distribution along the length of the rod
is found as

Th(x,∞) = Ts + Qx

k
. (3.21)

This linear thermal profile is depicted in Figure 3.11a where x varies from 0 to L along
the vertical axis while temperatures are plotted along the horizontal axis. Another case
shown in Figure 3.11b considers that a subsection of the one-dimensional rod has lower
thermal conductivity than the rest of the domain. This is shown by the orange patch
at Location A. The steady-state temperature distribution for this case is computed and
plotted, where a higher thermal gradient is observed in the patch of lower conductivity.
Please note that also a higher steady-state temperature at x = L is found compared to the
case without the patch, indicated by the dotted line. This signifies that the steady-state
temperatures can also be used for identifying regions with lower conductivity which are
prone to overheating. In three-dimensional setting, examples of such features are acute
overhangs and thin connections which would create a local zone of lower conductivity.

However, the steady-state response should be cautiously used as it does not take into
account the proximity of low conductivity regions to the topmost point where the heat
flux is applied. This is illustrated in Figure 3.11c where the same low conductivity patch
is now situated at Location B and still causes the same increase in the steady-state tem-
perature at x = L. This implies that a low conductivity region situated far away from the
heat deposition zone has the same effect on the top temperature when situated close to
the topmost point, when analyzed using steady-state response. In context of the three-
dimensional parts, this is unrealistic as heat transfer phenomenon is transient and only
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nearby regions of low conductivity (e.g., acute overhangs, thin connections) would in-
fluence the thermal behavior near the melt zone. Therefore, in order to rectify this in-
herent limitation of steady-state analysis, only the domain close to the topmost layer
must be considered. Hence, this simplification is applied together with previously ex-
plained simplifications of temporal and spatial decoupling. In other words, instead of
performing a transient analysis in the spatially and temporally decoupled model shown
in Figure 3.9b, a computationally fast steady-state analysis is performed and the sim-
plified model which involves this approximation is referred to as ‘steady-state model’
represented as S6.

3.3.3. COMPARISON METRICS
To assess the ability of each proposed model to detect hotspots in a part, three differ-
ent comparison metrics are defined in order to capture different aspects associated with
overheating detection. Recall that reference and simplified temperature fields are re-
ferred to as Tref and Tsim, respectively. The first metric is defined as the percentage error
between the maximum temperatures recorded for both fields,

δ= max(Tsim)−max(Tref)

max(Tref)
×100 %. (3.22)

This quantity compares the intensity of worst overheating as predicted by the refer-
ence and the simplified models. It indicates how much the corresponding simplifica-
tion under/over-predicts as compared to the reference case. A positive δ signifies over-
prediction and vice versa. Please note that this quantity compares the absolute maxima
between two temperature fields without requiring that these maxima occur at the same
spatial point. Therefore, to assess the spatial similarity between two temperature fields,
the Jaccard index is used. This is a measure commonly used in the field of image recog-
nition for quantifying similarity between two images and is defined as the ratio of inter-
section and union between the two images [16]. For our case, first T is normalized using
max(T), i.e., T̂ = T/max(T), where T̂ indicates the normalized temperature field. Next,
the Jaccard index is defined as

J =
∑n

i=1 min(T̂ (i )
ref , T̂ (i )

sim)∑n
i=1 max(T̂ (i )

ref , T̂ (i )
sim)

×100 %, (3.23)

where T̂ (i )
ref , T̂ (i )

sim represent normalized temperature values for node i for the reference
and the simplified fields, respectively and n is the total number of nodes in the finite el-
ement analysis. A high Jaccard index implies that the overall temperature distributions
over the part are highly similar.

The third metric is defined for a qualitative comparison of two hotspot fields. A criti-
cal zone identification (CZI) map is defined which highlights the worst overheated zones
while suppressing the cooler, less critical, regions in a given geometry. This allows for
judging simplifications based on their capability of detecting the correct worst overheat-
ing locations while the actual temperature predictions might be significantly off. It is
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defined as the contour map of the normalized temperature field with four contour lev-
els, here chosen at 50%,70%, 80% and 90% of the maximum temperature in the field.
Using this, different design features can be identified from least to most critical in terms
of overheating.

Finally, in order to quantify the degree of computational gain achieved by a simplifi-
cation, a gain factor is defined as

η= t c
ref

t c
sim

, (3.24)

where t c
ref and t c

sim are the wall-clock times for completing the reference and simplified
analysis, respectively.

3.4. NUMERICAL RESULTS AND DISCUSSION
To illustrate the validity of the proposed simplifications and discuss the associated im-
plications, hotspot maps for the part shown in Figure 3.3 are generated using simplified
models. For ease of visual comparison, all hotspot fields are presented in Figure 3.12
along with corresponding CZI maps. Simulation times and calculated comparison met-
rics are listed in Table 3.2 while the default simulation parameters are used from Ta-
ble 3.1. All computations are performed using 20 cores on a HPC cluster. Discussion
about each simplification is presented in the same order in which simplifications were
introduced in Section 3.3.

3.4.1. HOTSPOT MAP WITHOUT CONSIDERING CONVECTIVE/RADIATIVE HEAT

LOSSES
To compare the relative importance of convection and radiation heat losses, two hotspot
maps are prepared. One by excluding radiation, shown in Figure 3.12c and other by ex-
cluding convection, shown in Figure 3.12e. All other simulation parameters remain the
same as in the case of the reference model, depicted in Figure 3.12a. The first observa-
tion is that neglecting convection or radiation leads to a conservative estimation of over-
heating zones. This is due to the fact that both convection and radiation contribute to the
thermal losses and hence lead to higher simulation temperatures, when excluded. Also,
as estimated, exclusion of radiation has a greater impact than exclusion of convection.
It is manifested by the fact that the maximum temperature attained by excluding radia-
tion is 22.4% higher than that obtained with the reference model, i.e., δ(S1) = 22.4%. On
the other hand, δ(S2) = 4.2% when convection is excluded from the analysis. Moreover,
when looking at the overall temperature distribution over the entire domain, the hotspot
map obtained considering radiation while neglecting convection is very similar to that
obtained using reference model. This is supported by the Jaccard index J (S2) = 96.4%.
Please note that even with exclusion of convection or radiation, the hotspot map still cor-
rectly predicts the funnel-shaped geometries as the worst overheating features. This is
also clear from the CZI maps shown in Figure 3.12b,d,f where the same features are iden-
tified as critical. Lastly, excluding radiation and convection provides marginal computa-
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tional gains of η(S1) = 1.06 and η(S1) = 1.03, respectively. The radiation boundary con-
dition is nonlinear and hence its exclusion provides a slightly higher computational gain.

3.4.2. HOTSPOT MAP WITHOUT CONSIDERING TEMPERATURE-DEPENDENT

PROPERTIES
The influence of neglecting temperature dependence of thermal properties is studied
next. The hotspot map presented in Figure 3.12g considers this simplification in addi-
tion to the simplifications of excluding convection and radiation. The thermal proper-
ties as listed in Section 3.3.1 are used for preparing this map. An interesting observation
here is that a significant heat accumulation is observed between the layers. This is indi-
cated by the temperature gradient that is seen in the build direction where the topmost
layers exhibit significantly higher peak temperatures than the reference model. Due to
this, the overall distribution of the peak temperatures over the domain is considerably
different from those found using the reference model. This difference is quantified by
J (S3) = 75.4%. Moreover, the maximum temperature is overestimated by δ(S3) = 19%.
Nevertheless, the funnel-shaped geometries are still detected as the worst overheating
zones, as shown in the CZI map presented in Figure 3.12h. The computational gain fac-
tor is found to be η(S3) = 2.1.

The observations made using these simplifications can be used for making appro-
priate modeling choices when investigating different aspects of the LPBF process. It is
shown here that the exclusion of convection, radiation and temperature dependence
halves the simulation time while correctly detecting design features responsible for se-
vere local overheating. However, if the aim of the simulation is to study the effect of
gradual heat accumulation during the build, for example as conducted by Jamshidinia
and Kovacevic [17], then using these simplifications might lead to overly conservative
fields and, thus, leading to false positives. This will become more critical in the case of
tall parts with high heat capacity and/or processes with short ILT. Therefore, suitable
modeling choices should be made.

3.4.3. HOTSPOT MAP WITH TEMPORAL DECOUPLING
Inspired by the observations from the analytical model, the simplification of decoupling
layer addition is studied. The hotspot map in Figure 3.12i shows the peak temperatures
obtained at the end of the heating step. The computations associated with each inter-
mediate layer addition are carried out in parallel and the hotspot map is prepared as a
post-simulation step. As discussed in Section 3.3, this simplification assumes constant
initial temperature T0 for each new layer addition. In other words, it assumes that the
part cools down to T0 between successive layer additions. Consequently, this simplifi-
cation cannot capture the effect of gradual heat accumulation which builds up over the
layers. In fact, this effect is opposite to the preceding case (S3) where gradual heat build-
up was overestimated. This is also evident by the fact that peak temperatures are under-
estimated here, as quantified by δ(S4) =−5.8%. Nevertheless, the hotspot map prepared
using this simplification yields result very similar to the reference case. This is evident
by comparing the CZI maps shown in Figure 3.12b,j which highlight same set of design
features. This is also quantified by high similarity between the two temperature fields
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with J (S4) = 89.9%. Lastly, a computational gain factor η(S4) = 85.2 is achieved where
thermal analysis takes only 15 m 7 s while the difference between peak temperature val-
ues δ(S4) remains less than 6%. Recall that reduction in wall-clock time is attributed to
the parallel simulation of each new layer addition and omission of the cooling step sim-
ulation between the layers. As mentioned, this model cannot capture the gradual heat
accumulated during the build which is inversely proportional to the ILT [25], and similar
precautions apply as mentioned for S3.

3.4.4. HOTSPOT MAP WITH SPATIAL DECOUPLING
As per the observation discussed in Section 3.3.2, the simplification of considering only
the thermally relevant domain during the heat addition step is applied and the result-
ing hotspot map is presented in Figure 3.12k. Recall that this simplification is applied
in addition to the simplification of decoupling in time, as shown in Figure 3.9b. The do-
main size for each new layer addition is calculated using the concept of saturation length
presented in Section 3.3.2. The resulting hotspot map is found to be very similar to the
one found using the concept of temporal decoupling (S4). This signifies that very small
additional errors are introduced when considering local domains instead of the full ge-
ometry. Reduction of the size of simulation domain provides a further improvement in
computational gain factor, which reaches 144.2.

3.4.5. HOTSPOT MAP WITH STEADY-STATE ANALYSIS
Next, use of computationally fast steady-state analysis instead of the transient response
is studied. The hotspot map shown in Figure 3.12m shows the obtained hotspot map
with steady-state peak temperatures. As expected, the temperature values are signifi-
cantly higher than those found using the transient analysis. Moreover, the overall tem-
perature distribution is also considerably different. These are quantified by δ(S6) =
65.3% and J (S6) = 74.8%. Nevertheless, the hotspot map found using steady-state anal-
ysis also identifies the correct critical zones of overheating, as observed in the CZI map
presented in Figure 3.12n. The analysis is completed in only 2 min 9 s with a computa-
tional gain factor of 600.

3.4.6. COMPARATIVE ANALYSIS
A pictorial representation of maximum percentage error δ and Jaccard index J obtained
using different simplifications is given in Figure 3.13a and computational gain factors are
plotted in Figure 3.13b. Please note that δ is a measure of difference between two fields
while J is a measure of similarity. Therefore, the simplifications which yield low δ and
high J signify higher conformance with the reference hotspot map. Upon comparison,
it becomes clear from Figure 3.13a that the analysis which includes radiation (S2) is more
accurate than the one which excludes it (S1). Also, the analysis with decoupled layers
(S4) and local domain (S5) are almost the same in terms of accuracy. Figure 3.13b high-
lights the considerable computational gains provided by the novel simplifications pro-
posed in this paper. Please note that these gains are achieved in part due to the parallel
processing, which becomes possible due to the proposed simplifications. The total pro-
cessing CPU times are also reported in Table 3.2 which presents the total computation
time used by all the processors. This also implies that the wall-clock time will directly
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Table 3.2: Comparison of maximum percentage error δ, Jaccard index J , simulation times and computational
gains for all simplified models. All computations are performed using 20 cores on a HPC cluster.

Model Description Wall-Clock CPU Time δ J η

Time

R: Reference case 21 h 28 min 20 h 52 min 0 100 1
S1: R-radiation 20 h 11 min 19 h 35 min 22.4 90.6 1.06
S2:R-convection 20 h 39 min 20 h 3 min 4.2 96.4 1.03
S3: R-(rad, conv, temp depend) 15 h 3 min 14 h 48 min 18.8 75.4 1.7
S4: S3+Temporally decoupled 15 min 13 h 20 min −5.8 89.9 85.2
S5: S4+Spatially decoupled 8 min 7 h 18 min −7.2 89.9 144.2
S6: S5+Steady-state model 2 min 1 h 25 min 65.3 74.8 599.3

depend on the number of processors used. Please note that even without using paral-
lel processing, the novel simplifications provide significant gains where the steady-state
model is still 15 times faster than the reference model when CPU times are compared.
To conclude, a summary of disadvantages or risk associated with each simplification is
presented in Table 3.3.

3.5. CONCLUSIONS AND FUTURE WORK
In this paper, first an established thermal model is used to predict the overheating be-
havior in an LPBF part. A representative part with a 162 cm3 deposition volume is con-
sidered which is simulated using 2.22 million DOFs. It is revealed that using purely ge-
ometric design guidelines might not be sufficient for avoiding overheating. It is shown
that even with the simplifications of layer lumping and simultaneous simulation of en-
tire layer deposition, the computational time is still prohibitive for quick manufactura-
bility assessment needed for efficient design modifications, process-parameter tuning
and optimizations. Hence, a total of six further simplifications are investigated, rang-
ing from omission of radiation and convection and use of constant material properties,
to novel simplifications involving temporal and spatial decoupling and ultimately the
use of localized steady-state responses. It is shown that in particular the three novel
simplifications provide very high computational gains. The results from the simplifica-
tions of temporal and spatial decoupling show that even after omitting the simulation of
the cooling step and reducing the computational domain size, these simplifications can
still provide crucial information about design features and their thermal behavior during
the LPBF process. Using these simplifications, the correct locations prone to overheat-
ing can be identified and error in maximum temperature prediction is less than 10%
when compared with the reference case. Moreover, the localized steady-state response
is shown to provide accurate qualitative information about the location of problematic
features while it is 600 times faster than the reference model. Note that this computa-
tional gain directly depends on the number of processors used.

The high computational gains achieved using simplified models makes them espe-
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Figure 3.10: Variation of peak temperatures attained at the end of the heating step with respect to domain size
L as described by Eq. (3.20). Three graphs are shown for varying heating time th and vertical lines are shown
for respective Fo = 0.3. First 10,000 terms of the infinite series given by Eq. (3.20) are considered for plotting.

Table 3.3: A summary of disadvantages associated with each simplification.

Model Description Disadvantage

S1: R-radiation Conservative prediction, risk of false positives
S2:R-convection Conservative prediction, risk of false positives
S3: R-(radiation, convection, Conservative prediction, risk of false positives
temp. dependent)
S4: S3+Temporally decoupled Thermal history lost, cannot capture gradual heat build-up
S5: S4+Spatially decoupled Thermal history lost, cannot capture gradual heat build-up
S6: S5+Steady-state model Qualitative indication only
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Figure 3.11: (a) Variation of steady-state temperature along the length of the domain as per Eq. (3.21). (b)
steady-state temperature with a patch of low conductivity located at A (c) steady-state temperature with a
patch of low conductivity located at B.
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(a) Reference case R: hotspot map (b) Reference case R: CZI map

(c) S1=R-radiation: hotspot map (d) S1=R-radiation: CZI map

(e) S2=R-convection: hotspot map (f) S2=R-convection: CZI map

(g) S3=R-(conv+rad+temp depend): hotspot map (h) S3=R-(conv+rad+temp depend): CZI map

(i) S4=S3+Temporal decoupling: hotspot map. (j) S4=S3+Temporal decoupling: CZI map

(k) S5=S4+Spatial decoupling: hotspot map (l) S5=S4+Spatial decoupling: CZI map

(m) S6=S5+steady-state analysis: hotspot map (n) S6=S5+steady-state analysis: CZI map

180 ◦C

1436 ◦C

180 ◦C

805 ◦C

180 ◦C

818 ◦C

180 ◦C

1032 ◦C

180 ◦C

906 ◦C

180 ◦C

1064 ◦C

180 ◦C

868 ◦C

0

0.5

1

Figure 3.12: Peak temperature plots, i.e., the hotspot maps for different simplifications are presented in (a), (c),
(e), (g), (i), (k) and (m) while the CZI maps for different simplifications are presented in (b), (d), (f), (h), (j), (l)
and (n). Sub-captions are provided to specify the respective simplifications.
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Figure 3.13: (a) Comparison metrics δ and J for judging the accuracy of the simplifications from the context
of detecting heat accumulation. Low δ and high J implies higher conformance with the reference case. (b)
Computational gain factors η for the simplifications.
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cially suitable for design optimization problems where several hundred design evalu-
ations might be needed for finding the optimized design. For example, integration of
simplified models with topology optimization techniques holds the promise to deliver
highly efficient designs which are also robust from the context of overheating. Typically,
design optimization methods make use of gradient information and it has been shown
by Van Keulen, Haftka, and Kim [38] that gradient computation for a transient analysis is
computationally much more expensive as compared to a steady-state analysis. Conse-
quently, the steady-state model which correctly identifies overheating zones is a perfect
candidate for integration with topology optimization, which is seen as the immediate
next step.

The layer-by-layer model used in this research cannot capture the influence of laser
scanning vectors on local overheating. Therefore, development of higher fidelity mod-
els which simulate laser movement and analysis of the generated thermal history for
identification of local overheating is seen as a future step. It is expected that the intro-
duced simplifications of temporal and spatial decoupling would remain valid for such
higher fidelity models. However, thorough investigation of their validity would still be
needed and seen as a possible research step. The thermal history also dictates the devel-
opment of residual stresses which cause deformations and even part failures. Therefore,
the possibility of extending simplified thermal models for capturing mechanical aspects
is a promising research direction. Another avenue of future research is to experimentally
validate the simplified models. For this purpose, a study is underway where the beam
design investigated in this paper is manufactured and a metallographic study is being
performed. The specimen will be cut and examined near the funnel shapes which are
identified as critical zones by the simplified models.
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4
CONTROLLING LOCAL

OVERHEATING IN TOPOLOGY

OPTIMIZATION FOR ADDITIVE

MANUFACTURING

A novel constraint to prevent local overheating is presented for use in topology optimiza-
tion (TO). The very basis for the constraint is the Additive Manufacturing (AM) process
physics. AM enables fabrication of highly complex topologically optimized designs. How-
ever, local overheating is a major concern especially in metal AM processes leading to part
failure, poor surface finish, lack of dimensional precision and inferior mechanical prop-
erties. It should therefore be taken into account at the design optimization stage. However,
including a detailed process simulation in the optimization would make the optimization
intractable. Hence, a computationally inexpensive thermal process model, recently pre-
sented in the literature, is used to detect zones prone to local overheating in a given part
geometry. The process model is integrated into density-based TO in combination with
a robust formulation, and applied in various numerical test examples. It is found that
existing AM oriented TO methods which rely purely on overhang control do not ensure
overheating avoidance. Instead, the proposed physics-based constraint is able to suppress
geometric features causing local overheating and delivers optimized results in a computa-
tionally efficient manner.

Parts of this chapter have been published in Controlling local overheating in topology optimization for additive
manufacturing, Structural and Multidisciplinary Optimization, 2022
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4.1. INTRODUCTION
The unprecedented design freedom offered by additive manufacturing (AM) techniques
makes them a promising option for fabricating highly complex and performant compo-
nents. However, AM processes suffer from specific limitations and, if overlooked during
the design stage, these limitations can cause various defects. Both these factors, i.e. in-
creased design freedom and the need to address AM limitations during the design stage,
make the design process for AM highly challenging. Topology optimization (TO) allows
for computational exploration of the design space while considering pre-defined con-
straints [5]. Hence, it has been universally recognized as the ideal tool for designing AM
parts [25]. There has been a significant research effort to integrate AM limitations within
TO schemes, with a strong emphasis on controlling overhanging features [27]. How-
ever, an important AM limitation, which is not yet explicitly addressed in the context
of TO, is that of local overheating or heat accumulation during the manufacturing pro-
cess. Recent experimental observations and better understanding of AM process physics
reveal that overheating is not uniquely associated to overhangs and dedicated analysis
of the local thermal history is needed to characterize overheating [1, 35]. The effect is
observed in both polymer and metal manufacturing. However, it is especially relevant
for the metal precision parts as operating temperatures are higher and overheating ad-
versely impacts the part quality. For this reason, we focus on Laser Powder Bed Fusion
(LPBF) which is the most prevalent metal AM technique and discuss local overheating in
more detail below.
.

The LPBF process involves selective melting of powder layers using laser beams as
a heat source. This means that heat flows from the newly deposited topmost layer to-
wards the baseplate. It is observed that whenever incident thermal energy is not trans-
mitted quickly enough to the baseplate, local overheating or heat accumulation occurs
[37, 29]. In the in-situ monitoring study conducted by Craeghs et al. [11], local over-
heating is characterized by an enlarged melt-pool observed near regions which obstruct
heat flow. Overheating leads to defects such as balling and dross formation, which com-
promise the surface quality of manufactured parts [12]. Moreover, local overheating can
adversely affect the micro-structural evolution, which has a significant impact on result-
ing physical properties [26]. Kastsian and Reznik [16] highlight that local overheating
can lead to undesired deformations, which cause re-coater jamming and, consequently,
in build failure. Lastly, Parry, Ashcroft, and Wildman [31] reported that local overheating
contributes significantly to residual stresses resulting into part distortions upon removal
from the substrate. The issue becomes even more relevant for precision components
with tight geometric tolerances [25]. Hence, considerations should be made for avoid-
ing local overheating at the design and process planning stage.

The factors causing local overheating can be characterized into three broad groups.
The first group is associated with the AM process parameters, e.g., scanning strategy,
scan velocity, laser power etc. As the input energy density depends on the process pa-
rameters, they have a significant impact on the local thermal history of the part [42]. The
second group is related to the thermal properties of the material used. For example, ma-
terial with high thermal diffusivity will facilitate faster heat evacuation as compared to a
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material with lower diffusivity. Finally, the third group is associated with the part design.
Geometric features which do not allow sufficiently fast evacuation of heat, cause local
overheating [12].

In this research, the main focus is on the aspects directly controlled by the part de-
sign, i.e. the relationship between part layout and its thermal behavior during the print-
ing process. In other words, we study the design-related factors that influence local over-
heating while assuming a constant set of process parameters and material properties.

The most common example of design features which cause local overheating are
down-facing or overhanging surfaces. In the LPBF process, a down-facing surface is
scanned with loose powder beneath it, instead of solid material. Due to lower (and non-
uniform) conductivity of loose powder as compared to the bulk material, the applied
laser energy is less effectively conducted towards the baseplate than in non-overhanging
regions, causing local overheating near the melt zone [12, 29]. Therefore, design guide-
lines related to overhang angles have been recommended, i.e. the angle as measured
between part surface and the baseplate should not be less than a critical value θcr which
typically amounts to 40◦–50◦ [9, 45]. However, a number of studies suggest that ther-
mal behaviour of an overhanging feature is not uniquely determined by the overhang
angle. As a consequence, geometric overhang control does not necessarily guarantees
overheating control. For example, [1] fabricated a Y-shaped specimen, for which dis-
coloration, which is an indicator of overheating, was observed near the top region of
an overhanging design feature. Although, the feature had a constant overhang angle,
the lower part of the overhang was free from overheating. A similar observation was
presented by [32], showing dross formation even when acute overhangs were avoided.
Finally, Ranjan et al. [35] presented LPBF thermal models and showed that the same
degree of overhang can result in different thermal behaviour, depending on the heat
evacuation capacity of other features in the vicinity. Hence, the geometrical approach
of using a unique critical overhang angle throughout the domain could be insufficient
for preventing overheating in some regions. On the other hand, using a single critical
overhang angle might be over-restrictive. In such cases, nearby features can facilitate
the heat conduction towards the baseplate and henceforth, a lower critical overhang an-
gle can be allowed. For example, it is well-known that for overhangs of limited length,
more acute overhang angles can be tolerated [29].

In the context of TO, multiple researchers have successfully integrated a geometrical
overhang constraint within TO procedures, for example, Gaynor and Guest [14], Lan-
gelaar [21, 20], and Van de Ven et al. [44]. These TO formulations tackle the issue as a
purely geometric problem and prevent overhanging features with an angle less than a
prescribed critical value. However, a TO method which could address the issue of over-
heating by directly taking into account the thermal evolution during the AM process,
would provide important advantages over existing geometric approaches.

Integration of a detailed AM simulation with TO is challenging as the computational
cost associated with detailed AM models is extremely high (see, for example, Denlinger,
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Irwin, and Michaleris [13] and Keller and Ploshikhin [17]). Therefore, there has been a re-
search interest in developing simplified AM models which capture essential AM-related
aspects and make it possible to address them in a TO framework. For example, Wildman
and Gaynor [47] coupled a simplified thermo-mechanical AM model with density based
TO for reducing deformations. For approximating the thermal history, a constant tem-
perature drop was assumed for each time step and therefore, the relationship between
part layout and its thermal behaviour was not captured. Next, Allaire and Jakabcin [3]
also integrated a thermo-mechanical AM model with the level set TO method in order
to minimize thermal stresses and deformations. However, it was reported that the asso-
ciated computational cost was very high. More recently, Boissier, Allaire, and Tournier
[6] coupled a simplified thermal model with a 2D level-set TO where scanning path op-
timization is performed. However, it is expected that the computational cost of such a
model remains high.

Alternatively, there is another category of AM-oriented TO methods where part de-
sign is considered fixed and supports are optimized considering structural and/or ther-
mal aspects [2, 52, 19]. Among these methods, [52] is most relevant for our purpose as it
integrates a transient thermal AM simulation with density based TO. As a simplification,
a slow laser velocity of 1 mm/s and thick layers of 1 mm were assumed. Still, the compu-
tational cost remained significantly high (5 minutes per iteration for 104 finite elements
in Matlab). Therefore, to the best of our knowledge, a TO method which focuses on lo-
cal overheating of AM parts and delivers optimized part designs within a practical time
frame is still lacking.

In order to address overheating within the context of TO, first an adequate AM pro-
cess model is required which can quickly identify design features that lead to overheat-
ing. In our previous study Ranjan et al. [35], a series of simplifications in thermal mod-
elling of the LPBF process was investigated along with their implications in the context
of detecting overheating. The most simplified model employs a steady-state thermal re-
sponse in a local domain close to the heat source. It was demonstrated that this model
can accurately capture overheating tendencies while providing very high computational
gains. Therefore, in this paper, the computationally inexpensive steady-state process
model presented by Ranjan et al. [35] is coupled with density-based TO. The robust TO
method presented by Wang, Lazarov, and Sigmund [46] is used and compliance min-
imization is considered. Throughout this paper, identified zones of local overheating
are referred to as ‘hotspots’ and hence, the simplified thermal model is referred to as
‘hotspot detection’ method. By including the hotspot information as a constraint, opti-
mized designs can be found with reduced overheating risks.

The remainder of the article is organized as follows. For self-containment, the con-
cept of hotspot detection following Ranjan et al. [35] is summarized in Section 4.2. For-
mulation of the novel hotspot constraint and a finite element (FE) based numerical im-
plementation is presented in Section 4.3. A quantitative relationship between overhang
angles and hotspot temperatures is established in Section 4.4, which is used to calibrate
the overheating constraint. Problem definition, integration of overheating constraint
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Figure 4.1: Detecting heat accumulation using slab-based analysis. (a) The geometry under consideration,
(b)–(e) Subsections of the geometry with the contour levels of temperature attained with a steady-state thermal
analysis. For each slab a heat flux is applied at its top, while its bottom act as a heat sink. Part-powder interfaces
Γ are insulated and denoted by magenta. The maximum temperature for each material point is recorded and
shown in (f), which is referred to as ‘hotspot map’ THS.

with topology optimization and preliminary results are presented in Section 4.5. Further
results obtained by investigating the effect of several key parameters are presented in
Section 4.6. A comparative study is presented in Section 4.7 where the novel TO method
is compared with an existing geometry based TO approach. The primary aim of this pa-
per is to introduce the novel TO method while thoroughly investigating the behaviour
of the optimization problem. For this purpose, we choose to discuss the idea in a 2D
setting for clarity and perform experiments for characterizing the influence of different
parameters. However, the formulation can be directly extended to the 3D setting which
is shown by a 3D numerical example presented in Section 4.8. Finally, conclusions and
future directions are given in Section 4.9.

4.2. SIMPLIFIED AM MODEL AND MODIFICATIONS FOR TO IN-
TEGRATION

4.2.1. HOTSPOT DETECTION
The 2D geometry shown in Figure 4.1a is used to explain the hotspot detection method.
It is purposefully designed to include overhanging features along with relatively thin sec-
tions, since these features are the most commonly known sources of overheating [26, 45,
12]. Note that all overhanging regions have identical overhang angle (θ = 45◦) so that
variation in their thermal response due to local conductivity of nearby features can be
observed, if any. Figure 4.1b–e represents different stages of the AM process when the
part is manufactured with a vertical build direction. It was shown in [35] that a compu-
tationally fast slab-based steady-state thermal analysis can capture hotspots under two
considerations: it leads to qualitative temperature field representing overheating risks,
and local domains (slabs) should be considered for analysis. A brief description of these
considerations is given below. For an in-depth discussion along with validation using
higher fidelity AM process models the reader is referred to [35].

The first consideration associated with the use of steady-state thermal analysis for
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hotspot detection is that the resulting temperature field no longer represents a quantita-
tive prediction of the actual temperature transients. Instead, it provides a representation
of the overheating risks associated with design features [35]. For integration with TO, an
overheating constraint needs to be formulated. Later, in Section 4.2.2, a normalization
scheme is introduced which facilitates the formulation of the overheating constraint.

The second consideration for using steady-state analysis is that a relevant local com-
putational domain must be considered, instead of the entire part. Steady-state analysis
provides information about the overall conductance of the entire domain that is con-
sidered. However, heat flow during the AM process is a transient phenomenon where
only features in the vicinity of the top layers are relevant for overheating. In order to
address this, we consider only a subset of the geometry near the topmost layer in the
intermediate build, as shown in Figure 4.1b–e. We refer to this subset geometry as slab
with slab thickness s. These slabs are defined such that subsequent slabs largely overlap,
see Figure 4.1c–e. The physical significance of slabs and motivation behind slab overlap
is provided later in Section 4.2.2.

A steady-state thermal analysis is performed on every slab with a heat flux applied
at the topmost surface, while the bottom surface acts as a heat sink. These boundary
conditions (BC) are inspired by the AM process, where the thermal energy is applied at
the topmost layer while the previously deposited layers and the thick baseplate acts as a
heat sink. Note that the temperature BC for the slab’s bottom surface is a choice made in
this study, while other options, e.g. flux-based BC, can also be investigated. Apart from
the most significant simplification of using a localized steady-state analysis, several ad-
ditional simplifications are used. Instead of simulating the actual laser scanning, we
assume the entire top layer is simultaneously exposed to the incident heat flux. The in-
terfaces between the solid and the powder, represented byΓ in Figure 4.1, are assumed to
be thermally insulated as conduction through powder is neglected. Also, convection and
radiation heat losses from the top surface are neglected. Furthermore, we do not con-
sider phase transformation and material properties are assumed to be temperature in-
dependent. These additional simplifications are commonly used in part-scale modeling
of AM processes in order to reduce the computational burden [50, 51, 33, 49]. A detailed
discussion about implications associated with these simplifications can be found in [35].

Under these assumptions, the 2D steady-state heat equation for each slab is given as

∂2T

∂x2 + ∂2T

∂y2 = 0, (4.1)

while the heat flux, insulated and sink boundary conditions are given as

−k0
∂T

∂y

∣∣∣
y=s

= q0, (4.2)

∂T

∂x
vx + ∂T

∂y
vy = 0 on Γ, (4.3)
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T (x,0) = T0, (4.4)

respectively. Here T (x, y) is the temperature field, T0 is the sink temperature, x and y
represent spatial coordinates within the slabs with origin located at left bottom, vx and
vy are the x and y components of the outward unit normal vectors on Γ, and k0 and q0

are thermal conductivity and input heat flux, respectively. The boundary value problem
given by Eqs. (4.1–4.4) is solved numerically using finite element analysis (FEA) and tem-
perature field T (x, y) is obtained for each slab, as shown in Figure 4.1b–e. Details on the
FEA implementation are given in the next section.

Subsequent slabs may overlap to a large extent. Consequently, every material point
is associated with multiple slabs. As a final step, the maximum temperature is obtained
for each material point from all slabs it is associated with. This temperature field is re-
ferred to as ‘hotspot map’ denoted by THS, and is plotted in Figure 4.1f. It can be seen
that relatively higher temperatures are found near the thin sections, at the overhanging
boundaries. This shows that the simplified model for overheating prediction is in agree-
ment with experimental observations [1, 43, 32]. It is noteworthy that although the con-
sidered geometry has a single overhang angle of 45◦, the thermal response varies based
on the local conductivity of the features in the vicinity of the topmost layer of an inter-
mediate build. This demonstrates that a computationally inexpensive thermal model
can be used for detecting overheating.

4.2.2. ADAPTATION FOR TO INTEGRATION: NORMALIZATION
The hotspot detection method is based on the physics of the AM process, unlike the
widely used purely geometrical overhang constraints. However, as discussed in Sec-
tion 4.2.1, the predicted temperatures are only a qualitative representation of the over-
heating risks associated with design features. Therefore, we propose a normalization
step which facilitates formulation of an overheating thermal constraint. For this pur-
pose, the steady-state thermal response from each slab’s geometry is compared with
that of a fully solid rectangular slab of same material and height, subjected to the same
boundary conditions. An example of such a slab is shown in Figure 4.2a. The solid slab
is subjected to a heat flux q0 at the top while the bottom acts as a heat sink. The rect-
angular geometry and the boundary conditions allow for an 1D analysis. Using Fourier’s
law of heat conduction, the temperature difference between top and bottom of this fully-
solid slab at steady-state is Nc =(q0s)/k0. The normalization is done as T̂ = T /Nc , where
T̂ and Nc are normalized temperatures and normalization constant, respectively. Note
that a rectangular slab with no void represents the best case scenario of unobstructed
heat flow. This essentially means that, for any given geometry, T̂ values close to 1 indi-
cate thermal behaviour similar to a bulk solid with no void, while higher values indicate
overheating with increasing severity. Figure 4.2b gives the normalized hotspot map T̂HS

for the geometry considered in Figure 4.1.

Apart from facilitating TO integration, there is another benefit associated with the
proposed normalization step. The normalized hotspot map becomes invariant of q0,
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Figure 4.2: (a) A fully-solid rectangular slab with the same thermal conductivity and boundary conditions as
the slabs during the hotspot detection. (b) The normalized hotspot map for the geometry shown in Figure 4.1.
Magenta boundaries indicate fully insulated part-powder interface.
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k0 and T0. However, the value of the slab thickness s influences the hotspot tempera-
tures. The selected slab thickness dictates which subset of the geometry will be included
within the slab and this has a direct influence on the normalized temperatures. It basi-
cally signifies the thermal interaction length κ up to which features significantly influ-
ence the heat flow at the newly deposited layer. In case of LPBF, this distance κ is sig-
nificantly larger than thickness of a layer and hence, subsequent slabs are defined with
large overlaps. In [35], the appropriate slab thickness is taken to be the characteristic
length1 which is given as

p
αth , where α is the thermal diffusivity and th is the heating

time for the layer. The heating time further depends on process conditions, e.g. layer
area, number of lasers, number of parts and their relative position in the build chamber
etc. In the context of TO, the design is not known beforehand and hence, it is difficult
to pre-determine the heating time. Thus, in this paper, we consider slab thickness as a
constant parameter for simplicity and will discuss in detail about the implications of this
choice in Section 4.6.1.

4.3. NUMERICAL IMPLEMENTATION

In this section, a 2D finite element (FE) implementation of the hotspot detection method
is presented which is subsequently used for formulating the hotspot constraint. The pre-
sented finite element implementation can be applied to any geometry. Here we choose
the geometry already considered in Figure 4.1 to explain the numerical implementation.
As a first step, an embedding domain is discretized with a structured mesh of bi-linear
four-node square elements, as shown in Figure 4.3. Next, an extra slab is added beneath
the part for emulating the thermal influence of the baseplate (shown in red color in Fig-
ure 4.3). We choose to keep the baseplate only as thick as a slab for simplicity. The
number of elements used to discretize the part in x-direction and y-direction are rep-
resented by nx and ny , respectively. The number of elements required to discretize a
slab in the y-direction is ns . In Figure 4.3, ns is arbitrarily chosen as 2 as an example. A
slab numbering scheme is introduced in Figure 4.3, that starts from the baseplate slab.
The second slab is defined by shifting the first slab by one element in build direction
(indicated by y axis). The process continues until the topmost, i.e. the mth slab, where
m = ny +1. It is evident from the choice of boundary conditions that for the steady-state
thermal analysis, maximum temperatures are attained always at the top most nodes of
any given slab. Consequently, this procedure of defining subsequent slabs ensures the
detection of any hotspots for the given mesh resolution, since every node in the part ge-
ometry is at the top of a slab.

We aim to integrate the hotspot detection method with a density-based TO approach
[5]. A density variable ρ̃ ranging between 0 and 1 is defined for each element in order to
describe the layout of a design. As per the AM process, heat should only be applied to
the top surface where material is present. Therefore, following the classical approach,
we use a SIMP-inspired relationship [5] for scaling the elemental conductivity and heat

1For derivation of thermal characteristic length, readers are referred to e.g. Incropera and DeWitt [15].
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Figure 4.3: Discretization of an example geometry along with the baseplate into finite elements. A set of over-
lapping slabs is defined such that slab numbering starts from the bottom baseplate. Each slab is subjected to
a thermal loading, for example, loading for the topmost slab is indicated by vertical arrows.
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flux with the density as
ke = kmin + (k0 −kmin)ρ̃r

e , (4.5)

and
qe = q0ρ̃

r
e , (4.6)

respectively. Here, ke and qe are thermal conductivity and heat flux for Element e, re-
spectively. The exponent r represents penalization for an intermediate density and kmin

is introduced to avoid singularity 2. Using elemental values for conductivity and surface
flux, the global conductivity matrix G and thermal load vector Q are assembled for each
slab, following standard FE procedures [10]. Next, a set of discretized steady-state heat
equations given by

G(J )T(J ) = Q(J ) ∀ J ∈ [1,m] (4.7)

is numerically solved and nodal temperatures T(J ) are obtained for Slab J . Next, slab
temperatures are normalized with Nc i.e.

T̂
(J ) = T(J )

Nc
. (4.8)

It is noteworthy that Eq. (4.7) can be solved independently for each slab J = 1. . .m
and hence, temperature fields associated with all the slabs can be computed in parallel.

Recall that due to the considered boundary conditions and steady-state analysis,
maximum temperatures are attained only at the top most nodes of any given slab. There-
fore, as the next step, normalized temperatures for these nodes are collected in an array

T̂
Ω

, where Ω represents the design domain. Note that the array T̂
Ω

basically represents
the hotspot map information. Finally, if the maximum temperature in the hotspot map

is less than a critical value i.e. max(T̂
Ω

) ≤ T cr, the part layout is not prone to overheating
during AM. Determination of T cr is discussed in the next section.

The max operator is non-differentiable whereas a smooth operation is required for
calculating the sensitivities needed in TO. Therefore, a P-mean aggregation scheme is

used over T̂
Ω

for specifying the constraint as

f = 1

T cr

[
1

n

n∑
i=1

(T̂Ωi )P
] 1

P

−1 ≤ 0. (4.9)

Here, T̂Ωi is the i th member of array T̂
Ω

, P is the exponent used for defining P-mean and
n is the total number of nodes.3

2It can be worked out that different penalization exponents for conductivity and flux can lead to T̂ > 1 even for
a fully solid slab with uniform density, which is misleading. Hence equal penalization is preferred.

3Note that in Eq. (4.9), the P-mean is applied on the array T̂Ω which contains nodal temperature information
from all the slabs. Alternatively, using the property of partitioning for generalized means [8], it is equiva-
lent to do a two step aggregation where first the maximum for each slab is found, followed by finding global
maximum across all the slabs.



4

90
4. CONTROLLING LOCAL OVERHEATING IN TOPOLOGY OPTIMIZATION FOR ADDITIVE

MANUFACTURING

4.4. DEFINING CRITICAL TEMPERATURE USING A GEOMETRY-
TEMPERATURE RELATIONSHIP

It remains to determine a critical temperature T cr for the hotspot constraint. For this
purpose, we propose a calibration procedure where features known to be causing unac-
ceptable overheating issues are first analyzed using the hotspot detection method. Next,
the associated hotspot temperatures are used for setting up T cr. Here, we choose to use
overhanging geometries as they are the most commonly identified cause of overheating
[29]. It should be noted that this is not the only option and with advancing capabilities of
capturing in-situ experimental data, an empirical calibration can also be done. Finally,
it is important to note that by using overhangs for calibration purposes, our aim is not
to propose an overhang avoidance scheme. Instead, the method evaluates thermal be-
haviour of designs and avoids local overheating not necessarily linked with an overhang.
This distinction is further elaborated in Section 4.6 and 4.7.

Typically, a limiting overhang value θcr for an AM system is experimentally deter-
mined using benchmark geometries, see for example, Cloots et al. [9]. Here, AM system
refers to a combination of material and process parameters. This implicitly means that
the thermal conditions while fabricating overhangs with θ < θcr can lead to overheating.
We use a similar idea for calibrating the hotspot constraint. For this purpose, geometries
with overhang angles θ ranging between 30◦–60◦ with an interval of 5◦ are constructed
and subjected to thermal loading, using the slab-based analysis discussed in Section 4.3.
Figure 4.4 shows one of such geometry with a height that is equal to the slab height s
and thickness b. This mimics the situation when an overhanging geometric feature is
encountered within one of the slabs. The aspect ratio associated with this geometry is
defined as a = b/s. The temperature field normalized using Nc is shown in Figure 4.4 and
referred to as T̂C , where subscript C denotes its calibration functionality. Note that T̂C is
different from a hotspot map T̂HS, as the latter is found by combining T̂C from multiple
slabs. The maximum normalized temperature T̂ max

c occurs at the top left vertex of the
wedge, as shown in Figure 4.4. The minimum feature size, typically controlled in TO us-
ing filtering techniques, gives a lower bound for the thickness b while a constant value of
slab thickness s is selected before starting the optimization4. In practice, the minimum
feature size is determined based on the resolution of the manufacturing process that is
used to realize the TO design.

In Figure 4.5, T̂ max
c is plotted as a function of θ for selected aspect ratios a. A first

observation is that T̂ max
c decreases with increasing overhang angle θ, for a constant a

value. This signifies higher overheating for more acute overhangs. Next, for a constant θ,
T̂ max

c increases with increasing aspect ratios, ranging from a = 0.1 until it saturates near
a = 4. Note that the slab thickness s remains constant during the optimization while
thickness b varies for different features during design iterations. This implies that the
range of a from 0.1 to 4 corresponds to increasing b. Also note that the width of the top
surface, which is subjected to the heat flux, increases with a higher b value. Hence, the
increase in T̂ max

c with a is an artefact caused by the fact that an entire layer is assumed

4More details about selection of slab thickness in Section 4.6.1.
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Figure 4.4: Normalized temperature field T̂C obtained by subjecting an overhanging geometry to heat flux on
the top surface with the bottom as heat sink.
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Figure 4.5: The variation of maximum normalized temperatures T̂ max
c with respect to overhang angles for

selected values of aspect ratios a = b/s.
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to be exposed to heat simultaneously while a concentrated heat load is used in the real
process. The true heat load will depend on the scanning strategy, and the chosen model
constitutes a worst-case situation, hence guarantees overheating prevention. Therefore,
T cr is set as T̂ max

c obtained for θcr and minimum aspect ratio a = b/s, defined using the
selected minimum feature size and slab thickness.

4.5. INTEGRATION WTIH TO
The 88-line topology optimization Matlab code by Andreassen et al. [4] has been ex-
tended to incorporate hot spot detection. The method of moving asymptotes (MMA)
[41] has been used for optimization. Here, we used default MMA parameters for all the
results. An investigation into the influence of MMA parameters is considered outside
the scope of this study. The problem definition along with default TO parameters are
given in Section 4.5.1. In the remainder, the baseplate is located underneath the do-
main, defining the print direction with exception of Section 4.6.2 where various other
printing directions are studied.

4.5.1. PROBLEM DEFINITION
The primary focus of this section is to show the usability of the novel TO method with
hotspot constraint. Consequently, we restrict our discussion to linear elastic compliance
minimization with a volume constraint, using the SIMP interpolation scheme [5]. An ad-
ditional thermal constraint described by Eq. (4.9) is included to suppress design features
associated with overheating during the AM process. The complete problem is stated as:

min
ρ

: C (ρ) = uT Ku, (4.10a)

subject to (4.10b)

V (ρ)

Vo
− fo ≤ 0, (4.10c)

1

T cr

[
1

n

n∑
i=1

(T̂Ωi )P
] 1

P

−1 ≤ 0, (4.10d)

G(J )T(J ) = Q(J ) ∀ J ∈ [1,m], (4.10e)

Ku = f, (4.10f)

0 ≤ρ ≤ 1. (4.10g)

Here, C is the compliance, u and f are the arrays containing the global displacements
and nodal forces, respectively, K is the global stiffness matrix, ρ is the array of design
variables, V (ρ) and V0 are the total material volume and design domain volume, respec-
tively, and fo is the prescribed volume fraction. The meshing scheme as described in
Section 4.3 is used. The density filtering scheme described by Bruns and Tortorelli [7]
has been used to impose a length-scale and avoid checkerboarding. It gives the relation
between design variables and element densities as
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Table 4.1: Default parameters

Poisson’s ratio 0.3
SIMP penalization 3
Volume fraction fo 0.5
P-mean exponent P 15
Slab thickness s (mm) 12
Thermal penalization r 3
No. of iterations 400

b

180 mm

60 mm

Figure 4.6: The cantilever test case with a concentrated load on the lower right vertex and fixed left edge. Build
orientation is considered in the direction of b which is normal to the baseplate, indicated by the green rectangle
underneath the domain.

ρ̃e =
∑

we,iρi∑
we,i

, (4.11)

where, ρ̃e is the density of an element e centered at position re and we,i is a weight factor
at position ri . The weight factor is defined using a linearly decaying distance function:
we,i = max(0,R − ||ri − re ||) with filter radius R. The sensitivity derivation for the novel
thermal constraint, see Eq. (4.9) or Eq. (4.10d), is given in Appendix C.

A cantilever design case is considered here for demonstrating the performance of the
proposed hotspot-based TO method. The design domain measuring 180 mm×60 mm is
shown in Figure 4.6 along with a concentrated load acting on the lower right vertex while
the left edge is considered fixed. The structural problem assumes plane stress condi-
tion for solving the 2D problem. For the thermal analysis, out-of-plane thickness has
no influence on the hotspot map. This is due to the fact that input heat flux is defined
per unit area and a layer-by-layer heat deposition is assumed. However, an out-of-plane
thickness of 50 mm is assumed for the theoretical calculation of slab thickness value, as
discussed later in Section 4.6.1. The optimization problem given by Eq. (4.10) is initi-
ated with uniform density of ρ = fo and filter radius R = 2 mm is used. Finite elements
of 1 mm×1 mm are used. Build orientation is indicated with b in Figure 4.6 and default
values of parameters are listed in Table 4.1.
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As explained in Section 4.3, a P-mean is used for estimating the maximum tempera-
ture. A P-mean typically underestimates the true maximum and the error decreases with
increasing P value. However, in our case a correct estimate of the maximum tempera-
ture is important since an overshoot beyond T cr indicates the risk of overheating which
defeats the purpose. Hence, an adaptive scheme suggested by Le et al. [24] is applied for
correcting the maximum found by the P-mean by scaling it with the true maximum. This
means that a scaling factorΨ is incorporated in the hotspot constraint given by Eq. (4.9)
as

f = ψ

T cr

[
1

n

n∑
i=1

(T̂Ωi )P
] 1

P

−1 ≤ 0. (4.12)

where Ψ is defined as the ratio of the true and P-mean maximum from the previous
iteration, i.e.

Ψ(I ) =
[

max(T̂
Ω

)(
1
n

n∑
i=1

(T̂Ωi )P
) 1

P

]I−1

, (4.13)

where I represent iteration number. Due account for the scaling factor ψ are made for
the sensitivity calculation. As discussed in Le et al. [24], this scheme can cause conver-
gence difficulties as Ψ changes in a discontinuous manner. Hence, the scaling factor Ψ
is adjusted only once every 25 iterations in a total of 400 iterations permitted for the opti-
mization. With this continuation scheme, numerical investigation reveals that P = 15 is
suitable for calculating the P-mean while still achieving desirable accuracy in predicting
the maximum values for the temperature constraint. Note that due to the utilization of
the scaling scheme which compensates for the error in prediction, P-norm can also be
used instead of P-mean which overpredicts the true maximum temperature.

4.5.2. TOPOLOGY OPTIMIZATION
The minimum compliance design without the hotspot constraint is shown in Figure 4.7a
which is referred to as the reference design with compliance as Cref1. The design ob-
tained with the hotspot constraint is shown in Figure 4.7b. It is observed that due to the
hotspot constraint, there is a tendency for avoiding the long overhangs present in the
reference design, which are expected to cause overheating. However, there is a high uti-
lization of intermediate densities for artificially meeting the hotspot constraint, which
is satisfied for the shown design. The measure of non-discreteness Mnd, as introduced
by Sigmund [38], is used to quantify this effect. A fairly high value of Mnd = 27.4% is
reported for the design shown in Figure 4.7b compared to the Mnd = 14.1% for the ref-
erence design shown in Figure 4.7a. The results presented here are for T cr calculated
using θcr = 45◦. It was also observed that the tendency of using intermediate densities
becomes more pronounced for cases with lower T cr or high θcr. This is due to the fact
that the constraint becomes more strict and presumably forces the optimizer towards
intermediate densities. Lastly, note that the compliance of the hotspot-constrained de-
sign is 1.13 times the compliance for the design without the hotspot constraint. This is
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seen as a compromise in compliance performance by activating the hotspot constraint
and thereby reducing the design freedom.

(a) C =Cref1, Mnd = 14.1%

(b) θcr = 45◦, C /Cref1 = 113%, Mnd = 27.4%, r = 3

(c) θcr = 45◦, C /Cref1 = 118%, Mnd = 25.1%, r = 9

Figure 4.7: (a) TO without the hotspot constraint (b) TO with the hotspot constraint (c) TO with the hotspot
constraint using higher thermal penalization exponent r = 9. The green rectangle at the bottom signifies the
baseplate. Default parameters listed in Table 4.1 are used while any variations are reported.

The default value of r = 3 is used for generating the design shown in Figure 4.7b.
Increasing it to r = 9 only marginally improves the discreteness of the result shown in
Figure 4.7c with Mnd = 25.1%. This is due to the fact that steady-state temperatures are
proportional to the ratio of heat flux and conductivity. Recall that conductivity ke and
flux qe were equally penalized for intermediate densities in Eq. (4.5) and Eq. (4.6), re-
spectively. This implies that intermediate densities are not explicitly penalized in the
current formulation as they do not significantly influence the resulting temperatures.

The high utilization of intermediate densities is a serious problem for fabrication.
Typically, a thresholding operation is performed to convert a density based TO result
into an STL file for printing. When converted to 0/1 using a threshold, a design with high
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non-discreteness might result in an STL file which does not meet the hotspot constraint
and exhibits overheating, defeating the purpose of the proposed TO method. Adding
Heaviside filter proved ineffective to lower non-discreteness. Hence, in order to solve
this issue, we use the robust TO formulation which is discussed in the next section.

4.5.3. ROBUST TOPOLOGY OPTIMIZATION

(a) C =Cref, max(T̂HS) = Tref, Mnd = 0.1%

(b) θcr = 45◦, s = 12 mm, C /Cref = 126%, Mnd = 0.3%

(c) θcr = 45◦, s = 12 mm, C /Cref = 120%, Mnd = 0.4%

0

Tref = 39.1

Figure 4.8: (a) Robust TO without the hotspot constraint. (b) Robust TO with the hotspot constraint on eroded,
intermediate and dilated designs (c) Robust TO with the hotspot constraint only on intermediate design.

In order to prevent the aforementioned problem of intermediate densities, the robust
formulation [46] is employed. It uses dilated, intermediate and eroded designs using
three projection thresholds η= 0.25, η= 0.5 and η= 0.75, respectively. The Heaviside
thresholding operation is given as

˜̃ρ = tanh(βη)+ tanh(β(ρ̃−η))

tanh(βη)+ tanh(β(1−η))
, (4.14)
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where ˜̃ρ is the projected density and ρ̃ is the filtered density obtained using Eq. (4.11).
For all the results using robust TO, ˜̃ρ represents physical density and R = 6 mm is used. β
is a parameter which controls the intensity of the Heaviside projection. In this study, β is
initialized as β= 1 and then doubled every 50 iterations till βmax = 64. For details about
this method, readers are referred to Wang, Lazarov, and Sigmund [46] and Sigmund [39].

Typically, the robust optimization problem is formulated as a min-max optimization
problem where the objective is calculated for all three projection designs. However, for
the case of compliance minimization, Lazarov, Wang, and Sigmund [23] showed that it
is sufficient to consider the eroded design only which results in reduced computational
cost for evaluating the objective. Hence, we use the eroded design for calculating the
compliance while the hotspot constraint, given by Eq. (4.10d), is initially implemented
on all three projected designs. The intermediate design found using the robust TO with-
out the hotspot constraint is shown in Figure 4.8a while that with the hotspot constraint
is presented in Figure 4.8b. The compliance for the reference design is referred to as Cref.
Once again, we present results for the commonly used θcr = 45◦ for the TO with hotspot
constraint. Hotspot maps superimposed on the optimized designs are normalized to a
common scale ranging from 0 to the maximum temperature obtained for the reference
design shown in Figure 4.8a. The long overhang in the top region of the design shown in
Figure 4.8a is identified as a source of severe overheating. It is observed that by using the
hotspot constraint material is redistributed such that this long overhang is avoided. Also,
the robust TO design is almost black and white with Mnd = 0.35%. Again, compliance of
the hotspot-constrained intermediate design is 1.26 times that of the design without the
hotspot constraint. Note that the design shown in Figure 4.8a becomes significantly dif-
ferent from that shown in Figure 4.7a due to the length scale considerations associated
with Robust formulation.

The robust method is generally used for providing robustness against the uncertain-
ties of the manufacturing process where the part boundaries might shift during fab-
rication. However, the targeted LPBF process offers high precision and STL files can
generally be printed with high accuracy. Hence, in the remainder we choose to apply
the hotspot constraint only on the intermediate design which is seen as the final re-
sult, while eroded and dilated designs are used for evaluating compliance and applying
the volume constraint, respectively. This offers another computational gain as hotspot
constraint has to be evaluated only once instead of three times. The result of this lean
robust formulation is shown in Figure 4.8c where the topology is very similar to that
shown in Figure 4.8b. Imposing the hotspot constraint only on intermediate design al-
lows for relatively higher design freedom and hence it reduces the compromise in per-
formance caused by the hotspot constraint. This is evident by the reduced compliance
value (= 1.2Cref) for the case where hotspot constraint is imposed only on the interme-
diate design. This formulation is found to be able to generate crisp designs with desired
overheating control. Hence, it is used for creating all the results presented in subsequent
sections.
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4.5.4. EVALUATION USING HIGH FIDELITY TRANSIENT SIMULATION

In order to further investigate the susceptibility of optimized designs to overheating,
they are subjected to a high fidelity transient LPBF simulation. The high fidelity sim-
ulation performs an FE analysis on the heat equation within a time integration and is
detailed in Ranjan et al. [35]. Consequently, time evolution of design’s thermal response
is determined for layer-by-layer material deposition with temperature-dependent ther-
mal properties while convective and radiative thermal losses are also accounted for. The
maximum temperature for each FE node is recorded across the entire history of the sim-
ulation and used for creating the corresponding hotspot map. The hotspot maps con-
structed from high fidelity simulations for the designs obtained with (Figure 4.8a) and
without (Figure 4.8c) the hotspot constraint are shown in Figure 4.9a and Figure 4.9b, re-
spectively. For a better comparison, a common temperature scale ranging from the sink
temperature of 180 ◦C to the maximum temperature found within both of the designs is
used. Note that no normalization is performed and the actual maximum temperatures
are reported. It is evident that the long overhang in Figure 4.9a causes severe overheating
leading to a peak temperature of 6708 ◦C. On the other hand, the maximum tempera-
ture for the design shown in Figure 4.9b remains at a much lower value of 1678 ◦C. This
high fidelity transient simulation which better mimics the LPBF process physics shows
that indeed the design found using hotspot TO is not susceptible to overheating, as com-
pared to that found using TO without any hotspot constraint. It is noteworthy that the
evaluation performed here simply compares the thermal behaviour of both designs us-
ing a high fidelity model and should not be seen as a validation of the actual tempera-
tures found by the steady-state model. For latter, readers are referred to Ranjan et al. [35]
where a quantitative comparison of the simplified model with high fidelity simulations
is presented.

4.6. PARAMETER STUDY

4.6.1. INFLUENCE OF HOTSPOT ANALYSIS PARAMETERS

In this section, we analyze the effect of various parameters associated with the hotspot
analysis on optimization results. There are a total of six parameters that are introduced
in this formulation, i.e. critical temperature T cr, slab thickness s, thermal penalization
exponent r , input heat flux q0 and the thermal conductivity of solid and void regions, k0

and kmin, respectively. Recall that the temperatures are normalized using Nc = q0s/k0,
hence the material property k0 and input flux q0 have no effect on the optimization
process. Also recall that due to this normalization scheme, temperatures are reported
relative to those obtained for a solid slab. Next, it was found that the relative value of
kmin with respect to k0 affects the optimization process. Extremely low void conduc-
tivity, such as kmin ≈ k0 ×10−10, leads to very high hotspot temperatures in an inter-
mediate slab where material is disconnected from the bottom heat sink. This causes
multiple thermal constraint violations leading to slow convergence. For this reason,
kmin = k0 ×10−4 is used for all the examples. This is also reminiscent of the fact that sur-
rounding powder has lower but finite thermal conductivity [36]. For the robust TO, it is
found that the thermal penalization exponent r has a negligible effect on the optimized
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(a) max. temperature near long overhang is 6708 ◦C

(b) Design found using θcr = 45◦ leads to max. temperature of 1678 ◦C

180 ◦C

6708 ◦C

Figure 4.9: Hotspot map obtained from high-fidelity LPBF transient simulation for designs found using (a) Ro-
bust TO without the hotspot constraint (b) Robust TO with the hotspot constraint. The high-fidelity transient
simulation considers temperature dependent thermal properties, convection and radiation and all simulation
parameters are taken from Ranjan et al. [35].

designs. This is because the physical density ˜̃ρ is driven towards 0/1 as optimization
progresses. The influence of the remaining two parameters is discussed in detail as they
significantly effect the resulting optimized design.

INFLUENCE OF CRITICAL TEMPERATURE

Recall that in Section 4.4 a numerical calibration step is used for determining T cr based
on a critical overhang value θcr and aspect ratio a, i.e. T cr = T̂C (θcr, a). Here a is the
ratio of minimum feature size b and slab thickness s. A relationship between b, η and R
is presented graphically in Qian and Sigmund [34] which, for our implementation with
η= 0.25 and R = 6 mm, leads to b = 6 mm. This further gives a = b/s = 0.5 for the default
value of s = 12 mm. This implies that the green curve in Figure 4.5 is used for decid-
ing critical hotspot temperatures. The results for θcr = 30◦,40◦ and 50◦ are presented in
Figure 4.10a, b and c, respectively. The critical temperatures found using the described
calibration process are T cr(30◦) = 4.1, T cr(40◦) = 2.5 and T cr(50◦) = 1.8 for the designs
shown in Figure 4.10a, b and c, respectively. The temperature constraints are met in all
hotspot TO implementations as the maximum hotspot temperatures remain lower than
the respective T cr. It can be seen that the hotspot occurring due to the long horizontal
overhang in the reference case, shown in Figure 4.8a, is avoided. Consequently, the max-
imum hotspot temperatures for the cases shown in Figure 4.10 remain much lower than
that obtained in the reference case Tref = 39.1. Also, as θcr increases or T cr decreases, dif-
ferent designs are found such that the maximum hotspot temperature is further reduced
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(a) C /Cref = 106%, max(T̂HS) = 4.09 < (T cr(30◦) = 4.1)

(b) C /Cref = 116%, max(T̂HS) = 2.49 < (T cr(40◦) = 2.5)

(c) C /Cref = 160%, max(T̂HS) = 1.78 < (T cr(50◦) = 1.8)

0

0

0

1.78

2.49

4.09

Figure 4.10: Designs and hotspot fields T̂HS obtained for the cantilever beam problem with critical temper-
atures T cr calculated using (a) θcr = 30◦, (b) θcr = 40◦ and (c) θcr = 50◦. All designs are obtained after 400
MMA iterations and max(T̂HS) denotes the maximum hotspot temperature of the corresponding sub-figure.
The thermal constraints were met for all hotspot implementations. The relative compliances of the hotspot
designs and reference case shown in Figure 4.8a are given by C /Cref.
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Figure 4.11: The variation of compliance with respect to the overhang angles used for defining the critical
hotspot temperatures. The compliances are normalized against that for the reference design shown in Fig-
ure 4.8a.

in accordance with the constraint. A green colored baseplate is added at the bottom of
the designs to indicate the build direction.

The variation of compliances for different critical overhang values is shown in Fig-
ure 4.11. It is observed that as θcr increases or T cr reduces, the constraint becomes more
strict and design freedom reduces. Consequently, the compliance of the correspond-
ing designs increases, as more material is dedicated to manage the temperature and
less freedom remains to improve structural performance. This is also highlighted by the
hotspot fields presented in Figure 4.10. For example, in the most strict case of θcr = 50◦,
hotspot temperature remains close to the critical value for most of the features. This
shows that the optimizer has to give a lot of priority in meeting the hotspot constraint
over improving compliance.

The optimization with hotspot constraint converges relatively smoothly for a prob-
lem involving constraint aggregation, as shown in Figure 4.12. However, convergence
requires more iterations when the constraint becomes more strict. Snapshots of density
fields are shown in Figure 4.12 for iteration number 50, 100, 150 and 300. Also, there is
an observable jump at iterations where β is doubled which disrupts the convergence.

Lastly, in order to examine the influence of the critical temperature on overhanging
features, the density fields of the optimized designs are presented in Figure 4.13 and the
actual overhang angles5 are superimposed on the designs. It can be observed that as
θcr increases, fewer features with acute overhang angle tend to appear. Also, note that

5In order to determine the overhang angles, the contour of the density field is created using a threshold of 0.5.
The contour points are joined and angles of connecting lines are calculated.
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Figure 4.12: Convergence behaviour for the cantilever case with hotspot TO implementations for θcr = 30◦,
40◦ and 50◦. The snapshots of intermediate designs are given at iterations 50, 150, 250 and 400 for θcr = 50◦.

(a) Standard TO, C =Cref (b) Hotspot TO: θcr = 30◦, C /Cref = 106%
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(d) Hotspot TO: θcr = 50◦, C /Cref = 160%
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Figure 4.13: Density fields of designs optimized for the cantilever beam problem using (a) Robust TO without
hotspot constraint (b)–(d) hotspot TO formulation with critical temperatures set using different θcr. All designs
are obtained after 400 MMA iterations. Overhang angles are geometrically determined and printed near the
respective overhanging feature.
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most overhangs are higher than θcr which suggests that hotspot-constrained TO leads
toward conservative designs. This is due to the consideration of worst case scenario of
simultaneous layer heating which leads to higher temperatures for thicker geometries,
as demonstrated in Section 4.4. As a consequence, the optimizer prefers θ > θcr in or-
der to meet the hotspot constraint for features which are thicker than minimum feature
size b. As a downside, this could lead to over-restrictive designs compromising the per-
formance while ensuring overheating avoidance. It is expected that a more detailed AM
model can address this issue.

Next, it is also observed that few overhangs with an overhang angle less than θcr, are
permitted in the final designs. These are marked in magenta (Figure 4.13) and referred
to as ‘benign’ overhangs. Recall that all presented designs meet the thermal constraint
which implies that for all benign overhangs, hotspot temperatures do not exceed the re-
spective T cr. Presence of geometric features which facilitate effective heat flow in the
proximity of the benign overhangs is identified as the cause for maintaining acceptable
temperatures. This allows for the benign overhangs to exist without violating the ther-
mal constraint. Another observation reveals that even short horizontal overhangs are
allowed, as indicated by red arrows in Figure 4.13b, c and d. It is known that difficulties
associated with manufacturing of flat overhangs increases with increasing length [29]
and hence, small flat overhangs can be thermally benign. The hotspot-based approach
naturally recovers this phenomenon without any explicit geometrical rule, which is one
of the advantages of a physics-based manufacturing constraint.

INFLUENCE OF SLAB THICKNESS

Until now, we used s = 12 mm for all the presented results. Next, in order to understand
the influence of s, we present results for s = 6 mm and 20 mm in Figure 4.14a and c, re-
spectively, along with slabs marked as magenta color boxes. For comparison, the design
for s = 12 mm is also shown in Figure 4.14b. They all are crisp and satisfy the respective
hotspot constraint. A close comparison of these designs reveals that slab thickness gov-
erns how the hotspot constraint influences the design freedom during the optimization,
which is explained in the subsequent paragraphs.

First, recall that T cr reduces with the aspect ratio a = b/s, as shown in Figure 4.5. This
implies that T cr slightly decreases with increasing slab thickness s making the hotspot
constraint more strict and hence, reducing the design freedom. However, there is an-
other more dominant effect of neighboring features influencing the local overheating,
which defines the influence of slab thickness on hotspot constraint. As a general under-
standing, a larger slab thickness would more likely include nearby geometric features
which could influence heat flow at the top of the slab. On the other hand, for small slab
thickness values, the thermal analysis domain remains small and the effect of neigh-
boring features on each other’s thermal behavior diminishes. It is found that hotspot
constraint can both increase or decrease design freedom with increasing slab thickness,
depending on the heat evacuation/obstruction capacity of nearby design features. Ex-
amples for both are discussed below.
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(a) s = 6 mm, θcr = 45◦, C /Cref = 132%

(b) s = 12 mm, θcr = 45◦, C /Cref = 126%

(c) s = 20 mm, θcr = 45◦, C /Cref = 139%

Figure 4.14: Hotspot TO designs obtained using (a) s = 6 mm (b) s = 12 mm and (c) s = 20 mm. The magenta
box represents the slab used for finding the design. The thermal influence of different neighboring features
increases with increasing slab thickness which could both reduce or increase the design freedom. The former
is explained by analyzing the thin funnel shaped feature marked with a red circle in (a) while latter is explained
by analyzing the presence of a hole, marked by the orange star in (b) and (c). The red arrow next to the hole
represent a converging feature leading to overheating while the green arrow denotes a diverging feature.
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First, consider a nearby geometric feature that helps in heat evacuation. A larger slab
would more likely encapsulate it, reducing the hotspot temperatures at the top of the
slab. This would result in a less strict hotspot constraint, thereby increasing the design
freedom. Contrary to this, a smaller slab excludes such a feature and thus faces a more
strict hotspot constraint. An example of this phenomenon are the small holes marked
by orange star signs in Figure 4.14b and Figure 4.14c. As the entire hole is included in a
single slab, the diverging feature near the lower half of the hole (marked by green arrows)
helps in dissipating the heat which would accumulate in the converging feature near the
upper half (marked by red arrows). In order to verify this, we subject the design opti-
mized with s = 20 mm (shown in Figure 4.14c) to a post-optimization hotspot analysis
with s = 6 mm. The hotspot map for s = 6 mm is shown in Figure 4.15a and it can be seen
that the small hole indeed violates the hotspot constraint, signifying that a similar hole
is less likely to appear for the case of s = 6 mm.

Next, consider a nearby geometric feature that acts as a thermal bottleneck. For ex-
ample, the funnel like shape in Figure 4.14a (marked by red circle) is a thermal bottleneck
but it does not violate the hotspot constraint with s = 6 mm. On the other hand, when
this design is subjected to hotspot analysis using s = 20 mm as a post-optimization step,
the funnel like feature violates the hotspot constraint, as shown in Figure 4.15b. Hence,
in this case, increasing the slab thickness would force the optimizer to avoid such a thin
funnel like feature, even though it might be beneficial for reducing compliance. Conse-
quently, designs with larger slab thicknesses show a tendency for having thicker mem-
bers since thin members can cause hotspots. An upper bound on member sizes can be
imposed if thicker members are not desired [22]. This second example shows that design
freedom can also reduce with increasing slab thickness. This varying influence on design
freedom is also responsible for the non-monotonic behaviour of design performances,
as observed in Figure 4.14.

These findings suggest that overheating avoidance cannot be guaranteed if the slab
thickness is much higher or lower than the thermal interaction length κ applicable for
the given set of process and material parameters. Therefore, an accurate estimate of κ is
crucial for obtaining feasible designs. For example, while considering Aluminium parts,
a larger κ would be more suitable than that for Ti-6Al-4V parts as thermal diffusivity of
Aluminium is higher. Similarly, a slow laser speed would allow for longer time spans for
thermal interactions, thus encouraging a higher value of κ. This implies that κ needs
to be determined on a case-by-case basis. In this context, the recent studies by Moran,
Warner, and Phan [30] and Yan et al. [48] present a methodology for estimating κ by us-
ing high fidelity transient thermal models. Ranjan et al. [35] used the analytical solution
for the 1D heat equation and showed that κ is characterized by

p
αth whereα is the ther-

mal diffusivity and th is the layer heating time. The parameter for heating time is further
estimated as th = A/hv , where A, h and v are layer area, laser hatch thickness and scan-
ning velocity, respectively. Using this, slab thickness s = 12 mm is estimated assuming
relevant process parameters and Ti-6Al-4V parts. This is used as a default value in the
remainder.
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(a) s = 6, T̂A = 2.3 > T cr(θcr = 45◦)=2.2

(b) s = 12, T̂B = 3.1 > T cr(θcr = 45◦) = 2.1

0

3.1

0

2.5

A

B

Figure 4.15: (a) Hotspot map for the design optimized using s = 20 mm but analyzed using s = 6 mm as a post
optimization step. Hotspot temperature at point A above the circular hole violates the hotspot constraint. (b)
Hotspot map for the design optimized using s = 6 mm but analyzed using s = 20 mm as a post optimization
step. Hotspot temperature at point B inside the funnel shape violates the hotspot constraint.

4.6.2. INFLUENCE OF PART ORIENTATION

In order to demonstrate the versatility of the method in different configurations, four dif-
ferent build orientations are considered. Based on the relative position of the baseplate
with respect to the part, these orientations are referred to as South/North/East/West.
The results shown in Figure 4.16 where build directions are also marked. In our imple-
mentation, the structural boundary conditions remain the same whereas the thermal
loading direction and boundary conditions changes according to the build orientation.
The problem definition along with all other optimization parameters remain the same as
in Section 4.5.3. Therefore, the result of robust TO shown in Figure 4.8a is used to com-
pare the compliance values. Results are shown for 400 MMA iterations and the thermal
constraint is met for all presented results.

The results for Figure 4.16c and d are only marginally different from the standard TO
result. This is also reflected in the fact that C /Cref values for these designs are close to
100%. On the other hand, designs shown in Figure 4.16a and b differ significantly from
the reference design. In particular, in the North orientation, a lot of material has to be
used near the bottom for avoiding the long overhang. This makes the optimization prob-
lem rather strict and a high value for C /Cref is found.
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(a) South: θcr = 45◦, s = 12 mm, C /Cref = 120%

b

(b) North: θcr = 45◦, s = 12 mm, C /Cref = 150%

b

(c) East: θcr = 45◦, s = 12 mm, C /Cref = 101%

b

(d) West: θcr = 45◦, s = 12 mm, C /Cref = 101%

b

Figure 4.16: Results for four different build orientations where vector b denotes build direction. These cases
are named as South/North/East/West based on the relative position of the baseplate (shown in green) with
respect to the part. Compliances relative to that of the standard TO design (shown in Figure 4.8a) are reported.

4.7. COMPARISON WITH GEOMETRY BASED TO METHOD

Another interesting observation is made by comparing hotspot TO design with that ob-
tained using a geometry-based AM-TO method. For this purpose, the cantilever prob-
lem is optimized using the overhang control method proposed by Langelaar [20] with
the same set of applicable parameters as used in Section 4.5.1. This method efficiently
prohibits overhanging features with θ < 45◦ in the optimized design. The obtained self-
supporting design is subjected to hotspot analysis with s = 12 mm as a post-optimization
step and the design along with its hotspot field is shown in Figure 4.17a. The same op-
timization problem is solved using hotspot TO with θcr = 45◦, s = 12 mm and the ob-
tained design with its hotspot field is shown in Figure 4.17b. Both fields are normalized
to a common scale for comparison. For this purpose, the max(T̂HS) of the hotspot field
shown in Figure 4.17a is used as a normalization factor. It is observed that the design
shown in Figure 4.17a has several funnel-shaped features which are identified as severe
hotspots with max(T̂HS) = 4.5 which is significantly greater than T cr (θcr = 45◦) = 2.1.
Note that all features satisfy the geometrical overhang design rule, resembling the sit-
uation reported in the literature where overheating is observed even after following the
overhang criterion [1, 32]. In contrast, the hotspot-based TO redistributes material in
such a way that these hotspots are avoided. Lastly, the compliance for the hotspot TO
design is found to be slightly higher than that for the geometry based TO.

It is demonstrated in Figure 4.17 that a geometry-based TO is insufficient for prevent-
ing local overheating as overhang avoidance does not necessarily ensure overheating
avoidance. Moreover,it is demonstrated in Figure 4.13 and discussed in Section 4.6.1 that
by virtue of neighboring features which facilitate heat evacuation, the hotspot-constrained
TO method allows for short acute overhangs without violating the hotspot constraint.
This is also in line with the experiences from LPBF practice [29].These advantages estab-
lish the superiority of the proposed hotspot avoidance scheme over TO methods which
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(a) C /Cref = 111.5%, s = 12 mm and Tref = max(T̂HS)

(b) θcr = 45◦, s = 12 mm, C /Cref = 120%

0 1
T̂HS/Tref

Figure 4.17: Comparison of hotspot fields for designs found by optimizing the cantilever problem using (a) AM
filter based TO [20] (b) hotspot-based robust TO. Discretization and other TO parameters are as mentioned in
Section 4.5.1.
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prohibit overhangs on a purely geometric basis.

A recent advancement in LPBF machines allows for in-situ control of input laser en-
ergy based on part geometry with the aim of reducing the possibility of overheating.
However, the control algorithms are presumably based on geometry based information
which might not be enough to guarantee overheating avoidance. Moreover such in-situ
control practices are currently in development stage and not a default feature of every
LPBF machine. Hence, designs which are less prone to overheating are still highly desir-
able.

4.8. EXTENSION TO 3D
Although the main focus of this paper is to thoroughly investigate the hotspot-based TO
in 2D setting, the extension to 3D also deserves attention and is, in fact, straightforward.
The formulation of the simplified LPBF model remains the same while the FE implemen-
tation is slightly altered to tackle a 3D case. For this purpose, the 3D TO implementation
from Liu and Tovar [28] is used as a basis and robust formulation [46], simplified LPBF
thermal model and hotspot constraint are integrated into the code.

In general, the critical overhang angle for a given LPBF system is experimentally de-
termined with printing wedge shaped geometries. These parts are simply an extrusion
of 2D shapes and provide information about degree of overheating due to the overhang-
ing angle of choice, see for example Cloots et al. [9] and Kranz, Herzog, and Emmelmann
[18]. Using the same logic, the procedure described in Section 4.4 is directly applied for
3D cases, where a critical temperature T cr corresponding to a θcr is determined.

For demonstration purposes, a 3D cantilever beam problem is considered, as shown
in Figure 4.18a and Figure 4.18b, where the surface shaded in green is assumed to be
fixed while a uniformly distributed load is applied on the right bottom edge. The prob-
lem is solved using both standard and hotspot TO. The domain is discretized using iso-
parametric cubic (side = 1 mm) 8-noded finite elements with tri-linear shape functions.
The design domain then requires 100, 50 and 50 elements in the x, y and z directions,
respectively.

The optimized design found using standard TO and hotspot TO are presented in Fig-
ure 4.18a and Figure 4.18b, respectively. Both designs are obtained after 150 MMA iter-
ations using a volume constraint of fo = 0.3 while the latter accounts for T cr(45◦) = 2.1
with a slab thickness s = 8 mm. We note in passing that the slab thickness is again cal-
culated in accordance with the characteristic length

p
αth where heating time th is now

computed using the layer area of the design domain. Similar to the observations in Sec-
tion 4.7, a sacrifice in compliance performance is made for ensuring manufacturability.
For comparing the thermal performances, hotspot fields associated with both designs
are presented in Figure 4.18c and Figure 4.18d which show that the long almost horizon-
tal overhang in standard TO design leads to severe overheating with max(T̂HS) = 16.8. A
section view shown in Figure 4.18e reveals the location of the maximum temperature.
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On the other hand, the design obtained from hotspot based TO maintains much lower
temperatures everywhere in accordance with the hotspot constraint. Figure 4.18f once
again depicts this hotspot field using its full range of temperature values to clearly show
the T̂HS distribution.

Regarding computational times, the scalability of the simplified LPBF model has al-
ready been shown in our previous work [35]. It was reported that the wall-clock time for a
real-size 3D part with 2.2 million nodes was in order of only few minutes. For the new 3D
TO example presented in this paper with approximately 0.8 million degrees of freedom,
each TO iteration takes approximately 3.5 minutes on a HPC cluster. The implementa-
tion has been done in Matlab R2020b and has not been heavily optimized/parallelized.
Nevertheless, this shows that the inexpensive steady-state analysis still keeps the 3D TO
problem computationally tractable.

4.9. CONCLUSIONS
This paper presents a novel TO scheme which addresses the issue of local overheating
in AM parts. A computationally inexpensive AM thermal model that utilizes localized
steady-state analysis for detecting hotspots is taken from the literature. It is demon-
strated that this simplified modeling approach captures the influence of local geometry
on heat evacuation during the AM process. This model is then integrated with density-
based TO. A thermal constraint is formulated using temperatures relative to a solid slab
with no void. It is shown through several numerical examples that the proposed method,
combined with robust TO formulation, can deliver designs that outperform standard TO
designs, when analyzed for local overheating behaviour during the fabrication process.
The use of steady-state analysis offers significant computational gain which makes it
possible to find optimal topologies within practical time-frames.

It is observed that geometry-based design rules do not ensure overheating avoid-
ance. Moreover, the proposed method allows for localized benign horizontal and acute
overhangs in optimized designs, enhancing the design freedom. As physics-based ap-
proaches capture relevant local conditions in a more realistic manner, their integration
with TO offers promising advantages. However, the model employed here invoke several
simplifications and still remains an approximate representation of the real process. Ef-
ficient integration of TO with more detailed models e.g. a transient thermal simulation
remains a challenge for future research. In this regard, a more detailed transient model
which e.g. accounts for laser movement, can also be considered. The main challenge of
integrating a higher fidelity AM model with TO is that of addressing the associated high
computational cost. Another important aspect is to develop a framework for estimating
slab thickness for a given set of material and process parameters, instead of relying on
(empirical) calibration.

A major AM issue is that of residual stresses and deformations which develop dur-
ing the part fabrication. There exists a strong relationship between the process ther-
mal history and resulting mechanical behavior. Hence, it is foreseen that the hotspot



4.9. CONCLUSIONS

4

111

x

yz

x

yz

(a) Standard TO, C =Cref (b) C /Cref = 220%, T cr(45◦) = 2.1, s = 8 mm

(c) s = 8 mm, max(T̂HS) = 16.8 (d) s = 8 mm, max(T̂HS) = 2.08 < (T cr(45◦) = 2.1)

(e) Section view with section at y = 25 mm (f) Hotspot field showing gradients within the design

0
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Figure 4.18: Result of a cantilever problem obtained using (a) standard TO (b) hotspot based TO implemented
in 3D. Both problems are solved for a volume constraint of fo = 0.3 and results are reported after 150 MMA iter-
ations. The hotspot based TO is carried out using T cr(45◦) = 2.1 and a slab thickness of s = 8 mm. The hotspot
fields are presented for (c) standard TO design (d) Hotspot TO design. A section view at y = 25 mm is presented
in (e) reveals the location of the maximum temperature. As (c), (d) and (e) use a common temperature scale,
the temperature distribution associated with hotspot TO design are not clearly visible in (d). For this purpose,
the hotspot field depicted in (d) is again presented in (f) with scale ranging between 0 and max(T̂HS).
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maps can also be used to identify problematic features from the context of deformations.
However, the idea needs thorough investigation which is seen as an avenue of future re-
search. Lastly, it was shown here that extension of the hotspot constraint to a 3D setting
is straightforward. This is also exemplified by Sinico et al. [40] where the method was
applied for TO of an industrial injection mold design. Experimental validation of 3D de-
signs using optical tomography based in-situ monitoring technique is currently under
investigation.
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5
A 3D TOPOLOGY OPTIMIZATION

METHOD AND EXPERIMENTAL

VALIDATION FOR CONTROLLING

LOCAL OVERHEATING IN AM

Overheating is a major issue especially in metal Additive Manufacturing (AM) processes,
leading to poor surface quality, lack of dimensional precision, inferior performance and/or
build failures. A 3D density-based topology optimization (TO) method is presented which
addresses the issue of local overheating during metal AM. This is achieved by integrating a
simplified AM thermal model and a thermal constraint within the optimization loop. The
simplified model, recently presented in literature, offers significant computational gains
while preserving the ability of overheating detection. The novel thermal constraint ensures
that the overheating risk of optimized designs is reduced. This is fundamentally different
from commonly used geometry-based TO methods which impose a geometric constraint
on overhangs. Instead, the proposed approach takes the process physics into account. The
proposed method is validated via an experimental comparative study. Optical tomog-
raphy (OT) is used for in-situ monitoring of process conditions during fabrication and
obtained data is used for evaluation of overheating tendencies. The novel TO method is
compared with two other methods: standard TO and TO with geometric overhang con-
trol. The experimental data reveals that the novel physics-based TO design experienced
less overheating during the build as compared to the two classical designs. A study fur-
ther investigated the correlation between overheating observed by high OT values and the
defect of porosity. It shows that overheated regions indeed show higher defct of porosity.
This suggests that geometry-based guidelines, although enhance printability, may not be

Parts of this chapter have been published in Overheating control in additive manufacturing using a 3D topol-
ogy optimization method and experimental validation, Additive Manufacturing, 2023
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sufficient for eliminating overheating issues and related defects. Instead, the proposed
physics-based method is able to deliver efficient designs with reduced risk of overheating.
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5.1. INTRODUCTION
The unprecedented design freedom offered by additive manufacturing (AM) is ideal for
fabricating performance optimized metal parts that are typically highly complex in ge-
ometry. Therefore AM has found extensive application in various industrial domains
such as automotive, aerospace, sports and biomedical [20]. Although beneficial, the in-
creased design freedom also makes the design process challenging and requires recon-
sideration of traditional design practices. Moreover, AM parts are typically utilized in
hi-tech industry where the design process is inherently complex. This aspect along with
the desire to capitalize on the increased design freedom, makes it advantageous to use
advanced computational design tools. Topology Optimization (TO) is one such compu-
tational design method which aims to find the optimal material layout for a given design
objective [5]. It is especially efficient for designing AM parts as it can address both func-
tionality and manufacturability in a mathematically rigorous setting. Due to this, the
potential of combining TO and AM has been recognized by both academia and industry
[21].

Although AM processes offer several key advantages over conventional methods, there
are certain manufacturing constraints which, if not addressed during the design stage,
could lead to inferior part quality or build failure [20]. One such constraint which has
been extensively studied within TO frameworks is that of overhang avoidance. Design
rules associated with overhang angles, defined as the angle between part surface and
horizontal base plate, have been empirically developed [24]. It is recommended that
the overhang angle should be higher than a certain critical value θcr, typically ranging
between 40◦–50◦ [11, 40]. Features with acute overhangs are difficult to fabricate for
both polymer and metal based AM processes, although the fundamental causes behind
the difficulty of their fabrication vary. For extrusion based polymer AM, such as fused
deposition modelling (FDM), the overhanging regions lack sufficient supports against
gravity. On the other hand, in powder based metal AM processes, such as Laser Powder
Bed Fusion (L-PBF), loose powder beneath an overhanging feature provides structural
support but the low and non-uniform thermal conductivity of powder does not allow for
proper heat evacuation [24]. This leads to severe local overheating which manifests itself
in form of defects, e.g. dross [8], inferior mechanical properties [25], increased surface
roughness [8] and/or build failure [16]. In this paper, we aim to investigate the issue of
local overheating and hence, in the remainder, we focus on the L-PBF process where this
is a critical issue. Note that in certain cases, for example [25], the heat accumulation over
the layers may have a positive effect such as in-situ heat treatment improving the prop-
erties. However, generally local overheating is associated with increased risk of defects
and therefore our focus is to reduce the amount of overheating. In this context, recent
advancements in L-PBF machines allows for in-situ control of laser power reducing the
risk of overheating. However, this feature is currently under development and not a de-
fault option. Hence, part geometries with low overheating risks are still highly desirable.

In the context of TO, a significant number of studies have been presented in litera-
ture which aim to integrate overhang avoidance within TO algorithms, see, for example,
Gaynor and Guest [14], Qian [29], Langelaar [19, 18], and van de Ven et al. [37]. These
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methods prohibit or penalize overhanging features less than the critical overhang angle
θcr during the optimization process, improving the manufacturability of the optimized
designs. For a detailed review of these and related methods, see Liu et al. [21]. These for-
mulations, referred to as geometry-based TO, use overhang detection for avoiding acute
overhangs under the assumption that geometric overhang control ensures printability.
However, recent experimental and numerical findings indicate that overheating can oc-
cur even after avoiding acute overhangs. For example, Adam and Zimmer [1] fabricated a
funnel shaped specimen in which overheating was observed in the form of discoloration.
Another specimen by Patel et al. [28] showed overheating induced dross. It is noteworthy
that specimens in both cases were free from acute overhangs. A recent numerical study
by Ranjan et al. [31] demonstrated that overheating behaviour associated with the same
overhang angle can vary significantly, depending on local thermal conditions. These
findings suggest that the relationship between overhang and overheating is not straight-
forward. Hence, a TO method which focuses directly on the issue of overheating will
offer significant advantages over geometry-based TO methods.

A detailed thermal L-PBF process model is required to capture the overheating issues
in a part during the additive fabrication process. It is well known that L-PBF process
models are computationally expensive (see, for example, Denlinger, Irwin, and Micha-
leris [12] and Keller and Ploshikhin [17]). Moreover, integration of such elaborate mod-
els within TO is especially cumbersome, as the simulation should be repeated for each
design iteration, and design sensitivities must be calculated in addition. Therefore, de-
veloping simplified AM models which can capture essential aspects of the thermal evo-
lution is of paramount importance, making it possible to integrate such models with
TO. This leads to the so called physics-based TO methods which incorporate to some
extent the physics of the AM process. Research presented by Amir and Mass [4] and Al-
laire et al. [3] are examples of such approaches, where self-weight of the manufactured
part is considered in a layer-by-layer manner, mimicking the real process. In the context
of overheating control, Zhou, Liu, and Lin [47] integrated simplified thermal AM sim-
ulation with density-based TO for finding optimal supports, while keeping the part de-
sign fixed. However, even with several simplifications, the computational cost remained
significantly high, even for a 2D implementation. More recently, Boissier, Allaire, and
Tournier [6] coupled a simplified thermal model with 2D level-set TO where scanning
path optimization is performed. Although it provides insights about influence of scan-
ning paths on temperatures, it is expected that computational cost remains high. In this
regard, the simplified model presented by Ranjan et al. [31] which used a localized slab
based steady-state thermal analysis is suitable for detecting overheating zones (hotspots)
at relatively low computational cost. Therefore, it has been integrated with density based
TO and the concept has been investigated in Ranjan et al. [30], where it is referred to as
hotspot TO. The aim of the present paper is to experimentally compare the overheating
tendencies associated with the hotspot TO design against those observed for the designs
obtained using other TO strategies. In this context, the ‘AM-filter’ method presented by
Langelaar [19, 18], which is an example of geometry-based TO, and standard TO without
any AM constraint are considered for experimental comparison. For the experimental
investigation, optical tomography is used to monitor manufacturing conditions during
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fabrication.

Optical tomography (OT) is an in-situ technique to monitor the L-PBF process and
detect overheating resulting from the heat accumulation. It is a camera-based mea-
surement technique for the observation of the thermal radiation over the process plane
while the laser beam scans the powder bed surface [44]. Deviations in the measured
signals can be derived from the OT images as implications of process anomalies where
internal defects can be formed in the manufactured products [26, 42]. The detection of
hotspots is of particular interest in this work for the comparison of different TO strate-
gies for avoiding overheating. Additionally, to the best of our knowledge, this is the first
research study where a physics-based TO method is experimentally validated using the
OT technique.

The remainder of the article is organized as follows. The physics-based hotspot de-
tection method and formulation of overheating constraint are presented in Section 5.2.
The simplified AM model which was previously presented in Ranjan et al. [31] and Ran-
jan et al. [30] is briefly summarized for completeness. Different TO strategies and the
test problem considered for comparing optimized designs are presented in Section 5.3.
The details associated with the experimental procedure are given in Section 5.4, while
the comparative results are presented in Section 5.5. Finally, discussion and conclusions
are presented in Section 5.6 and 5.7, respectively.

5.2. HOTSPOT DETECTION
Here, we first summarize our simplified L-PBF process model for detecting heat accu-
mulation. The model is taken from our previous study [31] where several simplifications
associated with thermal modelling of the L-PBF process were investigated in context of
detecting overheating. It was established that hotspot detection is possible by compu-
tationally inexpensive steady-state local thermal analyses near the heat source [31]. Al-
though the thermal fields in an actual L-PBF process are are more accurately predicted
with a transient thermal model, their integration with design optimization methods is
highly cumbersome as shown by [38], making it computationally intractable for real-size
3D parts. Consequently, the steady-state model which correctly identifies overheating
zones is a perfect candidate for integration with topology optimization.

The part shown in Figure 5.1a is used to demonstrate the simplified L-PBF thermal
model. This design results from an AM-filter geometry-based TO method [18]. We pur-
posefully choose this design for explaining the simplified model as it has several features
with overhang angles close to the threshold value of θcr = 45◦. Therefore, it enables a
close examination whether the same overhang angle leads to similar overheating be-
haviour. Figure 5.1c–f show subsequent stages of L-PBF fabrication where the part is
divided into a set of so-called slabs represented by yellow colored bounding boxes with
slab thickness s. These slabs are defined such that subsequent slabs largely overlap, com-
pare for example, Figure 5.1c and d. The section of the part inside a slab is subjected to
a steady-state thermal analysis where the top surface is subjected to a heat flux q0 (in-



5

122
5. A 3D TOPOLOGY OPTIMIZATION METHOD AND EXPERIMENTAL VALIDATION FOR

CONTROLLING LOCAL OVERHEATING IN AM

(a) (b) (c)120 mm

40
m

m

40 mm

(d) (e) (f)

(g) (h)

x1

x2

x3

s
s

s

s

s

0

max(THS)

Funnel shaped feature

THS

Figure 5.1: Simplified AM model for detecting heat accumulation using slabs [31]. (a) Part considered for ex-
plaining the method. (b) A solid slab used for obtaining normalized temperatures is shown with corresponding
temperature gradients. (c)–(f) Subsections of the geometry with contour levels of temperature attained with a
steady-state thermal analysis. For each slab heat flux is applied at its top (indicated by arrows) while its bottom
acts as a heat sink (indicated by black boundaries). Part-powder interfaces are assumed to be insulated. The
maximum temperature for each material point is recorded and the resulting maximum temperature field is
referred to as hotspot field THS which is shown from front (g) and back (h). The funnel shaped features which
lead to high normalized temperatures are indicated with red arrows in (g).
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dicated by red arrows) and the bottom of the slab acts as a heat sink (indicated by black
boundary). These boundary conditions are inspired by the L-PBF process where heat is
deposited from the top layer using a laser, while previously deposited layers and base-
plate act as a heat sink. A list of simplifications which are assumed in addition to the use
of localized steady-state analysis is given below:

• Laser scanning path is not considered for computational efficiency, following layer-
by-layer L-PBF modeling approaches [45, 31].

• Thermal properties are assumed to be constant and hence independent of tem-
peratures.

• Part-powder interface is assumed to be insulated as effective conductivity for pow-
der layer is reported to be around only 1% of bulk conductivity [33, 32].

• Phase transformations are not considered.

• Convective and radiative heat transfer from the top surface are not considered.

In order to verify the usefulness of the simplified L-PBF model, a brief comparison
is presented between thermal predictions of the simplified model and a higher-fidelity
transient L-PBF simulation later in Section 5.3.2. It shows that a model with these sim-
plifications can still correctly predict which design features are at the risk of overheating.
Additionally, a deeper and quantitative study of various modelling simplifications is pre-
sented in [31] where detailed rationalizations are provided about each of the above listed
simplification in the context of overheating detection.

Under these simplifications, the temperatures are calculated using the 3D steady-
state heat equation [15]. The partial differential equation (PDE) is solved numerically
using finite element analysis (FEA) and resulting temperature fields are shown in Fig-
ure 5.1c–f. The details on the finite element mesh for solving the thermal problems are
given in the next section. Due to the overlapping definition of slabs, every material point
is analyzed multiple times within different slabs, leading to multiple temperature val-
ues for each point. These temperatures depend on the local effective conductivity of
the neighbourhood and the maximum value attained for each point is attributed to the
overheating risk associated with that point. Due to the considered boundary conditions,
the maximum temperature for the steady-state thermal field always occurs at the top-
most layer of each slab. Therefore, temperatures found at the topmost layer from each
slab are assembled into a hotspot field for the given geometry. The hotspot field for the
considered geometry is shown in Figure 5.1g and h as seen from the front and back, re-
spectively. Note that all thermal fields are shown with a common scale ranging from sink
temperature T0 to the maximum value observed across all slabs.

It is noteworthy that the funnel like features, marked with arrows in Figure 5.1g, lead
to high temperatures even though they comply with the overhang design rule, yet their
thermal response is not uniform. A more quantitative analysis of the found hotspot field
is given later in Section 5.3.2, where hotspot fields for all topology optimized designs are
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compared.

As the above summarized L-PBF model is a simplified steady-state representation
of the thermal interactions during the process, the resulting predictions do not quanti-
tatively describe the actual temperature field during the process. Instead, they simply
give a qualitative indication about the overheating risk associated with different design
features [31]. In order to formulate an overheating constraint in TO, a threshold value
needs to be specified. Therefore, a normalization step is introduced where temperatures
from each slab are normalized against those found using a solid slab containing no void
with the same thermal properties and subjected to the same thermal boundary condi-
tions. An example of such temperature field is shown in Figure 5.1b. A solid slab with no
void represents the ideal situation of unobstructed heat flow. Thus, the hotspot temper-
atures normalized against such a solid slab quantify the heat accumulation tendencies.
This implies that the normalized temperature is dimensionless and values greater than
1 indicate overheating with increasing severity. Moreover, the normalized temperature
values are independent of the input heat flux q0, the sink temperature and the thermal
conductivity as the solid slab used for normalization has identical thermal properties
and is subjected to the same thermal boundary conditions.

The slab thickness parameter represents the thermal interaction length κ i.e. , the
distance up to which features influence the heat flow at the newly deposited layer. For L-
PBF, thermal interaction length is significantly higher than the layer thickness [27]. From
this observation follows that subsequent slabs overlap each other considerably. The slab
thickness value depends on material and process parameters. For example, a material
with lower thermal diffusivity is better modelled with thin slabs as compared to one with
higher thermal diffusivity. Alternatively, a slow moving laser would allow for more ther-
mal interaction time and hence, larger interaction distances. In [31], using an analytical
solution to the heat equation, it was shown that thermal interaction length can be es-
timated as κ = p

αth , where α is the thermal diffusivity and th is the heating time for a
given layer. The heating time for a layer further depends on a number of factors, e.g. ,
layer area, laser speed, number of lasers etc. More recently in [30], this concept was used
for determining slab thickness in context of TO and a detailed analysis was provided on
the influence of this parameter on TO results. In this paper, we used the same concept
to determine slab thickness and the methodology is summarized below for the sake of
completeness.

First, based on the building direction, maximum layer area A is determined for the
design domain which is then used for calculating heating time as th = A/hv , where h is
hatch spacing and v is scan velocity. The parameters used in this study are reported later
in Section 5.4. Next, based on the concept of thermal characteristic length, slab thick-
ness is calculated as κ = p

αth . The thermal diffusivity α is calculated using thermal
properties reported at melting point temperatures [2]. This is motivated by the findings
of [43] which showed that using an α value close to the melting point gives the best ther-
mal predictions when using temperature independent thermal properties.
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5.3. TOPOLOGY OPTIMIZATION
In this section, first the test problem considered for comparing different TO strategies is
introduced in Section 5.3.1. The mathematical formulation for TO is also presented here
and different TO algorithms considered in this paper are described. The physics-based
TO is explained in more detail than the other two more established approaches. Next,
the TO results for the test problem are presented in Section 5.3.2.

5.3.1. TEST PROBLEM AND TO APPROACHES
In this paper, we consider topology optimized designs using three different TO approaches,
i.e. , standard TO, hotspot TO (physics-based TO) and AM-filter TO (geometry-based
TO). As the main focus here is to analyze the overheating tendencies of different designs
during L-PBF fabrication, the discussion is restricted to the commonly used linear elastic
compliance minimization problem with a volume constraint which is a structural opti-
mization problem.

The standard density based TO approach using SIMP interpolation [5] scheme is ap-
plied as:

min
ρ

: C (ρ) = uT Ku, (5.1a)

subject to (5.1b)

V (ρ)

Vo
− fo ≤ 0, (5.1c)

Ku = f, (5.1d)

0 ≤ρ ≤ 1. (5.1e)

Here, C is the compliance, u and f are the arrays containing the nodal displacements
and forces, respectively, K is the global stiffness matrix, ρ is the array of design variables
assigned to FE elements, V (ρ) and V0 are the total material volume and design domain
volume, respectively, and fo is the maximum volume fraction allowed in the design do-
main. The optimization problem is initiated with uniform density of ρ = fo . The density
filtering scheme presented by [7] is used with filter radius R = 2 mm in order to control
minimum feature size and avoid checkerboarding. The Matlab 3D TO implementation
presented by [22] is used for solving this optimization problem while the method of mov-
ing asymptotes (MMA) is used as the optimizer [36].

A cantilever loading case is considered with a design domain with dimensions 120 ×
40 × 40 mm as shown in Figure 5.2. Here, a 40 N load is uniformly distributed over the
lower front edge while the back face (x = 0) remains fixed. The domain is discretized us-
ing isoparametric cubic 8-node finite elements with tri-linear shape functions with 120,
40 and 40 elements in x, y and z directions, respectively. All common TO parameters are
listed in Table 5.1. Note that Figure 5.2 only presents the design domain and the resulting
optimized cantilever beams are presented later in Section 5.3.2.
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Figure 5.2: The test problem used for creating optimized designs using different TO approaches.

In case of the physics-based TO, an additional constraint is formulated which is re-
ferred to as the hotspot constraint. It is added in the standard optimization problem
given in Eqs. (5.1) and its formulation is explained below. During physics-based TO,
each intermediate design is subjected to the hotspot analysis described in Section 5.2.
The structured mesh used for solving the structural problem is also used for the thermal
analysis. All normalized temperatures from the hotspot analysis are stored in an array
denoted as T̂. In order to avoid local overheating, it is required that the normalized tem-
peratures should not exceed a critical value T̂ cr, i.e. max(T̂)≤ T̂ cr. Note that the max
operator is non-differentiable whereas a smooth operator is required for calculating the
sensitivities needed in gradient based TO. Therefore, a P-mean aggregation is performed
over the array T̂ to define the hotspot constraint:

g =
[

1

nT̂ cr

n∑
i=1

T̂ P
i

] 1
P

−1 ≤ 0. (5.2)

Here, T̂i is the i th member of array T̂, P is the exponent used for defining the P-mean
and n is the total number of nodes considered. Recall that the maximum temperature
always occurs at the topmost layer of each slab, hence, only top nodes from each slab
are considered in the aggregation. The sensitivity derivation for the hotspot constraint
is presented in Appendix C.

For determining the critical normalized temperatures T̂ cr, a calibration step was pro-
posed in [30] which is used here. Typically, a critical overhang angle for a given L-PBF
system is determined by experimental studies [11, 40]. Here, an L-PBF system refers to
a combination of material and process parameters and such empirical studies basically
signify that the thermal conditions while manufacturing overhangs with an overhang an-
gle θ < θcr can lead to fabrication difficulties. In order to determine the critical overhang
angle for a system, it is a common practice to use a 2.5D wedge shape where a 2D wedge
with a certain overhang angle is simply extruded in the out-of-plane direction [11, 40].
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Table 5.1: Topology optimization parameters

Poisson’s ratio 0.3
SIMP penalization 3.0
Volume fraction fo 0.3
P-mean exponent P 15
Slab thickness s (mm) 12
No. of iterations 200

Initialize

Structural and
thermal analysis

Optimization
algorithm: MMA

Design Update Design Evaluation

Compliance
Volume constraint
Hotspot constraint

θcr

T̂ cr =max(THS)

(a) (b)

Figure 5.3: Schematic illustrating the hotspot TO framework and critical temperature calibration. (a) The steps
associated with the TO algorithm with additional hotspot analysis and constraint. (b) 2.5D wedge geometries
are used to determine associated T̂ cr with a particular θcr.

Following a similar approach for numerically determining T̂ cr, the calibration step pre-
sented for 2D wedges in [30] can be directly applied to 3D. Wedge-shaped geometries,
see Figure 5.3a, with varying wedge inclinations were subjected to hotspot analysis and
corresponding normalized hotspot temperatures were used as T̂ cr. It is worth empha-
sizing that this does not correspond to geometrically prohibiting overhanging features
less than a specific overhang angle, as it is done in the geometry-based approaches [19].
Instead, the thermal behavior associated with an overhanging feature is used to set the
hotspot temperature threshold. A schematic is shown in Figure 5.3 where the calibration
process is pictorially presented in (a) while (b) shows how the hotspot constraint is inte-
grated with the TO process. Using this calibration step, T̂ cr for three different values of
θcr, i.e. , 40◦, 45◦ and 50◦, are found to be 2.5, 2.1 and 1.8, respectively. These values are
later used in Section 5.3.2.

Next, it was highlighted in [30] that when a hotspot constraint is implemented in
combination with standard TO, this may result in designs with significant amount of in-
termediate densities. A design with high fractions of intermediate densities becomes
problematic for fabrication [5]. In order to solve this issue, the robust formulation pre-
sented by [41, 35] was used with R = 5 mm. Slab thickness s = 12 mm is used for all the
cases, calculated in accordance with the concept of thermal characteristic length using
the constant thermal properties of Inconel 718 at melting point.
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Figure 5.4: The optimized beam using standard TO outlined by Eqs. (5.1) with C = Cref. The highlighted red
region shows significantly long overhangs that are present in this design.

Lastly, the AM-filter TO presented by [19] is considered as an example of geometry-
based overhang control TO method. The method basically imposes a progressive layer-
wise filtering scheme during TO iterations which results in fully self-supported opti-
mized designs. In this regard, the basic TO problem remains the same as outlined by
Eqs. (5.1) while one additional filtering step is added. For the details of the mathemati-
cal formulation of AM-filter, readers are referred to [18, 19].

5.3.2. OPTIMIZED TO DESIGNS AND HOTSPOT FIELDS
In this subsection, all the topology optimized designs which are subsequently fabricated
and monitored using OT are presented. The density fields obtained from TO are post-
processed for visualization by extracting iso-surfaces with a threshold value of 0.5. As the
standard TO result is used as a benchmark for comparing compliances of the optimized
designs, it is presented first with compliance referred to as Cref. A comparison of hotspot
fields for all TO designs is presented in Section 5.3.2.

STANDARD TO
Figure 5.4 shows the optimized beam while a section view with a sectioning plane at
y = 20 mm is also given for clear visualization of inner features. The build direction (z)
is marked and it is evident that there is a long overhanging feature near the top region of
the design (marked in red). It is expected that fabrication of such a long overhang, with-
out any supports, will be extremely problematic due to excessive heat accumulation.
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Figure 5.5: The optimized design found using AM-filter [19] with C = 0.92Cref. It is evident the the method
ensures manufacturability by avoiding long overhangs, present in the standard TO design.

GEOMETRY-BASED TO FOR OVERHANG AVOIDANCE

The test problem given in Section 5.3.1 was optimized in the original paper by [19] and
the resulting design is presented in Figure 5.5. In order to clearly visualize the optimized
design, a section view at y = 20 mm is also presented. The method uses a structured
mesh with cubic elements leading to θcr = 45◦. It is evident that the AM-filter design is
free from the extensive overhangs present in the standard TO design and it is expected
that it can be realized without the need of any additional supports. Typically, inclusion
of additional process constraints into the TO process leads to reduced performance, i.e.
higher compliance (for this case). This is seen as a compromise between manufactura-
bility and design freedom. Between the standard and AM-filter TO designs, remarkably
the latter slightly outperforms the former. This has also been observed previously [19]
and is caused by potentially finding a better local optimum in combination with a reduc-
tion of intermediate density elements at the structural boundaries, due to the applied
filter. Lastly, as highlighted in Section 5.2, this design contains several funnel shaped
features, where the overhang angle is close to the limiting value, i.e. θcr = 45◦.

HOTSPOT TO

For the TO with hotspot constraint, three different values of T̂ cr are used based on three
values of θcr, i.e. , 40◦, 45◦ and 50◦. As presented in Section 5.3.1, T̂ cr for 40◦, 45◦ and 50◦
are found to be 2.5, 2.1 and 1.8, respectively. This leads to three optimized designs shown
in Figure 5.6 with T̂ cr used for 40◦, 45◦ and 50◦. In the remainder, these designs are re-
ferred to as HS XX, where XX denotes the overhang angle used for setting up T̂ cr. HS 40,
HS 45 and HS 50 are shown in Figure 5.6a–c while their section views are shown in Fig-
ure 5.6d–f, respectively. The HS 45 design is later compared with the AM-filter design as
both are based on θcr = 45◦ as threshold. The final compliances for HS 40, HS 45 and HS
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Figure 5.6: The optimized beam using hotspot TO presented in Section 5.2. These designs use three different
critical normalized temperatures and hence, are referred to as HS XX, where XX stands for the overhang angle
useed to set critical temperature. Using this nomenclature, designs shown in (a) HS 40 is found using T̂ cr =
f (θcr = 40◦) resulting in C = 2.3Cref (b) HS 45 is found using T̂ cr = f (θcr = 45◦) resulting in C = 2.6Cref (c) HS
50 is found using T̂ cr = f (θcr = 50◦) resulting in C = 3.2Cref. Section view with section at y = 20 mm are given
in (d) (e) and (f) for HS 40, HS 45 and HS 50, respectively.

50 are found to be C = 2.3Cref, C = 2.6Cref and C = 3.2Cref, respectively. The compliances
show an increasing trend with higher θcr or lower T̂ cr implying that a stricter constraint
leads to reduced design freedom and hence, a performance penalty. This was also previ-
ously discussed in [30]. Next to the restriction imposed by the hotspot constraint itself,
unlike the standard and AM-filter design, the hotspot TO process requires a robust for-
mulation. This results in additional restrictions on minimum length scale and solution
space [41]. The difference in mechanical performance is therefore expected. However
the primary focus on this paper is on the differences in thermal behavior during printing
between designs produced by the three TO methods, as analyzed below.

COMPARISON OF HOTSPOT FIELDS

This section is divided into three sets of comparisons between hotspot fields of the pre-
sented TO designs. The first set compares standard TO, AM-filter and HS 45 designs, with
their corresponding hotspot fields shown in Figure 5.7a–c. For sake of comparison, all
normalized temperatures are scaled between 0 and the maximum value obtained across
these designs which is found to be T̂ = 11.6 for standard TO. It is clearly seen that the long
overhang towards the back of the standard TO design leads to extremely high normalized
temperatures. Contrary to this, the other two designs remain significantly cooler, signify-
ing that both geometry and physics-based TO methods enhance printability. However,
since both AM-filter and HS 45 designs are at significantly lower normalized tempera-
tures compared to the standard TO, it is difficult to compare between Figure 5.7b and
c. Therefore, in Figure 5.7d–f, these two designs are shown again but with normalized
temperatures scaled between 0 and 4.2, which is the maximum value obtained for AM-
filter design. For the AM-filter design, the funnel like features which remain close to
the threshold overhang angle value of 45◦ lead to high normalized temperature values
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Figure 5.7: Hotspot fields obtained for (a) standard TO design (b) AM-filter design (c) HS 45 design. For the sake
of comparison, all three fields are shown with a common normalized temperature scale with values ranging
between 0 and maximum value obtained for these designs. For a closer comparison between AM-filter and HS
45 designs, same hotspot fields are presented again in (d) and (f), respectively, with normalized temperature
scale ranging between 0 and maximum value obtained between these two designs. The regions of AM-filter
design which violate the hotspot constraint with T̂ > T̂ cr(θcr = 45◦) are highlighted in (e). Lastly, individual
hotspot fields for HS 40, HS 45 and HS 50 designs are shown in (g), (h) and (i), respectively.

in Figure 5.7d. Note that the critical temperature found for θcr = 45◦ using the calibra-
tion step is T̂ cr = 2.1, which is used for defining hotspot constraint given by Eq. (5.2).
However, normalized temperatures for the AM-filter design exceed this value, signifying
that this design violates the hotspot constraint. The AM-filter design with regions which
overshoot beyond the T̂ cr = 2.1 are highlighted in Figure 5.7e. Compared to this, the
HS 45 design, shown in Figure 5.7f, remains below the highest value prescribed by the
hotspot constraint. Lastly, for presenting the thermal gradients within the hotspot TO
designs and highlighting the influence of T̂ cr, HS 40, HS 45 and HS 50 designs are shown
in Figure 5.7g, h and i, respectively. Here, normalized temperatures are scaled between 0
and the maximum value attained for each design. It is evident that short near-horizontal
overhangs which do not violate the hotspot constraint are allowed to exists in these de-
signs.
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EVALUATION USING HIGHER FIDELITY TRANSIENT L-PBF MODEL

In order to evaluate the thermal performance of different optimized designs and to ver-
ify the performance of the simplified L-PBF model, the three designs are subjected to
a higher fidelity transient L-PBF simulation based on a layer-by-layer deposition strat-
egy. Unlike the simplified approach, this model considers losses due to convection and
radiation. Moreover, variation of thermal properties with respect to temperature is also
considered. Details about the process parameters used for higher fidelity simulation can
be found in [31]. The material properties for Inconel 718 are taken from [2].

Following the same logic presented while discussing the simplified steady-state L-
PBF model, the maximum temperature is picked for each spatial point across all time
steps for preparing the hotspot field for each design. Figure Figure 5.8 shows the found
hotspot fields for the standard TO, AM-filter and HS 45 designs. In order to compare,
5.8(a), (b) and (c) present the results with common temperature scale ranging between
baseplate temperature and maximum attained for standard TO part. Regarding hotspot
location and relative intensity, the higher fidelity simulation results are in agreement
with those shown in Section 5.3.2 where the simplified model detected the worst hotspot
in the standard TO design. Next, in order to highlight the gradient within the part, 5.8(e)
and (f) show the temperature fields ranging between baseplate value and maximum ob-
tained for AM-filter and HS 45, respectively. Again, it can be observed that funnel shapes
for the AM-filter design are identified as hotspots with maximum temperature occurring
at same locations as predicted by the simplified steady-state model (see Figure 5.1g).
However, a deeper comparison between 5.8(e) and Figure 5.1g shows that overall spatial
distribution of hotspot temperatures is different when found using simulation with dif-
ferent fidelity. The primary reason for this discrepancy is the gradual accumulation of
heat that occurs as layers are deposited. A simplified steady-state model misses this as-
pect and hence only highlights the features which are responsible for local overheating.
Nevertheless, in context of TO, the simplified model is able to capture crucial worst-case
scenario information in an inexpensive manner, hence making it suitable for TO integra-
tion. Finally, using the higher fidelity simulation, it can be observed that HS 45 design
shows lowest peak temperature of the three designs.

5.4. EXPERIMENTAL PROCEDURES
The L-PBF experiment was conducted using an EOS M290 machine equipped with a
continuous fibre laser of maximum 400 W powder output. The feedstock powder used
was Inconel 718 powder supplied by Höganäs Germany GmbH, with particle size rang-
ing from 15 µm to 45 µm. The platform pre-heating temperature was set at 80 ◦C. The
process chamber was flooded with argon gas and the oxygen level was kept under 1000
ppm throughout the build process. The parts were built with 310 W laser power, 800
mm/s laser scan speed, 0.11 mm hatch distance and 80 µm layer thickness. This set of
parameters was previously optimized for nearly full density and high production speed.
A stripe scan strategy was employed with a stripe width of 10 mm and 0.12 mm overlap
between stripes. In each layer of the process, the laser scanning of the stripes is speci-
fied to traverse against the gas flow direction. The motivation behind this is to minimize
the chances of process by-products being directed by the gas flow towards the laser scan
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Figure 5.8: The hotspot fields obtained using higher fidelity transient LPBF simulation. (a) Standard TO (b)
AM-filter and (c) HS 45 designs are shown with fields ranging between a common scale for comparison. The
same designs are shown again from the back side with (e) AM-filter and (f) HS 45 designs hotspot fields ranging
between baseplate temperature and maximum value obtained within respective designs.

pathway. This is achieved using the option available in EOSPRINT 2.8 software named
as ‘flow optimization’. Another machine feature named as ‘downskin parameter settings’
allows to automatically regulate laser power near overhanging features for better control
of overheating. However, it was disabled for our experiments in order to clearly see and
compare the overheating tendencies in different design features.

Three separate build jobs were run with build chamber configurations shown in Fig-
ure 5.9. The first one is shown in Figure 5.9a and referred to as Build 1. It comprised
of five parts including the standard TO part, the three parts designed by the hotspot TO
method, and the AM-filter TO part. As seen in Figure 5.9a, the parts were placed close to
one another and occupy a large portion of the build area. It was found that the process-
ing conditions deviated for the parts that extended to the edges and corners of the build
plate. Similar observations have been reported in literature for other L-PBF systems [9,
13, 34, 46]. For the EOS M290 machine used in the present study, the lower bottom cor-
ner (close to powder overflow and gas outlet) and the top right corner (close to the gas
inlet and powder dispenser chamber) of the build area where the AM-filter part and the
HS-TO 40 reside (see Figure 5.9a) show re-occurrences of random hotspots throughout
the build height. This could lead to local overheating issues not strictly related to the
geometric layout of the part. Considering this, two more build jobs were run with two
selected parts, namely the AM-filter part and the HS 45 part, placed at the centre of the
build plate. These two are the most interesting samples in terms of overheating mon-
itoring as they provide a direct comparison between a geometry-based method and a
physics-based method. Note that, both relate to θcr = 45◦ with the former explicitly pro-
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Figure 5.9: Build layout for the three experiments with X , Y and Z representing the global co-ordinate axes for
the build chamber. (a) Build 1 comprising five parts: Standard TO, AM-filter, HS 40, HS 45 and HS 50. (b) Build
2 with two parts: AM-filter and HS 45 such that long edges for the parts are oriented at +15◦ with respect to X
axis. (c) Build 3 with two parts: AM-filter and HS 45 such that long edges for the parts are oriented at −15◦ with
respect to X axis.

hibiting overhangs lower than θcr while the latter uses the thermal conditions associated
with 45◦ overhang as a threshold for overheating. The second and third build, referred
to as Build 2 and 3, respectively, have different orientations between the part edges and
the re-coating direction, see Figure 5.9b and Figure 5.9c. This is motivated by the desire
of examining the influence of re-coater direction on the OT data.

The experiments were monitored by an EOSTATE Exposure OT (optical tomography)
system. The OT camera records near infrared radiations from the process area with an
sCMOS camera having a band-pass filter at 900 nm ± 12.5 nm. The sCMOS camera takes
a long exposure image of the entire build area for each layer of the process with each
pixel of the image corresponding to an area of 125 µm × 125 µm. Considering the build
area is 250 mm × 250 mm, there are 2000 × 2000 pixels in each OT image. All images
are stored in 16 bit format, hence the data ranges between 0 and 65535. Due to this,
this highest value of 65535 is used as a normalization parameter so that all OT values are
scaled between 0 and 1. The OT values from these images basically correspond to the in-
tegrated radiation over the period of time for each layer deposition. Hence, it is directly
related to the total radiated energy over time and is thus an indication for overheating
during the L-PBF process.

5.5. RESULTS
Figure 5.10 shows all the built parts in the Build 1 configuration where the long overhang
of the standard TO part is marked with an arrow. There are a total 500 layers in each part,
calculated as part height (= 40 mm) divided by layer thickness (= 0.08 mm). Each layer
is recorded as one OT image which, when piled on top of each other, leads to a 3D data
set with resolution of 2000 × 2000 × 500 voxels for the entire build chamber. Using the
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Figure 5.10: Image of built parts in Build 1 configuration. The red arrow indicates the long overhang in standard
TO part which caused recoater jamming. The thin wall in HS 40 design, marked with a red circle, fractured due
to recoater collusion.

known location of samples, data corresponding to every sample is first extracted. Recall
that each sample measured 120 mm × 40 mm × 40 mm and voxel size in x and y-axes is
125 µm while that in z-axis is 80 µm. It can be worked out that this leads to a resolution
of 960× 320× 500 voxels in x, y and z directions, respectively, for each sample. This gives
total 150 million voxels for each part. In order to conveniently visualize the 3D dataset,
a convolution operation is performed over each layer where 3 and 2 voxels are averaged
together in x and y-directions, respectively. This operation leads to a 3D dataset with 26
million voxels and makes it possible to easily visualize the obtained data. Note that this
convolution operation is done only for the 3D visualization purpose while all other data
analysis operations are performed on the non-convoluted data set.

The visualizations of 3D OT data is presented in Section 5.5.1. From the visualiza-
tions, it is found that the scanning strategy directly influences the OT values. This effect
is discussed in detail in Section 5.5.2. Lastly, the data is used for comparing the overheat-
ing tendencies of different designs and a quantitative discussion is given in Section 5.5.3.

5.5.1. DATA VISUALIZATION AND FIRST IMPRESSIONS

Figure 5.11 presents the 3D OT data fields obtained using the aforementioned convolu-
tion operation. The data is only shown for values ranging between 0.5 and 1 as lower
values are less significant and obstruct the visualization of critical hotspots. As the stan-
dard TO makes no consideration for the manufacturability of the L-PBF design, it is as
expected that some process issue would occur. In the experiment, the standard TO part
experienced severe overheating, which led to significant thermal distortion and collision
with the recoater. The build process was interrupted when a significant thermal distor-



5

136
5. A 3D TOPOLOGY OPTIMIZATION METHOD AND EXPERIMENTAL VALIDATION FOR

CONTROLLING LOCAL OVERHEATING IN AM

tion happened at the left edge of the TO part as the recoater was jammed at the raised
edge, as indicated in Figure 5.10. The building of the standard TO optimization was then
cancelled manually at a build height of 34.7 mm (layer no 433) and the building of the
remaining four parts continued. The 3D OT data field for standard TO design obtained
from Build 1 is shown in Figure 5.11a (front) and d (back). High OT values close to 1 can
be seen near the long overhang. This is in accordance with the hotspot field presented
in Figure 5.7a where this long overhang caused high normalized temperatures. Lastly,
the thin wall at the back of the HS 40 part fractured due to recoater collision, encircled
in Figure 5.10.

Further, as discussed in Section 5.4, the OT data for the AM-filter part obtained from
Build 1 contained random noise due to improper gas flow. Also, it was found by com-
paring the data from Build 2 and 3 that part orientation with respect to re-coater has
negligible effect on OT data. Hence, data from Build 2 and 3 were averaged for creating
visualizations shown for AM-filter and HS 45 parts in Figure 5.11b,e and c,f, respectively.
It can be seen in the AM-filter design that funnel shaped 45◦ overhangs indeed lead to
high OT values, i.e. they remain at higher temperature for longer duration. This is in
direct accordance with the hotspot fields shown in Figure 5.7e where these funnels were
identified as zones of heat accumulation using simplified L-PBF model. Lastly, as a first
observation, the HS 45 degree design shows reduced intensity of high OT values. A more
quantitative comparison is given in Section 5.5.3.

A close observation of the 3D hotspot fields for AM-filter and HS 45 parts reveals that
one side of overhanging features shows a higher tendency for overheating than the other
side, even though, the parts are symmetrical. For example, note that in Figure 5.11e, one
side of the funnels manifest high OT intensity (indicated by red arrow) while the other
symmetric side shows a lower intensity. A similar observation can be made for HS 45 in
Figure 5.11c and f. This directional distribution of overheating is found to be caused by
scanning strategy and the effect is discussed in detail in the next section.

5.5.2. INFLUENCE OF SHORT HATCHES

As the local heat transfer conditions varies with part geometry, the OT values are found to
be higher at overhangs which is in accordance with the simplified L-PBF thermal model.
However, the overhangs are not the only source of hotspots in the OT images and it is
found that high OT values or local overheating can also be caused by short scanning
vectors. Figure 5.12a shows a schematic presenting the scanning strategy used in this
experiment. Here, the stripe scan strategy divides the exposure area into a number of
stripes with a fixed width of 10 mm as specified by the operator. The scan vectors are
placed perpendicular to the strip boundaries and the laser moves in a serpentine pat-
tern shown in Figure 5.12a starting from point S and terminating at point E. Inevitably
there are shorter converging scan vectors at the corners and edges of the parts where a
scan terminates, one such point marked by E in Figure 5.12a. In a short-hatched corner,
the laser scans back and forth in a confined zone for a shorter period of time, allowing
less time for heat extraction from the melted zone. The laser heat therefore accumulates
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Figure 5.11: Visualization of convoluted OT data for (a) and (d) Standard TO design obtained through Build
1 (b) and (e) AM-filter design obtained by averaging over Build 2 and 3 (c) and (f) HS 45 design obtained by
averaging over Build 2 and 3. Here, only data above 0.5 is shown as it represents the possibility of overheating.

locally and creates a hotspot. The starting spot for the laser, marked as point S, also re-
mains in vicinity of short hatches. However, in this case, the scan vectors are increasingly
larger, allowing more time for heat dissipation. This leads to asymmetrical heat accumu-
lation towards the end of the laser path.

An OT image of layer number 456 for the AM-filter part is shown in Figure 5.12b.
Here, this asymmetrical effect is clearly seen with high OT values only on one side of the
overhangs. It is noteworthy here that high OT values in Figure 5.12b are a combined ef-
fect of an overhang feature as well as short hatches. Another OT image for layer number
16 is shown in Figure 5.12d. Here also short hatches are present similar to layer number
456. However, they alone do not lead to high OT values, signifying the role of overhangs.
Although, in case of thin features, hatches are inevitably short and they alone can cause
high OT values. For example, the thin wall marked in Figure 5.12c shows high OT values
mainly due to short hatches. The stripe orientation is rotated by 67◦ between neigh-
bouring layers. Therefore, the location of short hatches keeps changing for consecutive
layers. It is inevitable to avoid short hatches and it is desirable that a design should not
manifest overheating even with presence of short hatches.

5.5.3. COMPARISON FOR EVALUATING OVERHEATING BEHAVIOR

In this subsection, data analysis is done on the OT values found for the AM-filter and
HS 45 designs. As discussed earlier, data from Build 2 and 3 is averaged for both the
samples while data from Build 1 is not considered due to noise. In order to analyze the
spatial distribution of OT data inside the samples, the normalized data is divided into
packets of equal size and the volume it occupies in different designs is compared. This
gives an idea about which design has a larger density of high OT values signifying that a
larger portion of it remained at an elevated temperature for a longer duration during the
build. Figure 5.13a presents this comparison where the percentage range of the OT data
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Figure 5.12: Influence of short hatches on OT data. (a) A schematic representation of the scanning strategy
used in this experiment where entire layer is first divided into number of stripes which are then scanned using
a serpentine path. Short and converging hatches lead to local heat accumulation in vicinity of point E. (b) OT
image for layer number 456 demonstrating high OT values near overhanging feature due to short hatch effect.
(c) The 3D OT data field for AM-filter part showing the directional increase in high OT values due to short
hatch effect. The front thin wall also shows high OT values due to short scanning vectors. (d) OT image for
layer number 16 demonstrating that short hatches alone do not cause high OT values.

is marked on the horizontal axis and the corresponding percentage volume it occupies is
shown in form of a bar chart. Once again, data above 0.5 or 50% is used as it it more crit-
ical and signifies possible overheating. Moreover, Figure 5.13b shows a closeup view for
the same bar chart for data above 70% as this is most critical for overheating. The error
bars signify the range of variation in corresponding percentage volumes across Build 2
and 3. It is evident that for any given range of OT data, the HS 45 design occupies less vol-
ume than that of the AM-filter design. Also, it can be calculated by adding up percentage
volumes that 20% of the AM-filter volume is above 50% of the OT data while only 12%
volume is above 50% for HS 45 design.

Due to the gas flow issues with Build 1, the HS 40 design which was placed in the top
right corner suffered from noisy OT data, making it difficult to draw any conclusions.
The HS 50 design data from Build 1 was analysed and it showed a lower density of high
OT values as compared to HS 45, with 9% volume occupying OT data with 50% value.
This is as expected since increasing T̂ cr makes the design less prone to overheating.

5.5.4. CORRELATION WITH DEFECTS

In order to analyze the correlation between overheating and part quality, an investiga-
tion is carried out focused on identification of defects within the printed parts. It is re-
ported in the literature that the excess energy deposited due to overheating can lead to
keyhole porosity [23, 10]. Hence a quantitative analysis of porosity is performed to iden-



5.5. RESULTS

5

139

50-60 60-70 70-80 80-90 90-100

OT data distribution (%)

0

5

10

15

P
e
rc

e
n

ta
g

e
 v

o
lu

m
e
 (

%
)

70-80 80-90 90-100

OT data distribution (%)

0.2

0.4

0.6

0.8

1

P
e
rc

e
n

ta
g

e
 v

o
lu

m
e
 (

%
)AM-filter

HS 45
AM-filter
HS 45

(a) (b)

Figure 5.13: Comparison of OT data distribution by part volume it occupies for the AM-filter and the HS 45 de-
signs. The results are averaged over the data obtained from Build 2 and 3. The error bars indicate the variation
in the values of percentage volumes over both the builds. (a) shows data above 50% while (b) highlights the
distribution for data above 70% as it is more critical from the context of overheating.

tify the relationship between defects and overheating indicated by high OT values. For
this purpose, the fabricated pieces were cut using Electron Discharge Machining (EDM)
to obtain multiple cross-sections for analysis of defects. The samples were mounted in
polymer resin, ground and polished to obtain mirror-finish following standard metallo-
graphic sample preparation steps. Optical images were taken using a ZEISS-AxioScope7
optical microscope across the entire cross sections of samples by taking consecutive im-
ages with 10 % overlap between each. The images were then combined to form a single
image file for analysis.

Figure 5.14 shows the AM-filter part with cuts marked at x = 1.5 mm, 3.0 mm, 5.2 mm,
24.6 mm and x = 44.6 mm and these sections are subsequently labelled as AAM,BAM,CAM,DAM

and EAM, respectively. The cross-section locations are decided based on the OT obser-
vations such that defects can be analyzed across a wide range of OT values. As sug-
gested by thermal simulations in Section 5.3.2 and observed by OT experiments in Sec-
tion 5.5.1, the funnel like shapes in the AM filter designs are identified as thermal bot-
tlenecks. Hence, they are selected for analysis in the obtained cross-sectional images.
In Figure 5.14, the OT data maps corresponding to the cross-sections are presented. In
order to adequately quantify the OT values associated with a particular cross-section,
first a thresholding operation is performed. Since focus here remains on keyhole defects
which are typically associated with excess energy deposition, it was deemed suitable to
use a high threshold value of 0.8. Recall that OT values ranges between 0–1 while the
population density of high OT values on a cross-section signifies the level of overheat-
ing. Therefore, to quantify a cross-section’s OT value, the area of the cross-section where
the OT values are above the theresold value 0.8 is multiplied with the mean OT value of
this area and indicated by OT . The corresponding OT values are given in Figure 5.14 for
each cross-section and it can be seen that cross-section AAM shows highest OT value.
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Figure 5.14: The AM-filter part is cut at 5 sections locations at x = 1.5 mm, 3.0 mm, 5.2 mm, 24.6 mm and 44.6
mm on the y-z plane. The OT maps for the funnel like shapes are shown and labelled in sequence of increasing
x coordinates. The critical OT area OT and total area of the funnel shapes A are also provided in mm2 for each
cross-section.

Similarly, the HS45 sample was cut at 4 locations located at x = 1.5 mm, 46.5 mm, 57 mm
and y = 20 mm as shown in Figure 5.15. These are labelled as AHS,BHS,CHS and DHS and
note that cross-section CHS and DHS provide two disjointed sub-sections that are treated
individually for the analysis, hence in total six cross-sections are analyzed. The OT maps,
critical OT area and OT values are also marked in Figure 5.15. Lastly, the total areas Ω
associated with the cross-sections are also reported and used for defect calculation ex-
plained below.

The images for AAM and BAM are shown in Figure 5.16a and b, respectively, while
that for AHS is presented in Figure 5.16d. Here, only images corresponding to the three
highest critical OT area values OT are presented for the sake of brevity while all remain-
ing images are provided as supplementary material. In order to quantify the amount of
porosity, the cross-section images are subjected to a Matlab based boundary tracing al-
gorithm and pore boundaries found are indicated in red color in Figure 5.16. The image
resolution is such that each pixel measures 0.88 µm ×0.88 µm. In order to develop a
quantitative measure of porosity associated with each cross-section image, first a shape
analysis step is carried out which uses the concept of Feret diameter d f for classifying
pores as defects [39]. The Feret diameters associated with pore shapes are calculated
using the boundary information and then pores with d f larger than 10 µm are consid-
ered while others are discarded. Figure 5.16c highlights two such pores from the im-
age obtained from CAM where large pores near the overhang surface can be observed.
Such pores can induce stress concentration and adversely influence mechanical prop-
erties [23]. A parameter called pore area fraction is calculated for every cross-section.

It is given by
∑n

i=1 ai

Ω where ai represents area of the i th pore associated with a particu-
lar cross-section while Ω represents total area of the cross-section. The areas for every
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Figure 5.15: The HS 45 part is cut at 4 locations at x = 1.5 mm, 46.5 mm, 57.0 mm and y = 20.0 mm. The OT
maps for the sections are shown and these sections are labelled as AHS to CHS with increasing x coordinates
while the section along x-z plane is numbered as DHS. Note that cross-section B and C provide two disjointed
sub-sections each and they are treated as an individual section, referred to as ’1’ and ’2’ in the analysis. Here,
cross-section AHS shows relatively highest OT values while all other cross-sections have considerably low OT
values. This is also exemplified by the OT values provided for each cross section. Lastly, the surface area Ω of
the region enclosed within the dotted rectangles are also reported. Both OT andΩ are in mm2.
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cross-section are reported in Figure 5.14 and Figure 5.15. Given the stochastic nature
of pore formation, it is deemed more appropriate to consider sections with similar area
values across samples. Therefore, sub-sections are considered from the larger sections
of HS 45 design so that the considered areas are similar to that of AM-filter design. These
sub-sections are marked on the OT maps in Figure 5.15 using dotted rectangles and ar-
eas of the regions enclosed within these rectangles are also reported. It is ensured that
these sub-sections also encapsulate high OT regions.

Finally, Figure 5.17 shows the variation of pore fraction area with respect to critical
OT area for all 11 sections from both designs. The data points in red are from the AM-
filter design and data points in green belong to the HS 45 design. It can be observed that
propensity of pore formation increases with increasing regions of high OT values. For ex-
ample, AM-filter cross-section 1 has largest OT value and is reported to have the highest
pore area fraction as well. On the other extreme, it can be seen that sections with lower
OT values tend to have a lower pore area fraction, signified by the data points located in
the lower left corner of Figure 5.17. However, the data points located in between these
two extremes show a less consistent pattern. The results presented here show a broad
trend which is consistent with the common understanding that higher energy density
or high OT values will increase the likelihood of pore formation. Nevertheless, it is well-
known that local melt-pool physics significantly influence the mechanism of keyhole
formation and there could be factors other than geometry-induced local overheating
which could influence pore formation, for example, anomalous behaviour of gas flow
[23]. These effects require further investigation which is beyond the scope of this paper.

5.6. DISCUSSION
The reported experimental investigation demonstrates that the proposed physics-based
hotspot TO method can efficiently generate designs which are less prone to overheating
and are less likely to manifest the defects associated with overheating, such as porosity.
On the other hand, widely popular geometry-based TO schemes do not ensure overheat-
ing avoidance as the thermal behavior is not uniquely linked with overhang angles. In
order to emphasize this point, Figure 5.18a and b show the AM-filter and HS 45 designs,
respectively, with STL facets which have overhang angles less than θcr = 45◦ marked in
red color. It is evident that AM-filter design is largely free from such overhang violations
and the combined area of such facets for AM-filter design is found to be 248 mm2. Note
that all such facets are near the baseplate and it is suspected that these are results of
iso-surface extraction as the AM-filter strictly prohibits such facets. Contrary to this, the
combined area of facets with overhang angles less than θcr = 45◦ for the HS 45 design
is 438 mm2 and these facets are located in multiple zones. In spite of this, as shown in
Section 5.5.3 and 5.5.4, the trend for overheating is opposite where the HS 45 design has
a lower density of high OT values. This is due to the funnel shapes (marked with arrows
in Figure 5.18a) in the AM-filter design which, although satisfy the overhang criteria,
act as a thermal bottleneck causing heat accumulation which leads to high OT values.
This demonstrates that local thermal behaviour does not uniquely depend on overhang
angle. Instead it is governed by the combined heat evacuation capacity of neighboring
features.
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(a)

(b)

(c) (d)

Figure 5.16: Cross-sectional images obtained for (a) AAM (b) BAM (c) CAM (magnified to highlight defects) and
(d) AHS. A Matlab based boundary tracing algorithm is used to identify pores indicated in red color.
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Figure 5.17: The variation of pore area fraction with respect to respective critical OT area OT . It is evident that
OT values for HS 45 cross-sections remain on the lower side resulting in lower pore formation as compared to
the AM-filter design.

The hotspot TO focuses on geometry induced overheating and the influence of scan-
ning pattern is not included within the simplified L-PBF model. However, it is found
from the OT data that short and converging scans can aggravate overheating tenden-
cies associated with geometric features. Note that the choice of a scanning pattern is
mainly based on relieving the residual stresses in successive layers and often predeter-
mined. It is noteworthy that both the AM-filter and HS 45 designs encountered short
hatches during fabrication as both were subjected to similar scanning patterns where
laser movement was directed against the gas flow. The AM-filter design has several fun-
nel shaped features close to 45◦ which, in combination with short hatches, lead to high
OT values. The HS 45 design, even with similar short hatches, leads to lower OT values
since it is designed for efficient heat evacuation. Nevertheless, the findings here suggest
that it will be beneficial to consider the influence of scanning strategy during designing
the part. Alternatively, a scan pattern optimization can potentially be done based on a
given part design.

Here, a quantitative investigation was done co-relating overheating with defects. For
this purpose, a total of 9 cuts were made which revealed useful insights. However, an
even deeper analysis can be carried out by performing volumetric analysis and analyz-
ing more regions of the parts. For example, computer tomography (CT) can be used to
capture defects and associate them with high OT values. Another possible option is to
perform a microstructural evaluation of the critical zones. These studies can potentially
identify the limiting OT value which can be treated as threshold for a quantitative defi-
nition of overheating.
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(a)

(b)

Figure 5.18: STL facets which have overhang angles less than θcr = 45◦ are marked red for (a) AM-filter and (b)
HS 45 designs.

While the numerical examples and experimental investigations shown in this paper
demonstrate that the novel physics-based hotspot TO can be applied successfully, its
limitations should also be reported. First, the simplified L-PBF model which is integrated
with TO here captures the overheating tendencies associated with design features in a
qualitative manner. However, it is an approximation of the thermal interactions which
occur during the process and only focuses on capturing overheating. A higher fidelity
model, e.g. including transient heat transfer and/or mechanical analysis, will be able to
address other important process characteristics, such as cooling rates, residual stresses
and deformations. A model which could include the influence of hatch scanning will
also be beneficial in developing a design which remains robust against process uncer-
tainties. In this context, the challenge of high computational cost associated with the
higher fidelity L-PBF models needs to be addressed. Another limitation is that a single
build orientation is considered, which cannot change during the optimization. While
there are multiple factors which dictate the choice of build direction (part height, sur-
face finish, support accessibility, etc.), it would be beneficial to develop a generalized
formulation where build orientation is simultaneously optimized.
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5.7. CONCLUSIONS
This paper presents a TO method which utilizes a simplified thermal model of the L-PBF
process for generating designs less prone to overheating defects. The simplified model
makes it possible to integrate L-PBF process physics within the optimization while re-
maining computationally tractable. The capability of the novel TO method is compared
experimentally with two other TO approaches, standard TO and geometry-based over-
hang control (AM-filter) TO. Designs obtained using all three TO methods are fabricated
using L-PBF and the process is monitored using optical tomography (OT). It was found
by comparing OT data, which is an indicator of overheating, that standard TO which
does not address manufacturability, leads to severe overheating and build failure. Fur-
ther, comparing TO methods which include AM constraints, the design obtained by the
novel TO method presented in this paper shows a significant reduction in overheating
compared to the AM-filter design. Finally, a correlation between overheating and de-
fects was shown. These observations reveal that overheating is not uniquely linked to an
overhang angle, and commonly used guidelines of avoiding acute overhangs are insuffi-
cient for avoiding overheating.

The hotspot TO uses a simplified L-PBF model and realizes 3D designs which show
reduced risk of overheating. The proposed method with experimental validation presents
a promising opportunity for addressing AM physics within the optimization loop with
carefully selected simplifications [31]. Nevertheless, there are certain improvements that
can be considered. As discussed in Section 5.3, a constant slab thickness of s = 12 mm
is used in this paper which is calculated based on the concept of thermal character-
istic length. A more detailed numerical study can be done to for estimating the slab
thickness value. For example, [27] presented a framework for determining thermal in-
teraction length using higher fidelity AM simulations. Next, the influence of machine
parameters, such as downskin settings, baseplate pre-heat temperture, laser power and
velocity etc. was not investigated here for simplicity but can be considered in future.
Further, it was found that short and converging hatches also significantly influence the
overheating behavior. Since the hotspot TO method is based on a layer-by-layer simula-
tion, such detailed effects related to specific scan patterns are not captured and inclusion
of more detailed models is necessary to address this. In this regard, developing similar
computationally inexpensive models which can accurately capture more complicated
physics-based parameters, e.g. scanning effects, residual stresses, deformation, is seen
as an important avenue for future research.
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6
APPLICATIONS

This chapter presents several additional applications of the the novel TO algorithm pre-
sented in Chapter 4 (2D) and Chapter 5 (3D). First, a metallic mould insert, which is to
be produced by the Laser Powder Bed Fusion (LPBF) technique, is considered and a topol-
ogy optimization problem with hotspot constraint is defined. A 50% reduction in mass
is achieved while enhancing the manufacturability of the insert. Next, the idea of avoid-
ing overheating is extended for designing efficient support structures whereas the design of
the part remains fixed. The modified formulation along with preliminary results are pre-
sented which highlight the potential of the novel TO method for efficient support structure
designs. A concept of vicinity penalization is introduced which promotes minimization of
part-support interface area in order to reduce post-processing costs. The method results
in ‘tree-like’ supports which are expected to provide desired heat evacuation behavior. Fi-
nally, conclusions and a discussion on future perspectives are presented.

Parts of this chapter have been published in Precision Metal Additive Manufacturing, Chapter 2: Topology
Optimisation Techniques (CRC Press, 2020).
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6.1. TO OF AN INJECTION MOULD INSERT
The case study has been provided by a manufacturer of consumers goods where TO was
performed on a metallic mould insert, which is to be produced by L-PBF out of Marag-
ing 300 steel. The reduction of mass for the purpose of reducing L-PBF production time
and material use is considered during the design stage. TO is, therefore, selected as an
ideal approach for designing the mould insert. Using the double symmetry of the orig-
inal mould design, only one quarter of the mould is optimized, and the isometric views
of the top and bottom of the quarter mould are shown in Figure 6.1a and b, respectively.
The black arrow in Figure 6.1b signifies build direction with the design having a con-
formal cooling channel running beneath the mould cavities. Here, the yellow regions
represent the fixed geometric features, i.e. this region has been excluded from the TO
design domain and is referred to as non-design domain. The design space, represented
in pink, is the domain where the TO could optimize the material layout for the given set
of loads, boundary conditions and volume constraint, with the objective of maximizing
the stiffness of the mould.

(a) (b)

Injection pressure on
mould cavities and run-
ner Centering hole

Mounting
holes

Figure 6.1: Design space for TO of an injection mould shown from (a) top and (b) bottom. The yellow features
indicate regions that should remain intact during the TO process, i.e. , so-called non-design domain. Pressure
due to plastic injection is applied on the runner cavities shown in red. The interfaces for mounting and cen-
tring holes with the design domain are considered fixed [12].

The loading condition mimicked the injection pressure load on the runners and mould
cavities using the maximum possible pressure multiplied by a safety factor of 1.5. The
water pressure in the cooling channel is considered negligible. Mounting holes and cen-
tering holes (highlighted in Figure 6.1b) were set as fixed. The mechanical properties of
Maraging 300 steel were used. The black arrow in Figure 6.1b represents the build di-
rection. Details on different numerical and physical parameters can be found in Sinico
et al. [12].

The optimized designs using standard and hotspot TO are shown in Figure 6.2a and
b, respectively. The presented results are shown for half of the mould while only quar-
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ter was used for TO. In accordance with the used volume constraint, volume has been
reduced to 50% of the initial design for both of the cases. Lastly, Figure 6.3 shows the
hotspot fields for both of the designs with a common temperature scale normalized be-
tween 0 and maximum value found across both designs. It was found that maximum
hotspot temperature was 30% lower in the design using hotspot TO compared to that of
standard TO.

(a) (b)

Figure 6.2: (a) Design obtained using standard TO (b) Design obtained using hotspot TO. The black arrows
indicate the build direction.

This case study demonstrates that adopting enhanced TO methods at an early design
stage can assist in conceptualising efficient, low-mass, easy-to-manufacture designs for
precision applications. This can directly lead to savings in cost and time, and can even
make the difference between a manufacturable, economically feasible solution or an in-
feasible one.

6.2. TO FOR SUPPORT STRUCTURES FOR EFFICIENT HEAT EVAC-
UATION

In this section, the hotspot TO method is applied to address support structure optimiza-
tion. In both laser and electron beam based powder bed fusion (PBF) techniques, the
manufactured specimens generally consist of the functional part and the sacrificial sup-
port structures. The latter are used to facilitate a defect and overheating-free manufac-
turing.

There are three main purposes associated with these supports. First, they act as heat
evacuating members and hence prevent local overheating in the part. LPBF parts remain
submerged in the powder, i.e. all lateral sides remain in contact with the un-molten
powder which has approximately 1% of the thermal conductivity of the bulk material
[11]. Consequently, the features which do not allow proper heat evacuation, e.g. acute
overhangs, funnel-shaped regions and thin connections, are prone to local overheating
[8]. Craeghs performed in-situ monitoring of the melt pool and showed that significant
enlargement of the meltpool occurs when heat is not properly evacuated. It is shown in
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(a) (b)
0

1
Inside wall of the
cooling channel

Figure 6.3: Normalized hotspot fields found using localized steady-state AM model i.e. hotspot detection from
Chapter 4 as a post optimization step for (a) design obtained using standard TO (b) design obtained using
hotspot TO. Due to the symmetry in design, temperature fields are shown only for the quarter of the design.

the same study that use of supports results in more uniform temperature distributions,
leading to reduced overheating. Moreover, the uneven and cyclic heat distribution con-
tributes to formation of residual stresses which leads to part distortion. Supports also
provide stiffness against the distortion and hence, enhance manufacturability. Lastly,
due to the nature of layer-by-layer manufacturing, most of the AM processes are unable
to print features with long overhangs as they cannot sustain their self-weight. Therefore,
supports can provide stiffness for carrying the structural load of the part. On one hand,
high support volume will perform better in context of both thermal and structural as-
pects, but on the other hand, it would increase material waste, printing time and post
processing efforts. Therefore, there has been significant research efforts for designing
optimal supports that could efficiently dissipate heat and provide structural strength us-
ing less material.

Figure 6.4 presents an overview of existing methods commonly used for optimizing
supports. Different methodologies can be divided primarily into two groups: manual
design and topology optimization based techniques. (Computer-aided) manual support
design methods generally use predefined geometries in a repeated pattern to reduce the
support volume. Some of the commonly used configurations are based on lattice struc-
tures [13] and tree-like shapes [14], shown in Figure 6.4a and Figure 6.4b, respectively.
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Support design

Manual design Topology optimization

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Part fixed

Part not
fixed

Structural Thermal

Figure 6.4: A classification of existing literature on support optimization. Supports obtained using manual
design techniques: (a) Lattice supports [13] (b) Tree-like supports [14] (c) Contact less supports [2]. Topology
optimization based methods: (d) AM filter [6] (e) and (f) supports designed considering structural load of the
part [4, 16]. (g) and (h) supports designed considering thermal load of the part. [3, 15]

Another interesting concept, mainly utilized in EB-PBF, is that of contact-less supports
[2] shown in Figure 6.4c. Here, a small gap is intentionally provided between part and
support which facilitates easy removal of supports while still providing sufficient heat
evacuation for the part. The utilization of contact-less supports was shown in the context
of LPBF by Paggi et al. [9]. The aforementioned manual design methods depend heavily
on the designer’s experience and do not provide the optimal supports suited specifically
for a particular part design. On the other hand, topology optimization (TO) provides
a systematic approach for finding optimized structures aiming for a predefined func-
tionality with operational constraints. Therefore, there has been a significant research
interest for developing TO formulations which could address the need, placement and
layout of support structures during the design process.

Next, the research in TO for reducing support requirements can be further classified
into two groups. The first set of techniques focuses on optimization of parts so that the
need for supports is already minimized. A representative example of such technique is
the AM filter presented by Langelaar [5]. The method performs a printability check us-
ing a geometrical overhang criterion and finds an optimized part design which might not
need any supports. An example of such optimized part design is shown in Figure 6.4d
where features with acute overhang angles are not allowed during the optimization. Sim-
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ilar to this, there are several formulations proposed in the literature which focus on opti-
mizing part design such that support requirements are minimal [7]. However, the quest
for finding fully self-supporting designs restrict the design space. Due to this, part per-
formances are generally compromised. In order to address this, researchers have devel-
oped TO techniques which focus entirely on support optimization while the part design
remains fixed. This is also motivated by the fact that often designs are obtained after
many time-consuming iterations and it is not convenient to modify them at a later stage.

The existing TO techniques on support optimization can again be divided into two
subgroups. The first subgroup considers a structural load of the part and optimizes sup-
port entirely with an objective of carrying this load. Examples of such approaches as
shown in Figure 6.4e and f [4, 16]. Such techniques are focused on polymer based AM
processes where supports are mainly used for providing stiffness against gravity and heat
evacuation is not critical. The other subgroup deals with metal AM processes where op-
erating temperatures are high and the main role of support is to conduct away the excess
heat. Since the TO method presented in this chapter is also related with metal AM and
focuses on the thermal aspect, a brief summary of such methods is presented below.

Huang et al. [3] used a cantilever shape, shown in Figure 6.4g, for which TO was per-
formed with a thermal compliance minimization problem which aims to maximize heat
conduction through the supports. A number of localized volume constraints were used
which led to a lattice based support design. For comparison, the lattice based TO sup-
port was manufactured along with other commonly used support shapes, i.e. , pillar, wall
and so-called “IY” support which basically resemble an inverted ‘Y’ shape. The warpage
of the overhanging surface, which is taken as a measure of heat accumulation, was mea-
sured and it was shown that the TO based supports performed better. The method shows
the promising potential of the TO method and provides useful experimental observa-
tions. However, as the focus of the method is on the heat evacuation capacity of the sup-
ports, a validation step using thermal history would have been more useful. Although
warpage is an indicative measure of overall quality, it can not be assumed to have an one-
on-one co-relation with heat accumulation and other factors such as, residual stresses,
recoater time, also contribute significantly to the warpage. Another interesting paper
by Zhou, Liu, and Lin [15] integrates a transient AM model with TO with an objective
to minimize temperatures at selected points in the part. The supports (shown in blue
in Figure 6.4h) are optimized while the part design remains fixed (shown in black). Al-
though promising, the method is reported to be computationally very expensive even
with several major simplifying assumptions.

The presented literature review highlights that although, there has been a significant
effort towards optimizing support structures, a TO method which can generate support
structures for heat evacuation in a computationally efficient manner is still lacking. In
this regard, the slab based localized steady-state thermal model developed in Chapter 2
is an ideal candidate for quickly identifying the regions in a given design which are criti-
cal from the point of view of heat evacuation. This information can then be used for de-
signing optimal supports. Below, we describe an initial attempt to introduce the benefits
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of the computationally inexpensive hotspot analysis to the problem of support structure
design.

6.2.1. PROBLEM FORMULATION

An L-PBF partΩ is assumed to be the starting point for the presented support optimiza-
tion algorithm. The partΩ and its build orientation remain fixed, and support structures
are optimized for minimal volume and part-support contact area, while achieving a de-
sired level of heat evacuation. The latter is motivated by the fact that the post-processing
efforts are directly proportional to the contact area [10]. Although the method can be
applied to any arbitrary part design, here we explain the algorithm using a design of an
inverted L shape shown in Figure 6.5a. A brief summary of the entire process is given
below while details are provided in subsections:

1. As the first step, the fixed part Ω is analyzed using the simplified AM model and
the hotspot field THS(Ω) is obtained.

2. Next, a virtual heat load Qvir is calculated which has same the spatial distribution
as the hotspot field. A new boundary value problem is defined where this virtual
heat flux acts as a heat load while the bottom of the domain, i.e., the baseplate acts
as a heat sink. The motivation behind this load definition is that the temperatures
are highest in the regions prone to overheating and hence, the heat flux Qvir (which
is proportional to the temperatures) represents the heat evacuation requirements.
Note that this virtual load is not the physical heat flux imposed due to the moving
laser. Instead, it is only a measure of relative overheating that features would ex-
perience, if manufactured without supports. Also it should be acknowledged that
this is one way of defining the heat load for TO and other definitions can also be
investigated.

3. The objective of the optimization problem is to minimize support volume. Ad-
ditionally, a novel vicinity penalization scheme is used where penalty weights for
reduction of the part-support contact area are introduced in the objective.

4. The heat evacuation performance of the support structures is quantified by the
thermal compliance and controlled using a constraint in the optimization prob-
lem. In order to provide for a reference value, the best-case scenario of a design
domain fully filled by support material is analyzed and the associated thermal
compliance is computed in a pre-optimization step. This facilitates formulation
of the thermal compliance constraint.

5. Finally, the TO problem of minimizing support volume and part-support contact
area with thermal compliance as a constraint is solved using MMA.
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(a) (b) (c)

(d) (e) (f)

0

max(THS)

0

fs

1

wv

Figure 6.5: (a) Inverted L shape part Ω considered for explaining the support optimization algorithm. (b)
Hotspot temperature field THS(Ω) obtained using the simplified AM model. (c) Qvir calculated using the
hotspot temperature field with fs as the scaling factor such that max(Qvir) = fs . (d) Filtered density field using
R = 6 elements. (e) Vicinity penalization field used for minimizing part-support contact area. (f) Part Ω with
fully solid support used for calculating the reference thermal compliance.
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CALCULATION OF VIRTUAL HEAT LOAD

As discussed, the first step is to subject the design Ω to the hotspot analysis to identify
critical zones of overheating and a hotspot map THS(Ω)1 is obtained. The hotspot map
THS(Ω) for the inverted L shape is shown in Figure 6.5b. Recall from Chapter 4 that the
hotspot map is found using a series of localized steady-state thermal analyses. The dis-
cretization scheme used for support TO is identical as used in Chapter 4 with the array
of element densities denoted as ρ̃. Next, the hotspot map is used to calculate a virtual
heat flux as

Qvir = fs
THS

max(THS)
, (6.1)

where fs is a scaling factor. The heat flux calculated here contains the magnitudes of
nodal heat fluxes. The normalization by max(THS) controls the magnitude of Qvir such
that max(Qvir) = fs . As mentioned in Section 6.2.1, the motivation behind this heat load
definition is that regions with high hotspot temperatures indicate overheating and re-
quire heat evacuation.

DEFINING THE VICINITY PENALIZATION FIELD

One of the criteria to design efficient supports is to minimize part-support contact area
[10]. A large contact area increases post-processing costs during support removal. More-
over, the part-support interface exhibits high surface roughness and hence requires ded-
icated operations for improving the surface quality. Therefore, in this work, a penaliza-
tion zone is defined in the vicinity of the part which compels the optimizer to use less
material near the part surface while optimizing the heat evacuation performance of the
support.

The density filter proposed by Bruns and Tortorelli [1] is used to define the vicin-
ity penalization zone for the given part. Note that this filtering scheme was originally
proposed for imposing a length scale and to avoid checker-boarding during topology
optimization and the scheme is used for the originally intended purposes in the support
TO, formulated later in Section 6.2.2. This scheme essentially operates such that the fil-
tered density for each finite element is defined as a weighted mean of the densities of
neighbouring elements located within a distance R from the centre of the element, with
R referred to as the filter radius. It was identified that the same filtering scheme can be
efficiently used for defining a penalization zone near the part and the procedure is ex-
plained below.

The density filtering is applied on the discretized representation of the part Ω with
filtered density field shown in Figure 6.5d, represented as Ω̃. It can be observed that this
field decays moving away from the part boundary, with decay distance controlled by fil-
ter radius R. The entire field is multiplied by a weight factor wv and unity is added to
get the resulting vicinity penalization contours, shown in Figure 6.5e. As intended, the
field has a high penalization value near the part while it decays moving away from the

1The boldface symbol signifies that THS(Ω) is an array.
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part with value of 1 far away from the part. Since the intention of this field is to control
material distribution only in the support design domain, the penalization field is only
considered in the support region and is neglected for the elements belonging to the part.
An array L is defined containing the vicinity penalization field in the same order as in ρ̃.
An objective function is defined as J = LT ρ̃ which basically returns a weighted sum of el-
ements’ volumes, with weights coming from the constructed vicinity penalization field.
Note that the array L is determined as a pre-optimization step and remains constant dur-
ing optimization. The objective function J is minimized during the optimization which
leads to minimization of support volume. In addition to this, support-part contact area
is also reduced as higher cost is implied for adding material in the vicinity of the part.
The weight factor wv provides a parameter for controlling the intensity of this penaliza-
tion effect and influence of this parameter is discussed later in Section 6.2.3.

CALCULATION OF REFERENCE COMPLIANCE

While the objective of the optimization remains support volume minimization, the heat
evacuation efficiency of supports is controlled using thermal compliance, defined as a
constraint. The best-case scenario of fully solid support, shown in Figure 6.5f, is taken
as a reference and provides a lower bound value for the thermal compliance. Hence,
compliance calculated using fully solid support is referred to as cref. Next, a constraint is
formulated such that thermal compliance of the structure c is allowed to be greater than
cref by an efficiency factor η i.e.

η
c

cref
−1 ≤ 0. (6.2)

The numerical value of parameter η basically controls the efficiency of supports for heat
evacuation with η = 1 representing fully solid supports. Moreover, the choice of η has a
direct impact on the volume of supports that is needed to achieve the desired efficiency.
This aspect is later discussed in Section 6.2.3.

6.2.2. SUPPORT OPTIMIZATION
The complete problem of support optimization can now be stated as

min
ρ

: J (ρ) = LT ρ̃, (6.3a)

subject to (6.3b)

c = QT
virT(ρ̃), (6.3c)

η
c

cref
−1 ≤ 0, (6.3d)

GT = Qvir (6.3e)

0 ≤ρ ≤ 1. (6.3f)

Here, ρ is the array of design variables, Eq. (6.3e) represent the discretized version of
the heat equation with G representing the global conductivity matrix and T represents
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(a) fo = 0.6,η= 0.66, wv = 20 (b) fo = 0.3,η= 0.33, wv = 20 (c) fo = 0.16,η= 0.2, wv = 20

(d) fo = 0.2,η= 0.25, wv = 1 (e) fo = 0.2,η= 0.25, wv = 5 (f) fo = 0.22,η= 0.25, wv = 50

Figure 6.6: Optimized supports for the inverted L shape part. (a)–(c) presents the results for varying efficiency
η with a constant vicinity penalization weight wv = 20. Volume fraction for supports fo is also given for each
result. It is evident that more support material is needed to meet the stricter thermal compliance constraint
with a higher value of η. (d)–(f) presents the results for varying vicinity penalization weight with a constant
value of η= 4. A diminishing part-support contact area can be observed with increasing wv .

the nodal temperatures. The definition of thermal compliance is given by Eq. (6.3c).
Recall that in addition to defining the vicinity penalization zone, the density filtering
scheme described by Bruns and Tortorelli [1] has also been used to impose a length-scale
and avoid checker-boarding. It gives the relation between design variables and element
densities as

ρ̃e =
∑

we,iρi∑
we,i

, (6.4)

where, ρ̃e is the density of an element e centered at position re and we,i is a weight factor
at position ri . The weight factor is defined using a linearly decaying distance function:
we,i = max(0,R−||ri −re ||) with filter radius R set as 1.5 times elements’ thickness for the
presented results.

6.2.3. 2D RESULTS
A set of results for the case of inverted L shape is shown in Figure 6.6. As a general ob-
servation, the support optimization leads to tree-like structures which connect the most
severely heated overhanging region with the baseplate for heat evacuation. The set of
designs in Figure 6.6a–c show the effect of efficiency η which controls the level of com-
promise in thermal compliance as compared to a fully solid support, see Eq. (6.2). Here,
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(a) fo = 0.2,η= 0.6, wv = 30 (b) fo = 0.07,η= 0.3, wv = 30

Figure 6.7: Optimized supports for a complex part. As expected, lower η value delivers a lower support volume.

it is visible that thinner structures are generated with decreasing efficiency η. This is also
reflected by the decreasing trend of the total support volume with decreasing η. Next,
the set of designs in Figure 6.6d–f show the influence of weight wv used for controlling
the severity of the vicinity penalization field and it is evident that there is a tendency to
reduce the part-support interface as wv increases.

In order to test the generality and robustness of the proposed algorithm, support op-
timization is performed on a relatively complex 2D design and the results for η= 1.6 and
η = 3 are shown in Figure 6.7a and b, respectively. Here, again lower support volume is
obtained for a lower value of η.

6.2.4. 3D RESULTS

It remains to demonstrate the developed support optimization method on a realistic 3D
part. For this purpose the method is applied on the part shown in Figure 6.8a. The part
design is provided by an industrial partner on which the idea of contact-less supports
have been investigated and optimized gap between part and support has been identi-
fied by experimental trials. Figure 6.8b shows the fixed horizontal disk of contact-less
support in red with associated dimensions. This disk serves as a heat evacuating mem-
ber for the horizontal region of the part which would otherwise manifest overheating
during manufacturing, and is separated from the part by a gap of 500 µm. The optimiza-
tion problem is formulated for generating the supports connecting the horizontal disk of
contact-less support and the baseplate. The concept of reducing part-support interface
area has not been used here since support detachment from the disk is not needed. Also,
only quarter of the disk is simulated, taking the advantage of the symmetry.

The found solution using η = 0.2 is shown in Figure 6.8c and an isometric view is
shown in Figure 6.8e. The hotspot temperature field for the part alone is shown in Fig-
ure 6.8d where the maximum normalized temperature is found to be 121.4 for the over-
hanging region. Simulating the part together with the contactless support and the actual
gap of 500 µm proved difficult in the applied numerical setting. The hotspot fields of
part with support are therefore determined with no gap, shown in Figure 6.8f, and with
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Figure 6.8: Support optimization for a 3D part using contact-less support. (a) The part considered for support
optimization. (b) Part and contact-less support disk (red) with dimensions. (c) The optimized support for
η= 0.2 with fo = 0.15. (d) Hotspot field found only considering the part. (e) An isometric view of the optimized
supports. (f) Hotspot field found assuming no gap between part and support. (g) Hotspot field found assuming
a gap of 1 mm between part and support.
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a gap of 1 mm, shown in Figure 6.8g. These cases consider two extremes and the true
performance will fall between them. Powder conductivity of 1% as compared to bulk
material is considered for performing the hotspot analysis [11]. As expected, the maxi-
mum temperatures for both cases are found to be much lower than that found without
any supports. Maximum normalized temperatures lie between 7.4 and 20.74, which cor-
responds to reductions by a factor 6 to 16 compared to the case without support. This
case study shows that the algorithm can be easily scaled to a real-size part and deliver
supports which can provide efficient heat evacuation while minimizing material waste.

6.3. CONCLUSIONS
In this chapter, two applications of the novel hotspot TO method have been presented.
Application of hotspot TO on an industrial test case shows promising potential of the
presented algorithms for increasing manufacturability of complex real-size AM parts.
Furthermore, hotspot TO was utilized for designing efficient support structures for a
given part.

Although the support optimization method delivers promising support designs which
take heat evacuation into account while minimizing volume and contact area, experi-
mental validation is still needed for establishing the performance of the proposed opti-
mal supports. One way to achieve this is by comparing the manufacturability enhance-
ment they provide against commonly used lattice based supports. The metrics that
should be used for evaluating the performance of the support are also yet to be deter-
mined. Some possible options are: thermal history of part, surface metrology for ob-
serving dross-related issues, post-processing efforts. Next, other options of boundary
conditions can also be considered while formulating the optimization problem. For ex-
ample, in the current formulation Qvir is determined in an ad-hoc manner from hotspot
field THS. Alternatively, a Dirichlet boundary condition can also be defined where load
temperatures can be directly specified using THS. Lastly, supports also provide stiffness
to the part against the distortion. This aspect can also be considered while formulating
the optimization problem and hence, seen as an avenue of future research.
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7
CONCLUSIONS AND

RECOMMENDATIONS

7.1. CONCLUSIONS
This thesis demonstrates the effectiveness of a novel topology optimization (TO) ap-
proach for avoiding overheating defects in metal additive manufacturing (AM). Unlike
previously presented TO methods in the literature which employ geometry-based con-
siderations, the physics-based TO method presented here incorporates the local ther-
mal characteristics of a part during the printing process. Although the discussion in this
thesis remained focused on overheating, the merits associated with a physics-based yet
computationally efficient methods have more general implications. This is because a
physics-based approach captures the AM process in a more intimate manner compared
to a geometrical approach, and hence, it has a high chance of predicting problems in
metal AM to enhance manufacturability. In this thesis, numerical and experimental in-
vestigations revealed that the physics-based TO method indeed leads to designs with
much less overheating, which is not guaranteed by the geometry-based TO approaches.

The first half of the thesis deals with the investigation of commonly used simplifica-
tions in part-scale modelling of the metal AM process. In Chapter 2, these simplifications
are studied based on the assumed spatial and temporal resolutions for modelling the
process. In the spatial regime, material lumping choices are investigated and it is con-
cluded that layer-by-layer models are sufficient for capturing peak temperatures while
patch-by-patch models are required for analysing the influence of scan vectors. In the
temporal regime, two extremes of defining laser exposure times, i.e., flash and gradual
heating schemes are investigated. It is concluded that if peak process temperatures are
to be captured, flash heating should be used, but this requires a fine spatial discretiza-
tion of the part. While gradual heating schemes are suitable for capturing temperatures
far away from the layer being deposited, and allow for coarser meshes and hence re-
quiring lower computational effort. In Chapter 3, once again various simplifications are
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studied, concentrating on predicting local overheating using simplified LPBF models.
Using high-fidelity transient simulations, it is shown that overhang control on geometri-
cal basis does not necessarily guarantee overheating avoidance. Based on this finding, it
is concluded that commonly used geometry-based TO methods which simply prohibit
acute overhangs are not sufficient for avoiding overheating. Next, it is concluded that
a steady-state thermal analysis can predict overheating prone features while providing
extremely high computational gains compared to a transient analysis.

The second half of this thesis deals with the second research question: how can
topology optimization (TO) be used for designing LPBF parts which are more robust
against overheating? This has been thoroughly investigated in Chapter 4 and Chapter 5.
It is evident that establishing a sufficiently accurate and computationally efficient sim-
plified LPBF model is instrumental for developing a physics-based TO approach. How-
ever, understanding the scope/limitations of simplifications in LPBF modelling becomes
especially important. This is because potentially any simplified model can be coupled
with TO but a flawed model can be exploited by the optimizer to render optimized de-
signs which will fail in reality. The community should therefore remain prudent about
the use of simplified LPBF models and should always verify their range of validity. The
balance between accuracy and computational efficiency can be used as a metric to judge
the usefulness of a simplified model to be integrated with TO. However, it should also be
acknowledged that establishing the validity of a simplified model requires significant
numerical/physical experimentation. If the validity of the underlying simplified LPBF
model cannot be thoroughly established, at least post-optimization validation studies
must be conducted for the TO results.

In Chapter 4, the simplified LPBF model based on steady-state thermal responses
presented in Chapter 3 has been integrated with the density based TO. Numerical exper-
iments revealed that the use of a robust TO formulation is necessary to obtain printable
results. Based on a comparison with a geometry-based TO approach, it is concluded
that geometry-based TO methods can be either insufficient or over-restrictive for over-
heating avoidance. The former finding is highlighted by the observation of significant
overheating in geometry-based TO design, numerically in Chapter 4 and experimentally
in Chapter 5. The latter finding is evident by presence of benign overhangs in designs
generated by physics-based TO, again, demonstrated numerically in Chapter 4 and ex-
perimentally in Chapter 5. From the validation experiments presented in Chapter 5, it
is found that the novel physics-based TO is capable of effectively limiting thermal prob-
lems in an AM part. It is also concluded that hatch patterns significantly influence the
thermal behavior and therefore the laser scanning path should also be considered while
evaluating overheating. Another important learning is that during the experiments pro-
cess conditions in the build chamber significantly vary for the parts which extended to
the edges and corners of the build plate, leading to noise in optical tomography (OT)
data.

It is highlighted in both Chapter 4 and Chapter 5, that the part performance is com-
promised for TO methods which considered AM-related manufacturability. This can be
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undesirable in certain performance critical cases and, as a possible alternative, support
optimization can be considered where part design remains intact and supports are op-
timized for efficient heat evacuation for enhancing manufacturability. A preliminary
investigation of this idea is presented in Chapter 6, which next to test problems also
included an industrial case study of an injection mould design which showcases the us-
ability of the proposed method. It is demonstrated that the novel TO can potentially cre-
ate efficient supports designed for maximum heat evacuation from the part. Although
useful, the approach also raises new questions that require further investigation, for
which recommendations are given in Section 7.2.

While results presented show the successful use of a simplified LPBF models in com-
bination with TO, the method has some shortcomings. Several modelling simplifications
were critically discussed in Chapter 3 while developing the most simplified model which
was subsequently integrated with TO in Chapter 4. Nevertheless, the transient reference
model, which was the starting point in Chapter 3, also assumed layer-by-layer deposi-
tion, i.e. excluding the influence of hatch patterns. This choice was made in the interest
of computational efficiency and it is shown by comparison with experimental observa-
tions reported in literature that the reference model is capable of capturing overheating.
However, with this simplification the model remains on the conservative side and, when
coupled with TO, it might generate over-restrictive optimized designs. This in turn can
reduce the performance unnecessarily. Moreover, the significant influence of hatch pat-
terns on overheating behaviour, which was experimentally observed in Chapter 5, also
highlights that inclusion of hatch information is important for a fully physics informed
TO-for-AM approach. Next, due to the assumption of complete part cooling between
subsequent layer depositions, the presented model does not account for the gradual
heat accumulation that occurs during the build process. This becomes especially rele-
vant for tall parts built using material with low diffusivity. Additionally, mainly due to the
steady-state assumption, the simplified model provides for a qualitative analysis where
temperatures do not represent the actual temperature transients. This aspect prohibits
the use of the presented models for more detailed analyses, for example, micro-structure
predictions.

7.2. RECOMMENDATIONS

In this section, recommendations are provided under three themes as a list of prospec-
tive ideas for new research directions.

7.2.1. THERMAL MODELLING OF AM
1. Laser scanning information in the simplified AM model:

In Chapter 3, the three novel simplifications which provided maximum computa-
tional boost were built upon a high fidelity reference model. However, the refer-
ence model itself assumed a layer-by-layer material deposition and it was shown
that even with this simplification, the model was capable of overheating detec-
tion. Nevertheless, it was argued in Chapter 2 that such a model assumes a worst-



7

170 7. CONCLUSIONS AND RECOMMENDATIONS

case scenario and cannot capture influence of laser scanning strategies. Later, it
was also observed through experimental validation in Chapter 5, that the direc-
tional effects were indeed influential for overheating. Therefore, there is a need to
consider models which resolve the laser scanning and develop simplifications for
these types of models. In this regard, the novel simplifications of spatio-temporal
decoupling presented in Chapter 3 can already be seen as promising options and
should be investigated.

2. Transient thermal model for TO:
A localized steady-state thermal model was used for the simplified LPBF model
which was integrated with TO. In Chapter 3, the model was shown to be capable
of providing a qualitative indication of overheating regions. In the same chapter,
another simplified model was presented which used localized transient thermal
analysis and was shown to provide even good quantitative match as compared to
a high fidelity simulation. The localization assumption provided a computational
gain of around 150 times compared to the high fidelity analysis and hence, pro-
vides for a good balance between accuracy and computational times making it
suitable for coupling with TO. However, due to the transient nature of the simu-
lation, integration with TO will require additional efforts and it was not possible
to pursue this idea due to time-restrictions. Hence, it is seen as a future research
topic with a promising potential. A direct benefit would be that the obtained tem-
peratures would retain their physical meaning.

3. Slab thickness estimation:
The novel physics-based TO uses a parameter referred to as slab thickness and it
determines the size of the local domain in the steady-state analysis. It indicates the
thermal interaction distance up to which features influence the thermal behaviour
for the newly added topmost layer. In Chapter 3, using an analytical solution to
the heat equation, slab thickness was estimated as the characteristic length (also
known as the mean conduction length). Although it provides an estimate, more
elaborate numerical calibration using transient simulations can be performed for
a more accurate prediction for a given set of material and process parameters.

4. Re-thinking boundary conditions:
The LPBF models presented in this thesis use a heat sink boundary condition (ap-
plied as a Dirichlet) at the interface between the baseplate and the part while laser
energy is assumed to be deposited at the topmost layer. It is a commonly used
assumption in part-scale LPBF modelling, however, other variations, e.g. , flux-
based BC at the baseplate can also be studied. Moreover, the heat conducted to
surrounding powder is considered to be negligible due to significantly lower pow-
der conductivity. This assumption can also be relaxed with applying convection
boundary conditions on the lateral surfaces of the part.

5. Explore indicators for overheating detection:
The issue of local overheating has been studied thoroughly in this thesis. For this
purpose, the peak temperature attained by a material point during the simula-
tion was used as an indicator of overheating. There are several related parameters
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which have been identified and their relationship with the issue of overheating re-
mains as a prospective topic for future investigations. For example, cooling rates,
the gradual build up of heat due to part height, secondary peak temperatures etc.
can be studied for developing even deeper understanding of the heat transfer phe-
nomena during the AM process.

7.2.2. MECHANICAL ASPECTS
1. Experimental investigation of overheating influence on mechanical properties:

The thesis presents an experimental study where in-situ optical tomography data
is used for evaluating the overheating behaviour of a design. It is expected that
a design which manifests lower overheating will also exhibit better mechanical
properties. However, more experimental work is needed to verify this. Surface
metrology, computer tomography (CT) and/or microstructural evaluation can be
used to examine the specimens and develop more quantitative understanding about
the influence of overheating on part quality.

2. Critical issues other than overheating:
Local overheating is a critical issue which compromises LPBF part quality and
hence, it was the main focus of this thesis. However, there are other major is-
sues that drastically reduce LPBF manufacturability. In this context, the residual
stresses and part deformations are the biggest concerns. However, prediction of
stresses and deformations normally requires computationally demanding LPBF
simulations and suffers from similar challenges as for the case of overheating.
Therefore, there is a crucial need for dedicated efforts on developing simplified
models and coupled TO methods which could efficiently take residual stresses and
deformations into account.

7.2.3. EXTENSIONS
1. Utilizing machine capabilities for improving TO:

A recent development in LPBF machines enables in-situ regulation of the laser
power aiming to avoid overheating issues. This feature is typically referred to as
using ‘downskin parameters’ where the machine switches to a more conserva-
tive set of process parameters while scanning acute overhangs. Although these
are proprietary algorithms and not yet an established practise, it is presumed that
they are based on geometry information. The findings in thesis suggest that these
algorithms, if based solely on geometric information, might not be sufficient for
overheating avoidance. For this reason, the physics-based approach can also be
used for designing control algorithms for wisely regulating the laser power. Alter-
natively, the laser power regulation capabilities can be taken in account while de-
velopment of the thermal model. This would enhance the design freedom leading
to less conservative higher performance designs.

2. Improving support TO:
Finally, the preliminary investigation into a thermal support optimization method
presented in Chapter 6 requires further attention. The performance of the opti-
mized supports should be evaluated based on the heat evacuation efficiency and
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its impact on the final part quality should be examined. For this purpose, both
numerical modelling and experimental research can be insightful. Based on the
performance of the optimized supports, alternate formulations may be conceived.



A
A NUMERICAL STUDY USING

ANALYTICAL SOLUTION FOR 1D
HEAT TRANSFER

To capture the temperature transients, adequate mesh resolution is necessary. There-
fore, it is crucial to choose the mesh size carefully. A numerical experiment of a simple
1D heat transfer is considered for which the analytical solution is already known to iden-
tify the numerical errors.

A one-dimensional domain with length L is shown in Figure A.1a. The domain is
subjected to a heat flux Q from the top, and the bottom end is assumed to be a heat sink,
i.e. T =T0. 1. The initial temperature of the domain is also assumed to be T0. These
boundary and initial conditions are reminiscent of the thermal situation experienced by
a typical MAM part. The analytical solution representing the evolution of temperature is
given as

T a
h (x, t ) = T0 + Qx

k
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, (A.1)

where x is position and λn = (2n−1)π/2. The detailed derivation is given in Appendix B.
When the heating regime ends, followed by a cooling period, heat flux is removed i.e.
Q=0. The analytical solution during the cooling period is given as

T a
c (x, t ) = T0 + 2Qx
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where T a
c represents temperature variation during the cooling regime.

1Unlike the 3D case where volumetric heat source was used, here a heat flux boundary condition is defined.
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L

r

x

Q

(a) (b) (c)

Figure A.1: (a) 1D domain with length L subjected to heat flux Q from top while a heat sink boundary condition
is assumed at the bottom. The domain is discretised uniformly using linear elements with length r . Contour
plot of percentage error calculated by comparing analytical and numerical solutions for the peak temperatures
obtained at x = L with (b) time step ∆t = th /50 and (c) ∆t = th /5.

A finite element discretisation scheme is used to solve this boundary value problem
numerically. For this purpose, the domain is discretised into linear elements of equal
length r while a time step of ∆t is used for the temporal discretisation. An uncondi-
tionally stable implicit time integration scheme is used [1]. First, the heating regime is
considered and the temperature at the end of the heating step when t = th at x = L is
used for comparing the numerical solution T n

h with T a
h found using Eq. (A.1). The nu-

merical experiment is repeated for different normalised heating times and mesh sizes.
The percentage error between analytical and numerical solutions is calculated as

e = T a
h −T n

h

T a
h

×100%. (A.3)

Figure A.1b shows the contour levels for the error e found using different r values
while a constant time step ∆t of t̂h/50 is used. Note that the normalised heating time t̂h

ranges from the flash heating value (indicated by red arrows) to typical values used in a
gradual heating regime (indicated by green arrows).

The first observation from the contour plot reveals that for a fixed level of accuracy,
flash heating requires much higher spatial refinement as compared to gradual heating,
shown by red and green arrows, respectively. This can be understood by the concept of
characteristic length given by κ = p

αth , where α is the thermal diffusivity. This length
signifies the zone of influence near the heat source for short heating times, and a fine
spatial resolution is required to capture the steep gradients within this small heat af-
fected zone. Next, time step ∆t = t̂h/5 is considered for analysing the influence of time
stepping on the accuracy, and the contour plot is shown in Figure A.1c. A slightly higher
percentage error is found for the same set of r and t̂h . However, this observation holds
only until the percentage error is less than 20%, beyond which the contour plots shown
in Figure A.1b and c are virtually identical. This suggests that spatial refinement dic-
tates the solution, and even with very fine temporal discretisation, the correct numerical
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T a
c
∆t = tc /100
∆t = tc /10

Figure A.2: The temperature evolution at x = L/2 during the cooling period after a heating step with t̂h = 1. The
thermal history is found using analytical solution using Eq. (A.2) and numerically with ∆t = tc /100 and tc /10,
where tc = 4 is considered.

solution cannot be found unless spatial mesh is refined.
The next observation is associated with the cooling step and far field temperatures.

The 1D domain is flash heated for t̂h = 1 and the evolution of temperature at x = L/2 is
found using both analytical solution (Eq. (A.2)) and numerical computation. The varia-
tion is shown in Figure A.2 where numerical temperature are found using two different
∆t values. It is found that the numerical solution with larger time steps leads to under-
prediction of far-field peak temperatures. Also, it is observed from the analytical solu-
tion that there is a significant variation in temperature during the first few seconds of
the cooling step, during which peak value is attained. Therefore, it is recommended to
have a fine temporal discretisation, especially at the beginning of the cooling step.





B
DERIVATION OF ANALYTICAL

SOLUTION FOR ONE-DIMENSIONAL

HEAT EQ.

We consider the one-dimensional heat equation given by Eq. (3.11). The boundary con-
ditions for the heating regime and the initial condition are given by Eqs. (3.12)–(3.14),
respectively. Note that these are non-homogeneous, while the method of separation of
variables can be applied only for homogeneous BCs. Therefore, following transforma-
tions are introduced

x̃ = x

L
, (B.1)

t̃ = t

τ
, (B.2)

T̃ = T −Ts −Tssx̃, (B.3)

where τ= L2/α and Tss = (QL)/k. Using Eqs. (B.1–B.3) the heat equation is transformed
as

∂T̃

∂t̃
= ∂2T̃

∂x̃2 , (B.4)

while the flux BC becomes

∂T̃

∂x̃

∣∣∣
x̃=1

= 0. (B.5)

The other boundary condition i.e., T = Ts at x = 0 and the initial condition given by
Eq. (3.14) also gets modified as

T̃ (0, t̃ ) = 0 for t̂ ≥ 0, (B.6)
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T̃ (x̃,0) = T0 −Ts −Tssx̃ = p(x̃) for x̂ > 0. (B.7)

The boundary conditions are now homogeneous. Hence, method of separation of
variable can be used. Using which, T̃ is assumed to be a combination of two separate
functions, i.e.,

T̃ = X (x̃)ψ(t̃ ), (B.8)

where X and ψ are functions of x̃ and t̃ alone, respectively. Putting Eq. (B.8) in Eq. (B.4),
the general solution can be worked out as

T̃ (x̃, t̃ ) = (A sin(λx̃)+B cos(λx̃))(C e−λ
2 t̃ ), (B.9)

where A,B and C are constants. Next , we use the boundary conditions for determining
the values for these constants. Using boundary condition described by Eq. (B.6) and
ignoring trivial solutions, it can be worked out that B = 0. Putting this in Eq. (B.9), we get

T̃ (x̃, t̃ ) = D sin(λx̃)e−λ
2 t̃ , (B.10)

where D = AC . Now, we use the other boundary condition described by Eq. (B.5) which
yields

∂T̃

∂x̃

∣∣∣
x̃=1

= Dλcos(λ)e−λ
2 t̃ = 0, (B.11)

which gives

λn = 2n −1

2
π for n = 1,2,3.... (B.12)

Now we apply principle of superposition, which means that if the solution holds true
for one λ, then it must be true for a linear combination of all λn . Hence,

T̃ (x̃, t̃ ) =
∞∑

n=1
Dn sin(λn x̃)e−λ

2
n t̃ , (B.13)

combines the solutions for all possible λ values. Finally, we utilize the initial condition
given by Eq. (B.7) for determining the constant Dn as

T̃ (x̃,0) =
∞∑

n=1
Dn sin(λn x̃), (B.14)

which should be equal to the temperature distribution given by Eq. (B.7). This gives

p(x̃) =
∞∑

n=1
Dn sin(λn x̃). (B.15)

For determination of Dn , orthogonality property of the function sin(λn x̃) is utilized.
This gives
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Dn =
∫ 1

0 p(x̃)sin(λn x̃)d x̃∫ 1
0 sin2(λn x̃)d x̃

, (B.16)

or

Dn = 2
∫ 1

0
p(x̃)sin(λn x̃))d x̃, (B.17)

as denominator of Eq. (B.16) becomes 1/2. Now, putting the value of p(x̃) from Eq. (B.7),
we get

Dn = 2
∫ 1

0

(
T0 −Tssx̃ −Ts )sin(λn x̃)d x̃. (B.18)

Integration yields

Dn = 2(T0 −Ts )
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. (B.19)

Finally, we substitute Dn from Eq. (B.19) into Eq. (B.13) and subsequently use Eq. (B.3),
to get temperature distribution during the heating regime as
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Note that Tss = (QL)/k is same as the steady-state temperature at x = L for the heat-
ing step, i.e., Tss = Th(L,∞).

The derivation for cooling regime remains exactly the same except the initial con-
dition is now prescribed by the temperature distribution at the end of the heating step,
i.e.,

T̃ (x̃,0) = ph(x̃) = Th(x̃, t̃h) for x̂ > 0. (B.21)

Therefore, replacing p(x̃) by ph(x̃) in Eq. (B.17), integrating and using Eq. (B.3) leads
to the solution for cooling regime as
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C
APPENDIX: SENSITIVITY ANALYSIS

OF THE HOTSPOT CONSTRAINT

The sensitivity of the thermal constraint given by Eq. (4.9) with respect to design variable
ρ is derived using the adjoint method. First, the relation between the temperature for the

J th slab T̂
(J )

and T̂
Ω

is defined as

T̂
Ω =

m∑
J=1

L(J )T̂
(J )

, (C.1)

where L(J ) is a matrix prepared for extracting top node temperatures for the J th slab and

sequentially place them in T̂
Ω

. Next, the constraint given by Eq. (4.9) is written in aug-
mented form as

f ∗ = f +
m∑

J=1
(λ(J ))T (Q(J ) −G(J )T(J )), (C.2)

withλ(J ) as the Lagrange multiplier vector for the Jth slab. Differentiating the augmented
constraint with respect to element density ˜̃ρe gives

∂ f ∗
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= ∂ f
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T(J )

)
. (C.3)

Expansion of the first term in the RHS of Eq. (C.3) gives

∂ f

∂ ˜̃ρe
=
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1
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]( 1
P )−1

nT crNc

[
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. (C.4)

In order to avoid computation of state sensitivities, all the terms with ∂T(J )/∂ ˜̃ρe are
combined. This leads to the following sensitivity expression:
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∂ f ∗
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Here, λ(J ) is the solution of following equation:
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L(J ) − (λ(J ))T G(J ) = 0, (C.6)

where J = 1, . . . ,m. Furthermore, expressions for
∂G(J )/∂ ˜̃ρe and ∂Q(J )/∂ ˜̃ρe can be found by differentiating Eq. (4.5) and Eq. (4.6), respec-
tively. Sensitivities with respect to the design variables are calculated using the chain
rule:
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∂ρe
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