
 
 

Delft University of Technology

Generalizing rapid flood predictions to unseen urban catchments with conditional
generative adversarial networks

do Lago, Cesar A.F.; Giacomoni, Marcio H.; Bentivoglio, Roberto; Taormina, Riccardo; Gomes, Marcus N.;
Mendiondo, Eduardo M.
DOI
10.1016/j.jhydrol.2023.129276
Publication date
2023
Document Version
Final published version
Published in
Journal of Hydrology

Citation (APA)
do Lago, C. A. F., Giacomoni, M. H., Bentivoglio, R., Taormina, R., Gomes, M. N., & Mendiondo, E. M.
(2023). Generalizing rapid flood predictions to unseen urban catchments with conditional generative
adversarial networks. Journal of Hydrology, 618, Article 129276.
https://doi.org/10.1016/j.jhydrol.2023.129276
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.jhydrol.2023.129276
https://doi.org/10.1016/j.jhydrol.2023.129276


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Journal of Hydrology 618 (2023) 129276

A
0

Contents lists available at ScienceDirect

Journal of Hydrology

journal homepage: www.elsevier.com/locate/jhydrol

Research papers

Generalizing rapid flood predictions to unseen urban catchments with
conditional generative adversarial networks
Cesar A.F. do Lago a,b,∗, Marcio H. Giacomoni b, Roberto Bentivoglio c, Riccardo Taormina c,
Marcus N. Gomes Junior a,b, Eduardo M. Mendiondo b

a University of Texas at San Antonio - One UTSA Circle, San Antonio, TX 78249, USA
b University of Sao Paulo - Av. Trab. Sao Carlense, 400 - Parque Arnold Schimidt, Sao Carlos-SP, 13566-590, Brazil
c Delft University of Technology - Stevinweg 1, 2628 CN Delft, Netherlands

A R T I C L E I N F O

This manuscript was handled by A. Bardossy,
Editor-in-Chief, with the assistance of Fi-John
Chang, Associate Editor.

Keywords:
Rapid flood modeling
Deep learning
Generative adversarial networks
Rain on grid

A B S T R A C T

Two-dimensional hydrodynamic models are computationally expensive. This drawback can limit their appli-
cation to solving problems requiring real-time predictions or several simulation runs. Although the literature
presented improvements in using Deep Learning as an alternative to hydrodynamic models, Artificial Neural
Networks applications for flood prediction cannot satisfactorily predict floods for areas outside the training
datasets with different boundary conditions. In this paper, we used a conditional generative adversarial network
(cGAN) aiming to generalize flood predictions in catchments not included in the training process. The proposed
method, called cGAN-Flood, uses two cGAN models to solve a rain-on-grid problem by first identifying wet
cells and then estimating the water depths. The cGANs were trained using HEC-RAS outputs as ground truth.
cGAN-Flood distributes a target flood volume (v𝑡) in a given catchment, which can be calculated via water
balance from hydrological simulations. Our approach was trained on ten and tested on five urban catchments
with distinct characteristics. The cGAN-Flood was compared to HEC-RAS for different rainfall magnitudes and
surface roughness. We also compared our approach to the Weighted Cellular Automata 2D (WCA2D), a rapid
flood model (RFM) used for rain-on-grid simulations. Our method successfully predicted water depths in the
testing areas, showing that cGAN-Flood could generalize to different locations. However, cGAN-Flood tended
to underestimate depths in channels in some areas for events with a small peak of precipitation intensity.
cGAN-Flood was 50 and 250 times faster than WCA2D and HEC-RAS, respectively. Due to its computational
efficiency and accuracy, we suggest that cGAN-Flood can be applied when fast simulations are necessary, and
it can be a viable modeling solution for flood forecasts in large-scale watersheds.
1. Introduction

Floods are the costliest natural disaster for life losses and economic
damages (Bulti and Abebe, 2020; Natarajan and Radhakrishnan, 2019).
Climate change is likely to increase the frequency and intensity of
extreme storm events, which can potentially magnify the impacts of
flooding (Aich et al., 2016; Clavet-Gaumont et al., 2017; Yin et al.,
2018; do Lago et al., 2021). Flood modeling is a fundamental tool
for planning and designing flood mitigation in urban areas. Two-
dimensional (2D) hydrodynamic approaches are the most effective
models used for urban flood predictions (Cea and Costabile, 2022).
However, they are computationally expensive, hampering their applica-
tion in large-scale watersheds or when many runs are required (e.g., for
Monte Carlo simulation and optimization problems). As an alternative,
Rapid Flood Models (RFMs) have been developed based on simpli-
fied modeling approaches, such as Cellular Automata (Guidolin et al.,

∗ Corresponding author at: University of Texas at San Antonio - One UTSA Circle, San Antonio, TX 78249, USA.
E-mail address: cesar.dolago@utsa.edu (C.A.F. do Lago).

2016). More recently, Artificial Neural Networks models have also been
trained to reduce the computation time of flood predictions (Kabir
et al., 2020).

RFMs are fast flood models that decrease simulation time by im-
plementing simplified hydraulic concepts rather than solving complex
physical equations (Teng et al., 2017). These approaches usually aim
to distribute a flood volume over a domain (e.g., Jamali et al. (2018,
2019), Ghimire et al. (2013), Guidolin et al. (2016)). While granting
significant computational speedups, these simplifications reduce their
prediction accuracy in areas characterized by high momentum and
velocities. Moreover, RFMs may require low time steps in areas with
high velocities and DEM resolution, resulting in longer computational
runs (Guidolin et al., 2016).

Deep learning (DL) techniques have been used to predict floods
with satisfactory results (Berkhahn et al., 2019; Dtissibe et al., 2020;
vailable online 16 February 2023
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Kabir et al., 2020; Lowe et al., 2021). DL models use a multiple-layer
structure, known as Artificial Neural Networks (ANN), to represent
high levels of complexity and learn from high-dimensional data (Sit
et al., 2020). Convolutional Neural Networks (CNN), in particular, have
gained popularity in earth sciences due to their ability to process image
data and extract features from multiple adjacent pixels (Kabir et al.,
2020). CNNs have been applied successfully in flood prediction stud-
ies. Lowe et al. (2021), applied a U-Net based DL to model maximum
water depths in an urban catchment using spatial inputs and rainfall
characteristics. They trained their model on parts of the study area
and could predict maximum water depths in unseen patches of the
same domain. Guo et al. (2022) developed a similar DL model, trained
with RFM outputs to predict maximum water depths and flow velocities
in different catchments. Although the authors showed that the model
could effectively generalize in unseen catchments, their approach does
not generalize for different rainfall events.

Generative adversarial networks (GAN) (Goodfellow et al., 2014)
can be used to improve CNN predictions. GANs include two
convolutional-based DL structures, a generator () and a discriminator
), that compete during training. While  is trained to differentiate
’s output from the actual data,  is trained to generate outputs
o be classified as true data by the discriminator (Gonog and Zhou,
019; Wang et al., 2017). This approach significantly increases the
apacity to create more realistic results (Wang et al., 2017) and has
een an effective method for generating high-resolution outputs (Cheng
t al., 2020). Recently, Hofmann and Schüttrumpf (2021) applied a
onditional generative adversarial network (cGAN), which is also CNN
ased, for predicting floods (floodGAN). Their approach uses spatially
istributed rainfall as inputs to generate flood maps up to 106 times
aster than physically based hydrodynamic modeling. However, the
ransferability of their method to other locations is a major challenge
ecause floodGAN is domain-specific due to the lack of topographic
nformation used as inputs.

Despite the significant advances in the state-of-art of DL, ensuring
meaningful physical connection between inputs and outputs is still
challenge (Willard et al., 2020; Swischuk et al., 2019). Merging

L with physically-based models is a promising solution to improve
he accuracy of the predictions and the DL generalization capacity,
s this combination can capture better the physical processes and the
ynamics of an entire system (Willard et al., 2020; Palmitessa et al.,
022). However, building a hybrid physics-guided DL method with
odels requiring fixed input sizes, such as CNN, is difficult (Ma et al.,
021; Park et al., 2020). One alternative to the fixed input size issue
f CNNs is to use multiple patches (smaller portions of the domain)
o construct maps for scale-dependent problems (Martins et al., 2020).
n the case of flood predictions, previous studies applied the bound-
ry conditions (e.g., hydrograph or precipitation) for individual CNN
atches (e.g., Guo et al. (2022), Lowe et al. (2021)). In these cases,
he interaction between patches is lost, and a full assessment of the
ntire domain, such as maintaining the conservation of mass, becomes
ery complex. Therefore, the strategy of applying patches for flood
redictions hampers the development of physics-guided DL models.

According to the literature, there is still a lack of an approach
apable of generalizing flood predictions to different catchments and
oundary conditions. The inability to generalize requires the retraining
f the model for new areas or when local characteristics change.
raining a DL model is a time-consuming process that demands exten-
ive data. Training data is often obtained from hydrodynamic outputs
nd thus limits the advantage of such DL models over the traditional
ydrodynamic approaches (Bentivoglio et al., 2022). In this paper,
e aim to narrow this gap by developing a novel physics-guided DL
ethod, named cGAN-Flood, based on a cGAN approach to predict

looding in unseen catchments and for different rainfall events. Our ap-
roach includes two generators that identify wet cells and calculate the
ater depths. The dual generator strategy enabled applying boundary

onditions to the entire studied area, instead of to individual patches.
herefore, this method allowed us to enforce mass conservation for the
hole catchment. We tested our approach in unseen catchments under
2

arying rainfall conditions.
2. Methodology

The proposed deep learning modeling approach is based on the
idea of distributing a target runoff volume (v𝑡) over a given catchment
area to create a map with maximum flood depths (D). The v𝑡 can
be calculated via water balance from hydrological simulations, which
are traditionally faster than hydraulic models, while the flood volume
distribution is performed with DL models.

2.1. Rapid flood modeling with cGAN-flood and the required input data

Rapid flood simulations with cGAN-Flood require the v𝑡, which
is the volume to be distributed over the domain, and four spatial
inputs: elevation, imperviousness, flow accumulation, and slope maps.
These spatial input data have been chosen as they are often used to
build hydrological models and are relevant for flood predictions (Lowe
et al., 2021). cGAN-Flood is a dual generator approach that uses spatial
characteristics to generate flood maps with a volume that matches v𝑡.
A schematic representation of this hybrid physics-guided DL method is
shown in Fig. 1. First, a generator (1) is trained to rank which cells
in the domain are likely to be flooded. The outputs of 1 are patches
of the whole domain that are combined so that the full catchment is
ranked (map R). Then, a map with all wet cells (W ) is created by setting
a threshold 𝜏 and considering all cells in R ranked above 𝜏 as wet. In
other words, 𝜏 determines the magnitude of flooding, with lower values
resulting in a larger number of wet cells. Finally, a second generator
(2) is trained to calculate the depths of wet cells in W to create D by
combining multiple output patches of 2. The Pix2Pix method (Isola
et al., 2017), which uses a conditional GAN (cGAN), was used to train
the generators. In cGANs, the  and  are conditioned with additional
information as inputs, instead of random noises alone like traditional
GANs. In this paper, we conditioned the cGAN with local characteristics
that affect flood predictions (details in Section 2.2).

The method requires finding a suitable 𝜏, so that the total volume
(v) in the final map D (which depends on W ) matches the volume v𝑡.
This dual generator approach allows applying the boundary conditions
(in this case, v𝑡) to the entire catchment and not only the area the patch
where  is restricted to, unlike previous studies.

2.2. cGAN structure and maps construction

The Pix2Pix conditional GAN uses a generator () with U-NET
based ANN for image-to-image translation, i.e., the model uses noises
and conditional images (X) as inputs to  for generating an output
image. Isola et al. (2017) observed that including noise as an input did
not contribute to the generation of the final image as it usually happens
with GANs. Therefore, we only considered images as inputs to cGAN-
Flood. The training process uses a discriminator () that grades the
output of  as a true or false image. 1 and 2 are trained separately,
each one with a distinct discriminator (1 and 2).

The  and  structures used in this paper are shown in Fig. 2. Each
step of the downscale contains one 2D convolutional layer (conv2D)
and a leaky ReLU activation function, while the step of the upscale
process has one deconvolutional layer with a ReLU activation function.
Finally, the generator’s output layer uses hyperbolic tangent activation
functions.  consists of two downscale blocks, followed by conv2D
layers. Then a binary cross-entropy function is applied to the output
matrix of  to classify the input image as ‘‘false’’ or ‘‘true’’. Elevation
(E), imperviousness (I), flow accumulation (F ), and slope (S) matrices
for the whole catchment, with dimensions m × n, are the required data
for 1. The inputs for 1(X1) are four stacked submatrices (with the
size of a patch) of E , I , F , and S, with dimensions s × s, in which s ≤ m
and s ≤ n. The inputs to 2(X2) include a submatrix of the wet matrix
W . During the cGAN training, 1(X1) and 2(X2) are optimized to get
as close as possible to ground-truth submatrixes R and D, respectively.

In our case, the ground-truth images are obtained from hydrodynamic
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Fig. 1. Summary of the cGAN-Flood prediction process.
Fig. 2. Generators 1 and 2, and their respective discriminators, trained to reproduce R and D calculated from hydrodynamic modeling. The input to 2 includes W , which is
determined after thresholding 1(X1).
models. The input of the s includes the same inputs of  plus the
image to be classified, which can be either the generator’s output
(1(X1) or 2(X2)) or the ground-truth image. The ideal  returns a
0% probability of being a true image if fed with (X), and a 100% if
the input includes the ground-truth
3

The  of both cGANs are trained utilizing a loss function (Loss),
which is the following:

Loss = 𝐿𝐶𝐸 ((𝑿,𝑻 ),𝑱 ) + 𝐿𝐶𝐸 ((𝑿,(𝑿)),𝑲) (1)

where J and K are label matrixes of ones and zeros, used to relate
the true and false images, respectively. T represents the ground-truth
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Fig. 3. Illustration of how 1 and 2 are used to build R and D maps.

image, either R or D calculated with a hydrodynamic model. 𝐿𝐶𝐸
stands for a binary cross-entropy function (Gneiting and Raftery, 2007).
The  loss function (Loss), used to train 1 and 2, is shown in
Eq. (2). Loss combines the  grading with the least absolute deviation
(1) (Isola et al., 2017), shown in Eq. (3):

Loss = 𝐿𝐶𝐸 ((𝑿,(𝑿)),𝑱 ) + 𝜆1 (2)

1 =
1
𝑠2

𝑠
∑

𝑖=0

𝑠
∑

𝑗=0

|

|

|

𝑻 𝑖,𝑗 − (𝑿)𝑖,𝑗 ||
|

(3)

where 𝜆 is constant.
Once the generators are trained, the construction of R and D is done

by assigning 1(X1) or 2(X2) to the patch around a given coordinate
(

𝑥0, 𝑦0
)

. These coordinates slide through the domain until the whole
catchment has been covered. However, preliminary analysis showed
that the model uncertainties were more prominent at the borders, possi-
bly because E contains the normalized elevations relative to the central
cell (further details in the next section). Therefore, only the central
portion of each patch is utilized, by excluding the 25% extremes, as
depicted in Fig. 3. To discard points outside of the catchment area, we
considered a mask matrix where a flood map is generated.

Since the maximum water depth significantly varies between differ-
ent catchments, we considered a fixed maximum water depth threshold
𝑑𝑚𝑎𝑥 to further improve the generalizability across catchments. Prelim-
inary analyses showed that reducing the generator’s predicted depth
range improved the generalization potential significantly. Therefore, 2
computes only depths for shallow water (𝑑 < 𝑑𝑚𝑎𝑥) while simply identi-
fying those considered deeper (𝑑 ≥ 𝑑𝑚𝑎𝑥). Here, we used a 𝑑𝑚𝑎𝑥 = 0.3 m,
which is twice the depth considered a transition between concentrated
shallow flows and open channel flow (USDA, 1986).
4

To estimate deeper water depths (≥0.3 m), we interpolated the
water surface elevation (WSE) calculated at the frontier between the
shallow and deep waters, assuming that the water level is linear within
this region. We based this assumption on 1D hydrodynamic modeling
(e.g., HEC-RAS 1D), according to which the water surface is leveled
perpendicular to the flow direction with a single WSE for a given cross-
section. In addition, 1D models assume that the water surface is linear
between cross sections (Brunner, 2016).

Here, the final water depths are calculated by subtracting the in-
terpolated WSE from the DEM. The whole process is shown in Fig. 4.
This figure also shows that the WSE varies in space. The interpolation
results of the WSE are directly dependent on the outputs of G2, which
identifies the locations of deeper waters and dictates the values to
be interpolated from the borders. It also should be noted that the
interpolations tend to be perpendicular to the flow direction and flood
propagation in channels, as higher water depths are more likely to be
found along the thalweg, and the frontier between deep and shallow
water tends to follow the river banks.

2.3. Data augmentation and normalization

Hydrodynamic simulations were performed to generate R and D
maps used to train the generators. For a given domain under a rainfall
with an increasing intensity over time, the ranking matrix R can be
calculated as:

𝑹 =
𝑇
∑

𝑡=1
𝑾 𝑡, 𝑾 𝑖,𝑗

𝑡 =
{

1 𝑖𝑓 𝑫𝑖,𝑗
𝒕 > 0

0 elsewhere
(4)

where 𝑫𝑡 is the water depth map at time 𝑡, W 𝑡 is a binary map with
unitary values for wet cells at time 𝑡, and 𝑇 is the number of maps. The
higher the R value for a given cell, the earliest it started to flood. In
other words, cells with a high R value start to flood with small rainfall
intensity, while the cells with lower R would only flood with more
intense precipitations.

We collected the samples throughout the catchment by sliding a
center point of coordinates (𝑥0, 𝑦0) inside the catchment and selecting
the patch of dimension 𝑠×𝑠 ((𝑿) as illustrated in Fig. 3). We employed
data augmentation strategies to increase the generalizability of the
proposed model. We augmented the number of training samples per
catchment by multiplying the elevation maps E by a factor 𝑘𝑡𝑚. A
value lower than 1 generates flatter terrains and shallower channels,
which are more likely to be flooded. On the other hand, a 𝑘𝑡𝑚 larger
than 1 increases the slopes and deepens the channels, reducing the
flood extension. In addition to the terrain modification, further data
augmentation was performed by rotating and mirroring the patches.
During the data collection, the central point slides 𝑠∕2 plus a random
number ranging from 0 to 𝑠∕2, until the whole domain has been visited.
This randomization helped to increase the variability of the training
dataset, as the same points are not always selected for different D maps
or 𝑘𝑡𝑚.

Finally, we applied min–max normalization on the 𝑬, 𝑭 , 𝑺, 𝑹, and
𝑫 to facilitate the training process and improve its generalizability. The
normalized values of these matrixes ranged from −1 to 1. The wet cell–
matrix W and the imperviousness I (one and zero representing that a
cell is fully impervious and pervious) were not normalized.

The maximum values used to normalize 𝑹 and 𝑫 were T (see
Eq. (4)) and d𝑚𝑎𝑥 (0.3 m), respectively. The 𝑬 submatrix was nor-
malized between −1 and 1, with the elevation relative to the central
coordinate of the patch. This way, the central element of this input is
always zero, while −1 and 1 represent the lowest and highest elevation
cells. Fixating an origin helps the training process and facilitates the DL
to recognize patterns (Gondhi and Kour, 2017).
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Fig. 4. Calculation of the water depth map D from the cGAN. The outputs of 2 which are predicted to be higher than 𝑑𝑚𝑎𝑥 are interpolated assuming the water is leveled. The
final water depth map D is then evaluated by subtracting the DEM from the interpolated WSE.
2.4. Estimating the flood magnitude with 𝜏

One key component of our model is the ability to match the total
flood runoff volume v𝑡, estimated by a hydrological model for a given
catchment, thus providing a link with physical-based models and en-
forcing mass conservation. For this purpose, we iteratively modify the
threshold 𝜏, used in the determination of the wet cell map W , until the
relative error between the predicted volume 𝑣 (Eq. (5)) and 𝑣𝑡 is smaller
than a pre-defined tolerance 𝜉𝑡𝑜𝑙. The volume 𝑣 and the relative error 𝜀
are calculated as:

𝑣 = 𝐴
∑

𝑖𝑗
𝑑𝑖𝑗 (5)

𝜀 =
|

|

𝑣 − 𝑣𝑡||
𝑣𝑡

(6)

where 𝐴 is the area of a single cell and 𝑑𝑖𝑗 is the water depth at row
𝑖 and column 𝑗 in D. Decreasing the value of 𝜏 increases the flooded
area and, consequentially, v. Therefore, the error, as a function of 𝜏, is
unimodal. This characteristic enables applying the Golden Search opti-
mizing algorithm (Kiefer, 1953), an efficient method to single variable
problems. Details of the Golden Search can be seen in Supplementary
Material 1.

It is worth noting that our approach aims to distribute a v𝑡 that
corresponds to maximum flood depths in the entire domain, as shown
in Eq. (6), which differs from instantaneous volume. The maximum
depth is calculated with the depth peak of the whole rainfall event.
Due to the flood wave propagation, the arrival time of maximum depth
varies across cells. At the time of maximum instantaneous volume, not
all cells in the domain present maximum water depth. Therefore, the
maximum volume calculated with instantaneous depths is smaller than
the volume calculated with a map of maximum depths.

In this paper, we assume that flood wave attenuation can be ir-
relevant at short distances. Therefore, the time of maximum flood
depth of nearby cells is closely the same. In this case, the difference
between maximum instantaneous volume and volume computed with
maximum depths can be neglectable. The methods and assumptions for
calculating v𝑡 via hydrological modeling are depicted in Section 3.3.

2.5. Evaluation metrics

The root squared mean error (RSME) and the coefficient of determi-
nation (R2) were used to evaluate the model performance. We also used
the metrics hit rate (HR), false alarm rate (FAR), and critical success
index (CSI) to evaluate the spatial performance of the final D map. HR,
FAR, and CSI can be calculated with the following equations:

HR = Hits
Misses

(7)

FAR = Hits (8)
5

Hits + False Alarms
CSI = Hits
Hits + False Alarms + Misses

(9)

where hits are the cells flooded in both models, false alarms are the
cells flooded only with cGAN-Flood, and misses are the cells flooded
only predicted by the hydrodynamic model. We considered a threshold
of 0.01 m to distinguish dry and wet cells, a value used in other flood
studies (Brown et al., 2007; Shi et al., 2021). Preliminary analysis (not
shown) indicated that cells with flood depths between 0.01 m and
0.05 m accounted for an average of 8% of the total runoff volume in
training areas. This is significant to evaluate cGAN-Flood as this method
aims to match the total volume of D with v𝑡. In addition, accounting
for shallow depths is relevant to understand the outputs of 1, as it
computes wet cells for any depths above 0. Larger thresholds prevent
the evaluation of the 1 performance in identifying the wet cells. To
evaluate the performance of cGAN-Flood for cells with deeper flood
levels, and the performance of 2, we also included CSI0.05 and CSI0.3
in our analysis to consider water depths higher than 0.05 m and 0.3 m,
similarly to Lowe et al. (2021).

2.6. cGAN training and validation

Both training processes of 1∕1 and 2∕2 were performed with
200 epochs and a batch size of 128. The Adam optimizer (Kingma and
Ba, 2014) was used with a learning rate of 0.005. The 𝜆 for 1∕1 and
2∕2 were 5 and 40, respectively, so that to the discriminator and
MAE (in Eq. (2)) had approximately the same contribution to the total
Loss at approximately epoch 20, when the losses started to get stable.
For each epoch, the parameters of 1 and 2 were saved so they could
be used during validation.

For the model validation, we evaluated the capacity of 1 and 2 to
generate full maps of the entire catchment, instead of computing the
loss at each epoch during the training phase for each individual patches
(Fig. 5). Step 1 evaluated the 2 and WSE interpolation (shown in
Fig. 4) in reproducing the flood depths calculated with hydrodynamic
models. During this validation, the W map, to be used as input to
2, was determined directly from hydrodynamic outputs to compare
depths for the same wet cells. Then, D maps were generated with 2
parameters saved for each of the 200 epochs used for training. These
maps were evaluated with CSI0.3, CSI0.05, and RSME metrics to identify
at what epoch the parameters of 2 presented the most accurate flood
depths map (D). Since we used flood maps of the entire domain, we also
validated the interaction between patches, instead of isolated 2(X2).
The interaction between patches is important because it can affect the
WSE in deep areas, which is estimated via linear interpolation.

In Step 2, 1 was validated. Here, we generated R maps with 1
saved for all 200 epochs. The golden search single variable optimization
method was performed for each of the 200 R maps to identify 𝜏 and
what  model generates the most accurate D. The validated  was
1 2
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Fig. 5. Validation flowchart of 2 and 1. The parameters of both generators are saved for each epoch, which will later be used to build D and R for the entire catchment for
comparison with hydrodynamic outputs.
selected and was used during the golden search for validating 1.
Therefore, the validation of 1 can be interpreted as a validation of the
entire cGAN-Flood method. Since W indicates the cells that are flooded
for any depth above zero, the metric CSI was used to validate 2, which
includes shallower depths.

3. Studied area and flood simulations

The training (TR), validation (VA) and testing (TE) datasets con-
sisted of ten, two, and five sub-catchments in San Antonio, Texas
(Fig. 6a). These sub-catchments are located in the Upper San Antonio
and Leon Creek watersheds. The training sub-catchments are mostly
clustered at the eastern portion of Leon Creek. Testing areas TE1,
TE2, and TE3 are closer to the training areas, while VA1, VA2, TE4,
and TE5 are outside the training areas cluster. The areas selected for
testing and validation include catchments with different sizes, average
cell slopes, and percentage of imperviousness, allowing cGAN-Flood to
evaluate different spatial configurations. The characteristics of all areas
are presented in Table 1.

HEC-RAS 2D models were created for each training and testing area
with 3 m grid resolution, as recommended by Federal Emergency
Management Agency, 2020, along with DEM and imperviousness maps
of the same resolutions, both provided by the San Antonio River Au-
thority (SARA) (E. Cavazos, personal communication, 2018). A required
HEC-RAS 2D model parameter is the Manning’s roughness coefficient
for pervious and impervious cells. We selected n of 0.03 m1∕3 s−1

for impervious cells, a typical value that represents the roughness
of concrete (Brunner, 2016). For pervious areas, we selected n =
0.1 m1∕3 s−1 which is in the recommended range for different pervious
6

covers (e.g., bare field, grass, row crops, sparsely vegetated surfaces,
and others) (Engman, 1986). The input rainfall in all catchments was
assumed to be spatially uniform because the catchments are relatively
small.

3.1. Training and validation

We used a synthetic linear rainfall hyetograph in the training ar-
eas (Fig. 6b). The rainfall intensity increases smoothly over time to
minimize differences in water levels due to flood wave propagation.
This rainfall has a 1-minute time step and a total duration of 100 min,
with intensity varying from 7 to 700 mm/h, approximately twice the
maximum rainfall intensity of the 100-year storm. We used this extreme
precipitation intensity so that the flooded areas to be predicted are
likely to be smaller than what the DL has seen during the training
phase. Flood maps for every training area were acquired every 1 min
to compute R with Eq. (4) and, therefore, 𝑇 = 100. During validation
of 2, D maps were collected every 5 min. This approach allows 2 to
learn water depths from lighter and heavier rainfall intensity (t closer
to 0 and 𝑇 ). We considered additional simulations obtained by terrain
augmentation for the training dataset, as described in Section 2.2, using
k𝑡𝑚 values of 0.8, 0.9, 1.1, and 1.2.

For validating both generators, we simulated maximum depths in
the areas VA1 and VA2 using the 25- and 100-year storms with a
duration of 3 h (Fig. 6c). The alternating blocks method was used to
obtain the rainfall temporal distribution with a 5-minute resolution. We
evaluated the D maps with the averages between the CSI and RSME
metrics computed for both design storms and VA locations.
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Fig. 6. Training, validation, and testing areas and rainfall conditions: (a) the different catchments, (b) the precipitation used in the training areas, (c) the design storms used for
validation and testing, and two observed events (d) and (e) used for testing.
Table 1
Characteristics of the testing, validation, and training areas.
Location Area (ha) Number of cells (×103) Average cell slope (◦) Impervious area (%)

TR1 226.9 252.1 17.5 44.7
TR2 84.8 94.2 14.7 43.1
TR3 99.8 110.9 14.7 46.9
TR4 187.6 208.5 10.9 46.8
TR5 463.8 515.3 13.3 58.9
TR6 371.5 412.8 14.5 36.1
TR7 309.6 344 12.7 48.4
TR8 383.6 426.3 14.7 46
TR9 307.3 341.4 15.4 38.4
TR10 378.1 420.1 17.1 57.2

VA1 134.6 149.5 13.1 29.9
VA2 341.9 379.8 13.7 48.9

TE1 258.9 287.7 14.7 33.4
TE2 54.4 60.4 13.8 63.8
TE3 406.5 451.6 12.5 43.2
TE4 251 277.8 8.2 45.5
TE5 146.9 163.2 12.2 54.1
3.2. Testing

We tested cGAN-Flood’s capacity to reproduce HEC-RAS depth maps
in the TE catchments, which were not included in the training or
validation phases. Similarly to the validation, we calculated v𝑡 from
HEC-RAS flood maps (Eq. (5)) to compare maps with the same flood
volume. Therefore, we excluded the uncertainties propagated from the
hydrological model to analyze the errors that are solely produced by
the cGAN-Flood method.

Four rainfall events were used, including the two design storms and
two observed events (Fig. 6d and e). Observed event 1 (Obs1) and ob-
served event 2 (Obs2) were measured at the San Antonio International
Airport (NOAA Station ID: GHCND: USW00012921; Lat.: 29.54429◦,
Long.: −98.48395◦) and in the TE2 catchment, respectively, with time
resolutions of 15 and 5 min. Both observed events have a total of
7

130 mm in 3 h. Obs1 has a distinct rainfall peak, while the rainfall
volume of Obs2 is more evenly distributed over time.

In addition to the different rainfall events, we also tested the model’s
capability to predict flood depths with different scenarios of Manning’s
n. These scenarios were simulated on HEC-RAS with Manning’s n as
twice (scenario M1) and a half (scenario M2) of the values used for
training the cGAN (0.015 and 0.06 for the pervious, and 0.05 and
0.02 m−1∕3 s−1 for the impervious grids, respectively). We used the
25- and 100-year storms to evaluate the influence of surface roughness
for different rainfall magnitudes. The surface roughness reflects how
quickly the runoff flows out of the catchment and, consequently, the
v𝑡 to be distributed. For instance, a higher Manning’s n results in a
higher time of concentration and higher v𝑡 for the same rainfall, due to
a higher flood accumulation in the cells of the domain. The goal of this
experiment is to evaluate how the changes in v𝑡, due to different surface
roughness, could affect the performance of the cGAN-Flood model.
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Fig. 7. Validation metrics of 1 and 2 (a) and examples R and D maps created for VA2 (b) and VA1 (c), for the 100-year storm, presented for initial epochs, the best epoch,
and the last training epoch.
3.3. Hydrological modeling and cellular automata benchmark simulations

In this study, we used SWMM models that were previously devel-
oped by Zarezadeh (2017) for areas TE1 and TE2. The TE1 and TE2
models are subdivided into 34 and 163 sub-catchments, respectively.
The computation of v𝑡 was performed by summing the maximum
instantaneous volume of each of the smaller components of the SWMM
models separately, instead of a water balance applied to the whole
catchment. This way, we reduce the error associated with the ap-
proximation that we assumed between the instantaneous maximum
volume and the volume corresponding to maximum depth. Details of
how v𝑡 was calculated with SWMM can be seen in Supplementary
Material 2. The longest segment in our SWMM models is approximately
770 m, corresponding to an open channel conduit link in area TE1.
In supplementary material 3, we show that the effects of flood wave
propagation could be neglected in that segment.

For these analyses, effective precipitation was inserted on HEC-RAS
and WCA2D to account for infiltration. HEC-RAS 6.0 (Brunner, 2016)
and newer versions have the option to compute infiltration for 2D
simulations. However, we used effective precipitation as no infiltration
was included in the HEC-RAS models used for training. Including
infiltration would increase the cGAN-Flood complexity, as different
infiltration capacities would have to be tested to account for different
soil types. For comparison, WCA2D does not account for infiltration.
8

The WCA2D only uses one global Manning’s n for the whole domain,
which was set as 0.025 and 0.055 m−1∕3 s−1 for areas TE1 and TE2,
respectively. These values were obtained after calibration that ensured
maximum CSI0.03 for the 100-year storm when compared to HEC-RAS.
We selected CSI0.3, because 0.3 m was the minimum depth used to
evaluate the WCA2D model, according to Guidolin et al. (2016). In
addition, a 0.01s minimum time step was used, which showed no signs
of instability. The two design storms and two observed events used for
testing cGAN-Flood, were also modeled with WCA2D.

3.4. Hardware specifications

We performed all cGAN-Flood and WCA2D simulations on an
NVIDIA GeForce RTX 2060 SUPER GPU (1650 MHz and 16 GB of RAM).
HEC-RAS model does not support GPU; therefore, the hydrodynamic
simulations were done using an i7 10700 CPU with 2.9 GHz.

4. Results and discussion

4.1. cGAN-Flood training and validation

The evolution of R and D maps created with 1 and 2 during the
validation is illustrated in Fig. 7. The results show that the average
CSI metric for R and D increased rapidly for the first epochs and then
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Table 2
Performance metrics of cGAN-Flood for all testing areas.
Storm Testing area v 𝑡 (1000 m3) RSME (m) R2 HR (%) FAR (%) CSI (%) CSI0.05 (%) CSI0.3 (%)

25-year

TE1 285 0.09 0.90 94.4 14.8 81.1 72.7 69.0
TE2 37 0.08 0.85 88.2 11.7 78.9 71.1 68.3
TE3 486 0.13 0.89 93.2 15.3 79.8 72.3 68.0
TE4 223 0.09 0.88 94.1 10.9 84.4 74.2 67.1
TE5 119 0.17 0.84 83.9 11.9 75.3 72.1 67.9

100-year

TE1 339 0.10 0.90 94.6 13.3 82.6 74.6 70.9
TE2 46 0.09 0.86 86.8 8.5 80.4 72.9 67.8
TE3 595 0.14 0.87 93.5 13.4 81.7 74.4 67.5
TE4 270 0.10 0.86 94.2 9.4 85.8 76.3 65.7
TE5 143 0.16 0.78 84.3 10.3 76.9 73.7 69.3

Obs1

TE1 242 0.09 0.88 94.5 17.5 78.8 70.7 65.4
TE2 34 0.08 0.84 89.0 14.8 77.1 69.3 67.1
TE3 443 0.13 0.84 93.8 18.3 77.5 69.7 67.4
TE4 201 0.09 0.84 94.0 12.4 83.0 73.3 66.9
TE5 104 0.18 0.77 91.5 15.2 78.6 69.7 64.7

Obs2

TE1 196 0.10 0.82 92.7 23.1 72.5 63.9 60.0
TE2 28 0.09 0.78 89.9 21.9 71.8 64.5 60.9
TE3 412 0.17 0.72 94.8 28.3 69.0 58.8 61.0
TE4 179 0.11 0.74 95.3 19.9 77.0 65.5 67.2
TE5 82 0.18 0.69 92.4 24.4 71.2 61.1 58.7
stabilized (Fig. 7a and b). We selected the parameters saved at epoch
120 for 1, as CSI starts to get unstable beyond this point due to
overfitting. Fig. 7c shows the Rmaps obtained by HEC-RAS simulations,
nd generated by 2 at Epochs 3, 120, and 200 in the VA2 area. In
poch 3, for example, 1 has already started to understand flooding
eatures in VA2 and indicates the areas most susceptible to flooding.
n the other hand, R shows signs of overfitting in epoch 200. In
omparison to 1, 2 converged faster, as Fig. 7b shows. The highest
SI0.3 was observed at epoch 30 and, beyond this point, RSME started
o increase slowly. Fig. 7d illustrates 2 accuracy for water depths in
omparison to HEC-RAS in epoch 30 for the 100-year storm.

.2. cGAN-Flood testing

In this section, we present the results of the model performance in
he testing areas. Here, cGAN-Flood distributes a v𝑡 calculated from the
EC-RAS simulation. Therefore, the errors presented in this section are

olely related to the cGAN-Flood methods and do not include uncertain-
ies in flood volume propagated by the hydrological model. The model’s
erformance was satisfactory for all storm events and testing areas, as
hown in Table 2. Among the four tested rainfall storms, the cGAN-
lood obtained better performance for the 100-year storm as shown by
ll the goodness-of-fit metrics, with the exception of the RSME. This
ehavior occurred because the RSME is more sensitive to larger storms
han the other metrics and the 100-year storm resulted in the highest
looding and water depths. R2 values were above 0.7 for all testing
ases, except in TE5 for Obs2. HR values range from 83.9 to 95.3%
ith relatively low variance across different events. The FAR ranged

rom 8.5 to 24.4%, with higher values (worst performances) found for
he Obs2 event. The higher FAR shows that 1 tends to overestimate
he number of wet cells for events with smaller rainfall intensity. CSI
etric was above 70% for all catchments, with lower values for Obs2

vent due to higher FAR. The CSI0.05 and CSI0.3 presented low values
ecause errors from 1, which identified a larger number of wet cells
n comparison to the ground truth, were propagated to 2 predictions.

Our results suggest that cGAN-Flood can generalize across different
atersheds and rainfall forcings. For instance, cGAN-flood was capable
f predicting floods for the Obs2 and 100-year storms in areas TE2 and
E3 (Fig. 8), regardless of the significant differences in the catchment
rea and rainfall magnitude. TE3 is approximately 7 times larger than
E2. In addition, cGAN-flood distributed a v𝑡 more than 20 times larger

n area TE3 for the 100-year storm, when compared to TE2 for the Obs2
vent. The errors in depth are mainly within −0.1 and 0.1 m. In the area
9

E3, cGAN-Flood underestimated water depths in the main channel, i
with errors ranging from −0.3 to −0.1 m. Since cGAN-Flood matches
volume with HEC-RAS in these analyses, there was a more significant
frequency of errors up to 0.1 m to compensate for the underestimations
in the main channels. In area TE2, cGAN-Flood overestimated depths
in parts of the channel, but overall there was a balance between the
positive and negative errors.

The results indicate that cGAN-Flood’s performance for deeper wa-
ter depths was lower than for shallow locations, as indicated by CSI0.3
values. One reason is that the deeper flooding gets restricted to smaller
portions of the domain. We noted that misses or false alarms sig-
nificantly affected CSI, especially for the Obs2 event that generated
smaller flooded areas due to a smaller rainfall peak. This pattern in
performance is also observed with U-Flood (Lowe et al., 2021). Fig. 9
compares the flooded areas with d > 0.3 m in TE4 and TE5 for the
100-year storm and Obs2 events. In area TE4, both HEC-RAS and cGAN-
Flood predicted many flooded streets for both events. The reason is that
this area has a smaller average slope and tends to concentrate runoff
more easily. On the other hand, flooding in TE5 is more restricted and
cGAN-Flood tends to underestimate flooded areas. Despite these errors,
cGAN-Flood was able to capture the flooded cells in this testing area.

4.3. Sensitivity of cGAN-Flood to different Manning’ coefficients

The model’s sensitivity was tested for different Manning’s rough-
ness values (Table 3). Here two scenarios were evaluated: M1 (lower
Manning’s n) and M2 (higher Manning’s n). Both FAR and HR decrease
for the M1 scenario when compared to Manning’s n used for training.
By increasing the surface roughness (M2 scenario), surface runoff flows
more slowly and accumulates within the sub-catchments. As a result,
the flooded area increases, which reduces the false alarms and increases
the misses. With the increase in the number of wet cells in HEC-
RAS outputs, cGAN-Flood had an accuracy improvement because some
false alarms became hits. On the other hand, some of the dry cells
become wet, which increases the number of misses. In the case of the
M1 scenario, the number of flooded cells decreases with high runoff
velocities. Therefore, both FAR and HR values tends to decrease.

Despite the decrease in HR for higher Manning’s 𝑛, the overall
performance of cGAN-Flood improved for larger flooded areas. The
CSI, CSI0.05, and CSI0.3 increased for both 25- and 100-year storms
in the M1 scenario compared to the original model. On the other
hand, the performance of the cGAN-Flood decreased in most cases
for M2. The worst performance was also observed for area TE5. The
difference in flooded area predictions for lower and higher n values is

llustrated in Fig. 10. The number of false alarms is significantly lower
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Fig. 8. Comparison of flood depths predicted with cGAN-Flood and HEC-RAS for areas TE2 and TE3.
for the M1 scenario (Fig. 10a, b) compared to M2 (10c and d). The
large number of false alarm rates in M1 originated from W maps, as
the cGAN-Flood also overestimates flooded areas for smaller depths.
Therefore, the distribution of the flooded cells was miscalculated by
1 and propagated to 2 predictions. However, in general, the metrics
show a satisfactory performance of the cGAN-Flood for different surface
roughness scenarios, as shown in Table 3.

4.4. Coupling hydrological modeling with cGAN-Flood and comparison to
WCA2D

In this section, we calculated v𝑡 with a SWMM model to study
the performance of cGAN-Flood when combined with a hydrological
model. Table 4 reports the total flood volume v𝑡 for the maximum
depth map computed with HEC-RAS, WCA2D, and SWMM in areas TE1
and TE2. The results show that v was generally underestimated with
10

𝑡

SWMM, except for event Obs2 in TE1. The most significant error in
volume was registered for Obs2 in TE2, which was 25.9% lower than
HEC-RAS. One possible explanation is that the depression storage in the
terrain is better captured with a fully-distributed model, which can be
underestimated with the SWMM model.

The evaluation metrics for cGAN-Flood and WCA2D are shown in
Table 5. Despite underestimating v𝑡, the volumes are similar to those
computed with HEC-RAS and did not affect the overall performance of
cGAN-Flood when calculating v𝑡 from HEC-RAS maps (see Table 2). The
exception was TE2 for Obs2, where the error in v𝑡 was significant (see
Table 4), affecting the prediction of the maximum flood. The CSI0.3,
in this case, was as low as 41.1%. Despite SWMM predicting a better
v𝑡 than WCA2D , the performance of cGAN-Flood was similar to the
WCA2D model. The RSME values for cGAN-Flood in area TE1 were
close to WCA2D and higher in area TE2. Overall, WCA2D overestimated
depths for very shallow waters (between 0.01 and 0.05 m), which
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Fig. 9. Flooded areas with depth above 0.3 m for Obs2 (left) and 100-year (right) events for areas TE4 (a and b) and TE5 (c and d).
Table 3
Performance metrics of cGAN-Flood compared to HEC-RAS under different Manning’s n scenarios.

Manning scenario Storm Testing area v 𝑡 (1000 m3) RSME (m) R2 HR (%) FAR (%) CSI (%) CSI0.05 (%) CSI0.3 (%)

M1

25-year

TE1 301 0.087 0.90 92.2 11.4 82.5 74.7 70.7
TE2 58 0.104 0.85 85.5 4.6 82.1 74.3 71.5
TE3 593 0.119 0.89 92.3 8.5 85.0 79.0 69.5
TE4 272 0.1 0.88 93.1 6.2 87.7 78.7 66.2
TE5 154 0.152 0.84 90.1 7.3 84.1 77.9 69.1

100-year

TE1 353 0.096 0.92 93.8 11.2 83.9 75.8 72.0
TE2 58 0.104 0.85 85.5 4.6 82.1 74.3 71.5
TE3 730 0.14 0.90 93.9 9.8 85.2 74.4 62.5
TE4 332 0.089 0.93 92.9 5.2 88.4 80.2 66.1
TE5 186 0.136 0.88 90.6 6.9 84.9 78.6 68.8

M2

25-year

TE1 288 0.093 0.90 93.3 15.2 80.0 72.4 68.0
TE2 32 0.086 0.81 87.1 15.9 74.7 66.9 63.4
TE3 412 0.135 0.79 94.4 20.2 76.2 67.8 65.2
TE4 182 0.098 0.74 94.9 15.2 81.2 69.9 68.1
TE5 97 0.175 0.70 91.1 17.9 76.0 67.2 61.6

100-year

TE1 333 0.1 0.91 95.1 15.6 80.8 73.0 69.3
TE2 38 0.085 0.84 87.8 14.0 76.9 67.9 66.0
TE3 494 0.151 0.80 94.2 20.1 76.1 67.8 65.2
TE4 212 0.093 0.83 94.7 14.2 81.9 71.4 67.9
TE5 111 0.172 0.73 92.9 17.6 77.5 68.2 62.1
compromised the overall performance of models, as indicated by the
CSI metric. However, CSI was, in general, higher for WCA2D than
11

0.05
for cGAN-Flood. The results show that cGAN-Flood performed better for
very shallow depths (≤0.05 m), while WCA2D had better predictions
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Fig. 10. Flooded areas with depth above 0.01 m and 0.05 m for Manning Scenario M1 (a and b) and M2 (c and d) in area TE5.
Table 4
Volume of maximum flooded depths maps calculated with HEC-RAS, SWMM and WCA2D.
Testing area Storm Volume HEC-RAS v 𝑡 (SWMM) Volume WCA2D

TE1

25-years 269 248 (−7.8%) 219 (−19%)
100-years 329 308 (−6.3%) 273 (−17%)
Obs1 234 227 (−2.9%) 197 (−16%)
Obs2 182 198 (8.7%) 148 (−19%)

TE2

25-years 36 33 (−8.3%) 33 (−8%)
100-years 44 41 (−6.8%) 43 (−2%)
Obs1 32 29 (−9.3%) 32 (−2%)
Obs2 27 20 (−25.9%) 26 (−4%)
for depths between 0.05 and 0.3 m. Concerning CSI0.3, cGAN-Flood
over-performed WCA2D for all rainfall events in area TE1 and under-
performed in area TE2. For both models, CSI0.05 is higher than CSI0.3,
which is expected as the considered flooded area is smaller for depths
≤0.05 m than ≤0.3 m. Lowe et al. (2021) also reported lower CSI0.3
values than CSI0.05.

Fig. 11 shows the maximum water depths computed for areas TE1
and TE2, for the 100-year and Obs2 rainfall events. Both models
predicted well the depths and flooded area in TE1. However, WCA2D
underestimated depths in the main channel. The reason is that WCA2D
uses a single Manning’s n for the entire domain, a limitation of this
approach. The cGAN-Flood significantly underestimated the flooded
area in TE2 for the Obs2 event. In this case, v calculated with SWMM
12

𝑡

was 25% lower than HEC-RAS, which resulted in a significantly lower
flood area.

The cGAN-Flood coupled with the SWMM was significantly faster
than HEC-RAS and WCA2D (Table 6). While WCA2D was on average 5
times faster than HEC-RAS, cGAN-Flood and SWMM combined were on
average 250 times faster than HEC-RAS. The difference in simulation
time is more significant for larger areas. For example, in area TE3
(largest training area), HEC-RAS simulations took an average of 2 h and
45 min between all four events, while cGAN-Flood (excluding SWMM)
required an average of 30 s to complete all the simulations (330 times
faster). The computational time of the cGAN-Flood method is more
variable than HEC-RAS or WCA2D because it depends on the number of
iterations of the golden search optimization method that estimates the
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Table 5
Performance metrics of cGAN-Flood, combined with SWMM, compared to WCA2D.

Testing area Storm RSME (m) R2 HR (%) FAR (%) CSI (%) CSI0.05 (%) CSI0.3 (%)

cGAN-Flood

TE1

100-year 0.1 0.88 93.4 12.5 82.4 74 70.9
25-year 0.08 0.9 85.9 9.6 78.7 70.7 71.5
Obs1 0.1 0.89 92.7 10 84 76 72.4
Obs2 0.08 0.84 84.3 6.6 79.6 72.7 71.4

TE2

100-year 0.09 0.82 94.5 15.6 80.5 71.7 69.7
25-year 0.09 0.86 86.9 12.5 77.3 68.8 70
Obs1 0.09 0.79 96.1 26.9 71 60.4 61.2
Obs2 0.11 0.56 83.3 16.8 71.3 60.2 41.1

WCA2D

TE1

100-year 0.1 0.89 98.6 31.5 67.8 76.2 69.5
25-year 0.09 0.9 98.3 33.6 65.7 75.7 70
Obs1 0.09 0.91 97.6 33.7 65.3 75.3 69.8
Obs2 0.09 0.86 95.2 35 62.9 73 66.7

TE2

100-year 0.06 0.93 98.6 34.6 64.9 75.5 74.6
25-year 0.05 0.93 98.6 39.6 59.8 76.9 73.9
Obs1 0.05 0.94 98.1 41 58.3 75.9 71.6
Obs2 0.05 0.94 96.6 42.2 56.7 77.7 69.6
Fig. 11. cGAN-Flood + SWMM outputs compared to HEC-RAS and WCA2D for areas TE1 (100-year storm) and TE2 (Obs2 event).
parameter 𝜏. For instance, cGAN-Flood found D after eight iterations
for the 25-year storm and required only two iterations for the 100-year
storm in area TE1. It is worth noting that v𝑡 can be calculated with other
hydrological models other than SWMM (e.g., HEC-HMS or GSSHA),
which can affect the simulation speed and accuracy in computing v𝑡.

5. Advantages and limitations

Here we discuss the major advantages and some limitations of
cGAN-Flood. The major advantage of cGAN-Flood is speed. The results
show significantly faster simulations than hydrodynamic simulations
while maintaining the overall good predictive performance of flood
13
locations and water depths. Second, cGAN-Flood was able to generalize
predictions in unseen catchments. The generalization can promote the
application of DL in flood studies, as the necessity of retraining is
reduced. The proposed cGAN-Flood model achieves results comparable
with other RFMs but can significantly improve the computational time
of large-scale flood simulations. Another advantage of cGAN-Flood
compared to other deep learning methods found in the literature is the
use of mass conservation, which gives the model a physical backbone,
although it requires the use of a hydrological model to estimate the
total runoff volumes.

Regarding limitations or deficiencies, the results indicate that cGAN-
Flood tended to underestimate flood depths in channels for small
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Table 6
Total simulation times with HEC-RAS, cGAN-Flood and WCA2D.
Testing area Storm HEC-RAS (s) WCA2D (s) cGAN-Flood (s) cGAN-Flood with SWMM (s)

TE1

25-years 5357 1079 13.1 18.3
100-years 5361 1204 7.1 13.5
Obs1 5487 1175 16.6 22.5
Obs2 5251 1144 16.4 21.9

TE2

25-years 1363 252 2.8 6.1
100-years 1584 329 5.4 8.7
Obs1 1469 290 3.8 7.1
Obs2 1281 310 5.1 8.5
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rainfall events. One limitation of our study is that infiltration and
hydraulic structures (e.g., sewers, bridges, and culverts) were excluded
from the HEC-RAS simulations used to generate the training dataset.
Although the infiltration losses and drainage system can be simulated
with SWMM and be reflected on v𝑡, the overland distribution of flooded
volume might be affected because the location of flow and volumes
(e.g., combined sewer overflow) is lost. The lack of infiltration losses
and no options for the sewer system are also missing from other
models, such as WCA2D. The catchments tested in this study rely
mainly on open channels and overland flow. The model likely fails in
urban catchments where underground sewer systems are significant.
One solution might be applying cGAN-Flood in subdivided catchments
in multiple simulations. In this case, v𝑡 values could be calculated
or each sub-catchment. and be used with cGAN-Flood to spread the
lood volume, helping to identify vulnerable locations to flooding. More
nvestigation is needed on how to incorporate drainage infrastructure
n the model (e.g., sewers, culverts, bridges). Furthermore, subdividing
he domain into smaller sub-catchments can also be necessary to reduce
he error when calculating maximum depths in a large domain. The v𝑡
an be underestimated if the instantaneous maximum runoff volume
s calculated for large areas, as the effect of flood wave propagation
an be significant. Finally, our model assumes a linear WSE for deeper
aters, which can be less accurate than the outputs of 2D modeling
ith WCA2D and HEC-RAS. Brunner (2016) also highlights that lin-
ar assumptions of HEC-RAS 1D are a disadvantage compared to the
EC-RAS 2D.

One potential application of cGAN-Flood would be to improve the
esolution of fully distributed hydrological and hydraulic models. The
dea is to run fully distributed hydrological models (e.g., GHSSA) in a
oarse spatial resolution and use cGAN-FLood to obtain high-resolution
loodplains. One limiting aspect of cGAN-Flood is cell resolution. Cur-
ently, the cGAN-Flood model only works for a spatial resolution of

m. Although this is within the FEMA recommended scale for hy-
raulic studies of floodplains, cGAN-Flood cannot be used to generate
lood maps on finer cells or in areas where high-resolution data do
ot exist. Predictions with different spatial resolutions would require
uilding new hydrodynamic models to generate new data and re-train
GAN-Flood.

. Conclusions and future model improvements

This paper developed the model cGAN-Flood, a rapid flood model
ased on conditional generative adversarial networks to estimate high-
esolution maximum flood areas. This approach generates maximum
lood depths by distributing a flood volume. cGAN-Flood uses two
enerators to first identify flooded cells and then to estimate wa-
er depths. This method was evaluated for catchments unseen to the
enerators during training or validation phases. Results showed that
GAN-Flood could generate accurate results for a variety of catchments,
ainfall magnitudes, and surface roughness, indicating that the gen-
rators could satisfactorily generalize their predictions. Future model
mprovements could include infiltration, different Manning’s n, and
ewer systems. Adding these aspects could enable DL models to calcu-
ate flood depths directly from rainfall inputs, potentially eliminating
14

he need to use a hydrological model before computing the flood
olume to be distributed. These advancements, however, would require
any additional simulations on catchments with different sewer system

onfigurations, various infiltration capacities, and land cover types. We
lso suggest the development of new DL methods that can accurately
eneralize predictions of deeper water, which can replace the WSE
nterpolation approach adopted for cGAN-Flood and improve rapid
lood modeling results’’.
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