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An Integrated Framework for Autonomous
Sensor Placement With Aerial Robots

Brett Stephens , Graduate Student Member, IEEE, Hai-Nguyen Nguyen , Member, IEEE,
Salua Hamaza , and Mirko Kovac , Member, IEEE

Abstract—Aerial manipulators have the unique ability to
cover wide-spread areas within a single mission, making
them ideal for the transport and placement of sensors re-
quired to build an instrumented environment. Recent work
in the field has focused on controllers for aerial interaction
that account for compliance during contact-based tasks,
omitting integration concerns that are critical to an auto-
mated solution. Furthermore, state-of-the-art flying base
manipulators are often mechanically and computationally
complex, reducing their endurance. Within this work, we
present an interactive framework for autonomous sensor
placement that incorporates both mechanical and software
based compliance, optimised for use on a simple copla-
nar quadrotor. Under appropriate actuation and perception
constraints, we detail the development of a control, per-
ception, and motion planning strategy to enable sensor
placement that relies solely on onboard computation and
sensing, thus presenting a fully contained and accessible
sensor placement approach capable of robust interaction
with the environment. An extended finite-state machine is
developed to facilitate automated mission planning. Exten-
sive flight experiments are performed to validate the effec-
tiveness of each sub-system, as well as the integrated solu-
tion. Experiments result in trajectory tracking errors under
10 mm as well as onboard mass estimation errors under
0.7% for sensors of various weights. A statistical analysis
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of 162 flight experiments shows the proposed framework’s
ability to autonomously place sensors within 10 cm of the
target with a success rate of 93.8% and 95% confidence
interval of (89%, 97%), thus confirming the robustness of
our approach.1

Index Terms—Aerial robotics, autonomous sensor place-
ment, distributed sensor networks, unmanned aerial vehi-
cles (UAVs).

I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) are frequently used
for contactless operations that exploit visual sensing for

geospatial mapping, gauging infrastructure health and security
monitoring. Due to their vertical take-off and landing abilities,
versatility, and accessibility, UAVs have become ubiquitous in
the natural and industrial world. In more recent years, UAVs
have been deployed to physically interact with the environ-
ment for tasks such as object transportation [1], [2], [3], [4],
assembly tasks [5], [6], contact-based interaction [7], [8] and
inspection [9], [10], valve turning [11], and marking of sur-
faces [12], [13]. These interactive concepts and capabilities are
poised to rapidly expand the utility of UAVs for operation and
maintenance, allowing for the efficiency and safety benefits
of automation to be implemented within a vast new realm of
applications, some of which are depicted in Fig. 1.

Within this work, we present the following contributions
from our system-level, low-complexity approach to the sensor
placement problem: 1) a passively adaptive manipulator design
for the coplanar quadrotor, 2) the foundations of an autonomy
framework composed of a admittance controller and optimized
trajectory generator, and 3) an extensive set of flight experi-
ments culminating in a statistical and failure mode analysis that
validates the robustness of our proposed solution for 162 trials
without reliance on external localization infrastructure.

The first contribution enables our simple aerial platform to
place a sensor with a single passive degree of freedom (DoF)
while allowing for deviations in target surface orientation. The
second contribution focuses on producing repeatable, accurate,
and precise sensor delivery in a variety of contexts. Enabled via
a synergistic sensor suite, the system’s state estimation camera,
subject to drift errors, is paired with a depth sensor outputting
absolute measurements relative to the manipulator. A bespoke

1A video showcasing our platform can be found here: https://youtu.be/
4R8DhVpEbSQ.
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Fig. 1. Example scenarios for the proposed framework. (A) Enabling distributed sensor networks in forests for ecology monitoring. (B) Contact-
based inspection of fiberglass wind turbine blades offshore. (C) Nondestructive testing of nuclear plant cooling towers.

and flexible navigation strategy for approaching an identified
target optimizes the robot’s motion to preserve actuation and
sensing constraints. Such motion generation is paired with a
suitable admittance control strategy and is governed by an
extended finite-state machine (EFSM) to enable autonomous
behavior.

The third contribution is a test on the validity of our proposed
approach via flight experiments. The first set of experiments
illustrates the controller’s ability to respond to external forces
in a compliant and intuitive way as well as accurately track
trajectories, both in free-flight and in contact. The onboard force
estimation strategy is then tested for its ability to identify when a
sensor has been successfully deployed on a target surface. Lastly,
for 162 sensor placement experiments, we present a rigorous
failure mode analysis and statistical results for onboard com-
putation times and sensor placement position metrics. Proposed
strategies to mitigate failure are subsequently presented.

A portion of this article and the preliminary experimental
results are summarized in the review workshop article [14]. In
the work here, we generalize and complete the results from our
previous work. We first expand upon the perception, control,
and planning methodologies and then proceed with designing an
integrated framework to ensure that the aerial manipulator is able
to perform the sensor placement task robustly. New experimental
results illustrate the effectiveness of our novel approach.

II. RELATED WORK

The main challenges associated with aerial physical inter-
action include platform stability, force estimation, and control
at the manipulator end-effector, accuracy, and precision during
interaction and total system robustness. To date, research groups
have tackled certain aspects of these challenges through a variety
of methodologies. The work presented in [15] analyzes the
behavior of helicopters in physical interaction and shows that
compliant contact significantly aids flight stability. In [16], it
is shown that the underactuation property of quadrotors can
trigger undesired nonlinear behavior during interaction, such
as finite-time escape.

Force generation at the tool-tip can be accomplished through
various routes. The work in [17] employs the use of a tilted-
rotor UAV with a fixed tool to deploy full-wrench (independent
application of force and torque) capabilities in six dimensions.
In [18], the force exerted at the tool-tip results from the coupling
between the vehicle’s rotational and translational dynamics by
allocating part of the system’s thrust as output force on a wall.

Force feedback is provided by a six-axis force/torque sensor
mounted on the target surface, which gets mapped into an
attitude command in the low-level attitude controller. A hybrid
force/motion controller is implemented in [19] in order to allow
a quadrotor to perch to nonuniform objects using a novel grapple
tool-tip, highlighting the benefits of leveraging force generation
to increase task robustness.

A fully actuated hexarotor platform for contact-based inspec-
tion is introduced in [20], [21], and [22], allowing the aerial
manipulator base to achieve and maintain any desired pose
while inspecting variable geometry surfaces with the use of
an impedance-based controller. Such capabilities come at the
cost of additional mechanical complexity, however, manifesting
in [20] as a system mass that is 2.5× that of the simple quadrotor
platform discussed here and the reliance on offboard power
in [21] and [22]. The experiments performed in our work aim
to investigate whether such additional complexity is required
for the sensor placement task, and introduces new methods to
approach the flying interactive aerial manipulator paradigm with
an underacted flying base.

While the underactuated quadrotor represents a relatively
simple platform from a mechanical perspective, complexities are
introduced due to the coupling of the system’s dynamics (e.g.,
the quadrotor must pitch to translate forwards). As shown in [23],
[24], and [25], such coupling hinders the field of view (FOV)
of the robot when navigating its environment. Our work takes
inspiration from such perception-aware approaches to produce
a flexible interactive control method that does not require model
parameters to be edited for specific scenarios.

Looking toward the specific case of aerial sensor placement,
there are several examples that hint at the potential future direc-
tion of such an application. The first example is presented in [26]
and [27], where a tricopter is constructed with an additional
propeller mounted horizontally on the vehicle’s frame, allowing
the vehicle to produce thrust orthogonally to a vertical surface.
This simple approach to sensor placement has its drawbacks;
however, in that, automation capabilities are limited: reduc-
ing human-controlled sensor placement position error from
a minimum of 12 to 7 cm. It can be seen in the statistical
analysis section that our minimum position errors are much
reduced.

A second example is presented in the works [28] and [29],
where sensor placement and retrieval operations are performed
using a quadcopter on both 2-D and 3-D surfaces. Force
generation at the end effector is achieved through the com-
bined action of the vehicle’s pitching motion and a 1-DoF
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actuated manipulator, the torque of which is controlled via a PID
scheme. Results show robustness and reliability both on vertical
walls and tree trunks. With such an approach, the platform
has no direct control on the interaction force, relying upon
inferences from the vehicle’s actuated manipulator and attitude
(pitch angle). Such a strategy introduces the potential for error
when defining required inferences and time delays in arriving
at estimated forces. Additionally, the system lacks any state
estimation strategy (vision-based or otherwise) and therefore
relies upon manual maneuvering to complete its task. Lastly, the
open-loop attitude control of the system leads to instability when
rendering high output forces at high pitch angles, reducing its
applicability.

Aerial sensor placement by means of projectile launch of
sensors is explored in [30], which focuses on the design and
integration of a new launching mechanism on a quadrotor. How-
ever, a suitable perception, navigation, and control frameworks
for such a platform are not addressed.

Based on the aforementioned efforts, this article proposes
a new framework that offers a comprehensive solution to the
autonomous sensor placement problem. We consider all aspects
of the autonomy including perception, motion planning, and
interactive control, enabling the integration of these domains
with the use of onboard sensors and computation.

III. SENSOR PLACEMENT

A. Task Summary

The challenge presented here is to autonomously place a
sensor in a robust, accurate, and precise manner without reliance
on external instrumentation. In completing such a mission, the
following assumptions are made. 1) There are no obstacles
present that obstruct the vehicle’s motion, other than the sensor
placement target itself. Such an assumption will be relaxed in
future work. 2) Aerodynamic external disturbances, e.g. wind,
are neglected.

The mission is executed autonomously by completing the
following sequential procedures: the sensor placement surface is
detected with the use of an onboard depth camera. In the case of
the experiments presented in this article, a vertical plane (relative
to a horizontal ground plane) is defined as the desired target
surface. Targets that deviate from vertical within a±15 ◦ window
are considered feasible due to the range of motion enabled by
the tool-tip design and target detection surface normal calcu-
lation (see Section IV for details). With the placement surface
identified, the desired target location is determined, e.g., at the
center of the identified placement surface area.

With the target in the FOV of the robot, an optimal trajectory is
generated to guide the vehicle to the target location, maintaining
the target location within the FOV of the vehicle’s onboard
tracking camera, while obeying specific constraints imposed by
the platform and the scenario. Contact with the target is sensed
via onboard force estimation in the direction of travel, allowing a
magnetic sensor to be robustly adhered to the target. Once robust
placement is ensured, the quadrotor is commanded to return to
its initial take-off location.

Fig. 2. Aerial system reference frames and relevant parameters.

B. Modeling

Let us consider a quadrotor moving in 3-D space with a tool
attached at the tip as illustrated in Fig. 2. We define an inertial
frame O, and a body-fixed frame B centered in the aircraft
center-of-mass (CoM). The state vector of the vehicle in O is
described by ξ = [p, η]T with p = [x, y, z]T and η = [φ, θ, ψ]T

describing the vehicle CoM in the x, y, z-directions and roll,
pitch, and yaw orientations, respectively. The kinematic relation
between p and the tool-tip position pt ∈ �3, expressed in the
inertial frame O, is given by

pt = p+Rd (1)

where R ∈ SO(3) represents the rotation of the body-fixed
frame B w.r.t. the inertial-frame O, and d ∈ �3 is the location of
the tool-tip in frame B and can be measured manually. Changes
in d upon target contact are small and compensated for in our
feedback control, an assumption which is validated in Section V.
Therefore, by knowing p, we can control the tool-tip position pt.
It is to be noted that the sensor placement problem only requires
point-to-point control, which is fundamentally different from
the previous work presented in [16].

To control the translation and rotation of the quadrotor, we
can use the well-known dynamics of the quadrotor:

mp̈ = λRe3 −mge3 + fe (2)

Jω̇ + ω × Jω = τ + τe, Ṙ = RS(ω) (3)

where m ∈ �, J ∈ �3×3 are the inertia parameters, ω ∈ �3

is the angular velocity of frame B relative to O represented
in B, λ ∈ �+, τ ∈ �3 are the thrust and torque input of the
quadrotor, respectively, fe, τe ∈ �3 are the external force and
torque represented in O and B, respectively, g is the scalar
gravitational acceleration constant, e3 = [0, 0, 1]T is the basis
vector specifying the down direction in O, and

S(ω) =

⎡
⎣

0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎤
⎦ s.t S(ω)ν = ω × ν

for any ν ∈ �3.
Similar to [16], the tool mechanism is designed to be light

weight as to maintain a total system CoM within the body of the
quadrotor. The CoM offset introduced by the inclusion of the tool
is effectively suppressed by the feedback and feed-forward con-
trol, demonstrated in the experimental implementation. More-
over, it is assumed that the tool-tip is small enough so that the
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interaction is reduced to a single point contact. This generates a
disturbance moment τe that is only proportional to the Cartesian
force fe

τe = d×RT fe.

Such an assumption is reflected in the mechanical design pre-
sented in Section IV and allows for the direct coupling of
the interaction effects with the vehicle dynamics and attitude
controller.

IV. SENSOR PLACEMENT FRAMEWORK

A. Manipulator Design

The manipulator developed here is composed of a carbon fiber
tubular rod encapsulated within a custom mount, allowing the
rod one passive linear DoF in the direction that runs along the
center of the length of the rod. Two igus drylin bearings ensure
smoothness in the linear motion of the tool inside the case. A
rubber hard stop is placed at the free end of the tool to prevent the
rod from separating from its mount. The end effector consists
of a compliant quick-release mechanism: on one end of the
rod, a spherical bushing is held in place by a small pin. The
spherical element allows for small angular rotations about its
center, allowing the sensor to be placed on target surfaces which
deviate from vertical within a ±15 ◦ cone. Inside the spherical
bushing, a quick-release pin is rigidly attached on one end. The
free end of the pin has a spring-loaded ball, which is press
fit inside a hole in the sensor case. When the sensor body is
subjected to a force opposing the end-effector, the pin will slide
out of the hole due to the force of the spring pushing the ball to
the periphery. To provide additional compliance at the time of
contact, and to compensate for the gravity effect on the spherical
bushing, a rubber membrane encloses the entire mechanism. To
adhere the sensor on the target surface, a neodymium magnet
is slotted inside the sensor case, providing the required pulling
force to release the sensor from the end-effector when in contact
with a ferrous surface. A schematic of the system is illustrated
in Fig. 2.

B. Perception

1) State Estimation: The sensor placement platform utilizes
an onboard tracking camera for full state estimates. The cam-
era’s state estimate is fused with the flight controller’s inertial
measurement unit (IMU) and magnetometer via an extended
Kalman filter to output a final pose estimate. For our system,
an external motion tracking system, Vicon, was used only as a
ground truth state estimate.

2) Target Detection: The desired placement target is ex-
tracted from a 3-D collection of points in space, or point cloud.
Such points represent an absolute measurement relative to the
drone and are therefore not subject to the accumulation of prior
estimation error, a fact that does not hold for visual-based state
estimation strategies, such as visual inertial odometry (VIO). As
such, the framework offers the capability of correcting for error
accumulation (i.e., drift), a critical feature when traversing large
distances. The target detection algorithm outputs a target vector

Fig. 3. Vertical black target surface is visualized as: (A) color 3-D point
cloud from the viewpoint of the approaching quadrotor, (B) same 3-D
point cloud as viewed from a side perspective, and (C) output of the
point cloud planar segmentation algorithm visualized as a collection of
small white circular points with the final desired tool-tip target yd and
normal n̂d as a large red point and arrow, respectively, superimposed
on the target surface.

through the completion of two steps: 1) segmenting the incoming
point cloud based on predefined properties and 2) computing
normal vectors to the segmented collection of points. Each of
these steps is visualized in Fig. 3.

In this article, we assume the prior knowledge of a planar
target surface and, as such, complete the first step by segment-
ing the incoming point cloud via a 3-D (x, y, z) planar model
parameterized by a, b, and c in the form ax+ by + cz + d = 0.
To implement this segmentation, we use the random sample
consensus (RANSAC) outlier rejection algorithm [31], chosen
for its robustness and relative simplicity.

We then complete the second step of our target detection ap-
proach: computation of point normals to gain further insight into
the target’s geometry. The process is completed by determining
the normal of a plane tangent to a given surface, implemented
here as a k-nearest neighbor least-square plane fitting estimation
problem for each of our segmented points from step 1 [32]. A
search radius is defined a priori in order to determine the number
of neighboring points. It is noted that the methodology described
in these two steps can be expanded to generate targets on objects
of various parameterizations and geometries.

With the above two steps completed, a target point on the
planar target surface is defined as the mean of all segmented
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points, with the target normal bearing as the mean of all
computed point normals. The target point location and normal is
then transformed into the inertial frame O, generating pt,d ∈ �3

as the desired tool-tip target point and n̂d ∈ �3 as the desired
target normal. Target surface feasibility is determined a priori
and is a function of the system’s manipulator design: a planar
target with an orientation ±15 ◦ from vertical (in the inertial
frame O) is considered feasible due to the sensor orientation
maneuverability afforded to us by the tool-tip’s spherical bush-
ing.

C. Admittance Control

Due to the coupling between the rotational and the transla-
tional dynamics of the quadrotor, direct control of the tool-tip
position is challenging and requires more complex low-level
attitude control (torque input), previously published in [16]. In
this article, we make use of a high-level attitude controller (thrust
vector input) to accomplish point-to-point motion, thus reducing
the complexity and increasing the robustness of the approach.

Translational trajectory tracking is achieved with the use of a
cascade control architecture: A desired thrust vector is decom-
posed into desired attitude commands, which in turn become
the input to a low-level attitude controller. Such a strategy is
implemented as follows: The desired thrust vector is defined as
Λ := λRe3 ∈ �3. The control of the translational dynamics can
be derived as follows:

Λ = mge3 +mp̈d − kb(ṗ− ṗd)− kp(p− pd) (4)

with pd(t) ∈ �3 being the desired trajectory. Without distur-
bances and uncertainty, the errors in (4) will exponentially
converge to zero as desired [33], Proposition 4.10].

The desired thrust is decoded into attitude commands fol-
lowing [34], with the thrust command computed directly as
λ = ‖Λ‖. To compute desired yaw, pitch, and roll angles
[ψd; θd;φd] ∈ �3, we use the parameterized rotation matrix
R = Re3(ψ)Re2(θ)Re1(φ) with Rei(
) being the elementary
rotation matrix about the ei-axis. The yaw angle ψd can be
chosen arbitrarily. For example, we can choose a yaw command
to ensure that the tool is always perpendicular to the target
surface. The roll and pitch commands can then be determined
using the following relation:

Re2(θ)Re1(φ)e3 =

⎡
⎢⎣
sin θ cosφ

− sinφ

cos θ cosφ

⎤
⎥⎦ = Λ̂(ψ)

with Λ̂(ψ) := 1
λ
RT

e3
(ψ)Λ. We can then choose the roll and pitch

commands as

φd = − sin−1 Λ̂2, θd = tan−1 Λ̂1

Λ̂3

with Λ̂i being the ith element of Λ̂.
For a given desired trajectory pd(t), we now can compute the

desired attitude Rd.
Interactions between the flying robot and environment are

addressed through an admittance controller. Such an approach

Fig. 4. Control input to the lower level attitude controller is defined
as a thrust scalar and attitude command, represented by λ and Ψ =
[φd, θd, ψd]

T , respectively. The modular nature of our control strategy is
illustrated with the admittance block plugging into the existing cascade
control architecture, framed here with a dashed box. Variable estimates
are designated under the symbol.

has the advantage of being seamlessly incorporated into our ex-
isting motion control loop in a modular fashion as seen in Fig. 4.
Desired attitude commands are relayed to an attitude controller
implemented on the open source flight control software PX4,
which allocates control authority amongst the four motor veloc-
ities: ωmi ∈ � to the ith motor: Ω = (ωm1, ωm2, ωm3, ωm4).

In this article, we assume that the interaction is point-contact.
We can then form the desired virtual dynamical system as
follows:

mdër + bdėr + kder = fe (5)

where er := pd − pr, with pr(t) ∈ �3 being the generated ref-
erence trajectory due to external force fe and md, bd, kd are the
desired virtual inertia, damping, and spring constants, respec-
tively.

The external force fe is estimated using onboard sensors
following the acceleration-based estimation technique outlined
in [35]. As shown in Section V, we found this strategy adequate
for our interactive control tasks. Note that the influence of wind,
which is unavoidable in real applications, can be identified and
compensated [36]. In this article, our focus is on the interaction
force generated during contact with the target.

D. Trajectory Generation

As seen in Fig. 5, the automation of the sensor placement
motion is enabled by user-defined time thresholds and sensed
triggers. As a fail-safe, each state defaults (e.g., when no external
force is sensed within a user-defined time threshold) to the
ReturnHome phase.

We develop here a time-optimal strategy to approach our
target. In completing such motion, it is advantageous for the
target to remain within the FOV of the camera. Due to the
under-actuated nature of the quadrotor, translational and rota-
tional motions are coupled, resulting in movement of the camera
FOV as a trajectory is traversed. Such a phenomenon may
lead to the target moving out of the FOV of the camera [23].
Maintaining view of the target allows for the absolute (relative
to the quadrotor) target measurement to be regularly updated as
the vehicle traverses its trajectory. The benefit of this strategy
becomes especially useful when navigating large distances to a
sensed target. In such cases, the desired end point can be updated
as frequently as desired along the approaching path, mitigating
error accumulation due to prior VIO estimation drift.

The kinematic constraint (1) suggests that we utilize the trans-
lation motion p and rotation R to control the tool-tip position.
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Fig. 5. EFSM logic, enabling automated transitions between sensor
placement motion phases.

Our objective, therefore, is to find the desired motion pd(t) and
Rd(t) to drive the tool-tip position pt(t) from the start location
pt(t0) to the target location pt(tf ) = pt,d for sensor placement.
Here, we address the trajectory generation problem consider-
ing constraints in the following domains: the dynamics of the
robot, actuation limitations (i.e., maximum available thrust), and
sensing (i.e., the camera FOV).

The following discussion, unless otherwise mentioned, is with
respect to the inertial frameO. We utilize Bernstein polynomials
(i.e., Beziér curves) to parameterize the trajectory of the robot,
optimized under the aforementioned constraints. The Bernstein
polynomials were chosen for their convenient geometric prop-
erties [37] and it has been shown to be a favorable tool to
approximate nonlinear optimal control problems [38].

We parameterize the trajectory p(t) of the robot over the
interval [t0, tf ] using an nth-order Bernstein polynomial pβ(t)
as follows:

p(t) = pβ(t) =

n∑
=0

βi,nbi,n(t), t ∈ [t0, tf ]

where βi,n ∈ �3 is the ith Bernstein coefficient (i.e., control
points in the Beziér curves), and bi,n is the basis Bernstein
polynomial basis defined as

bi,n =
n!

i!(n− i)!

(t− t0)
i(tf − t)n−i

(tf − t0)n
, i = 0, . . ., n.

Fig. 6. Schematic of the sensing constraints imposed by the camera
FOV.

Next we detail all constraints considered in this trajectory gen-
eration problem along with the relevant Bernstein polynomial
properties leveraged for parameterization.

Actuation constraint: The quadrotor dynamics from (2) de-
fines a constraint between the translation and rotation of the
quadrotor (i.e., a nonholonomic constraint):

Λ(t) = λRe3 = mg(p̈β(t) + e3). (6)

Looking at the rightmost side of (6), we invoke the derivatives
property for p̈n(t) in conjunction with the degree elevation
and arithmetic operations for the addition of e3, thus allowing
us to approximate the thrust vector Λ(t) as a 3-D Bernstein
polynomial.

The quadrotor’s thrust bound can be formulated as ‖Λ‖ ≤ λ̄,
where λ̄ is the maximum available thrust. By squaring both sides
of the aforementioned thrust bound inequality, we can form the
following relation:

ΛTΛ = m2g2(p̈β(t) + e3)
T (p̈β(t) + e3) ≤ λ̄2. (7)

With the thrust vector parameterized as a Bernstein poly-
nomial [i.e., (6)], we again invoke the arithmetic operations
property in stating that the left-hand side of the inequality in
(7) is also a 1-D Bernstein polynomial.

Sensing constraint: Consider the geometry of the robot with
the front-view camera as shown in Fig. 6. We assume the distance
from the quadrotor CoM to camera center to be small and
negligible. While traversing the trajectory, we would like to
maintain the target position pd within the camera FOV. In order
to facilitate this, we develop a relation between the thrust vector
Λ and the camera center vector rc ∈ �3 as

rc = RΛ(μ)Λ (8)

where μ is the constant angle between the two vectors andRΛ(·)
is the rotation matrix required to rotate the thrust vector (·)
degrees about the body y-axis. Using the Bernstein polynomial
property of arithmetic operations, it becomes clear that rc is
itself a 3-D Bernstein polynomial. We can then take the dot
product of the vectors rc and (pd − p)

rc · (pd − p) = cos(ν)‖rc‖‖pd − p‖. (9)

It can be seen in Fig. 6 that in order for the target point pd to
remain within the FOV of the camera, the following inequality
must hold: ν ≤ αc, with 2αc being the camera view angle. For
small enough view angles, we can then arrive at the following
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constraint: cos2 ν ≥ cos2 αc. By combining this constraint into
(9) and squaring both sides, we arrive at

rTc (pd − pβ) · rTc (pd − pβ) ≥ cos2(αc)‖rc‖2‖pd − pβ‖2.
(10)

Lastly, (8) can be substituted into (10) in order to have a direct
relation for thrust. Again using the Bernstein property of arith-
metic operations, it becomes clear that (10) itself takes the form
of a Bernstein polynomial. Note here that, to utilize a Bernstein
polynomial, we use a constraint on cos2 ν instead of ν itself.

Task requirements: The tool-tip’s final position is defined as
pt(tf ) = pt,d with the requirement that the approaching motion
must be perpendicular to the target surface. These requirements
can be formulated as

pt(tf ) = pt,d,

nTR(tf )e2 = 0, nTΛ(tf ) = 0, (11)

where pt,d ∈ �3 is the desired target location and n ∈ S3 is the
direction normal to the surface, both expressed in the inertial
frame O, with ei ∈ R3 being the ith standard basis vector.

The examination of (11) suggests that at the specified end
time tf , we can compute the desired CoM position pd(tf ) and
the rotation Rd(tf ) of the quadrotor. For a given pd, n, there is
a family of solutions with different desired roll angles. We then
choose φd(tf ) = 0 and solve (11) for an unique pd(tf ), Rd(tf ),
which can then be set as boundary conditions for the trajectory
generation.

Time-optimal trajectory: To find the time-optimal trajectory
while respecting the actuation constraint, sensing constraint and
also the task requirements, we formulate trajectory generation
problem as the following optimization problem:

min
βi,n,tf

tf

subject to pβ(t0) = p(t0), pβ(tf ) = pd(tf ),

ṗβ(t0) = ṗ(t0), ṗβ(tf ) = ṗ(tf ),

nTmg(p̈β + e3) = nTRd(tf ),

equations (7) and (10).

Note here that the coupling between longitudinal (x-
translation) translation and pitch θ in addition to changes in the
quadrotor’s altitude (z-translation) will affect the location of the
target within the camera’s FOV. Motion in the (x, y) plane and
rollφmotion, however, will not affect the target’s location within
the FOV. The yaw motion, which can be controlled arbitrarily,
is utilized to compensate for view of the object in the (x, y)
plane. The above optimization then can be reduced to the x, z
dimensions, i.e., by using p(t) = [x(t) z(t)]T ∈ �2.

V. EXPERIMENTS AND SIMULATIONS

A. System Architecture

The aerial platform developed for each of the following ex-
periments is based on the Lumenier QAV400 quadrotor, with
a Pixhawk Pixracer flight controller unit (FCU) as seen in

Fig. 7. Lumenier QAV400 quadrotor CAD schematic. Moving clock-
wise: 1) 1-DoF tool-tip, 2) Intel NUC i7, 3) magnetic sensor, 4) Intel T265
(top) and D435i (bottom), 5) battery, and 6) Pixhawk Pixracer FCU.

Fig. 7. The onboard computer is the Intel NUC i72, performing
perception, control, and motion planning schemes within the
Robot Operating System suite. Two Intel vision-based sensors
are mounted forward facing at the front of the vehicle for depth
sensing and visual odometry estimates, the RealSense D435i
and T265, respectively. Onboard electronics are powered by a 4-s
3700 mAh battery, with a maximum flight time of approximately
20 min. The passive manipulator is attached on the top plate
of the quadrotor and extends 35 cm in the forward direction
of travel. The sensor houses a magnet and weighs 56 g. The
placement mechanism weighs 90 g, contributing to less than 5%
of the total mass. The system has a total mass of 1.9 kg.

B. Admittance Control Performance

To examine the motion performance and stability of the robot
during interaction, we disturb the system with an unknown
external force. In Fig. 8, the vehicle is exposed to such a force
by manually perturbing the quadrotor via a cable attached to its
CoM. The response of the admittance controller is predicated by
the desired virtual parameters (md, bd, kd): for low-stiffness pa-
rameters, e.g., kd = 5, the vehicle follows the cable force closely
and for critical damping, md = 1, bd = 10, and kd = 25 the
system returns to the desired motion quickly when the cable
is released.

Note here that since the translation and rotation of the quadro-
tor are coupled, we can manipulate the virtual compliance of a
physical interaction via the translational or rotational dynamics.
We chose the translation layer after observation of the desirable
system response to external perturbations, namely the ability to
shape the interactive behavior of the quadrotor in accordance
with the properties (e.g., stiffness) of a target surface.

C. State Estimation and Trajectory Tracking Performance

A graphic of the system performing the sensor placement
sequence is illustrated in Fig. 9. The placement pipeline is
segmented into four core phases. Each phase is distinguished
in Fig. 10, overlaid with the system’s position.

2Early prototypes are equipped with Intel UP Core Atom.
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Fig. 8. Response of the admittance controller with low-stiffness pa-
rameters md, bd, kd = (1, 10, 5) and critical damping (1, 10, 25). The
external disturbance is induced by manually pulling a cable attached
to the vehicle’s CoM.

Fig. 9. Example sequence of the autonomous sensor placement task:
the vertical placement target surface can be seen on the far left of the
image.

1) Target Search: Moving forward and up in the x- and
z-directions, respectively, the vehicle searches for the vertical
target surface. Potential targets run through a validation step
in order to ensure motion planning feasibility: the target must
be forward of the front of the robot (a positive body-frame
x-coordinate) and the target normal must be orthogonal (±15 ◦)
to the robot’s tool-tip.

2) Target Approach: Once the target surface is detected at
15.3 s, a feasible trajectory, considering our platform’s actuation
constraints and camera FOV, is generated following the method-
ology described in Section IV-D toward the target location. In
practice, a target position is set at a “buffer” distance behind the
target (Δc in Fig. 10) in order to ensure that the vehicle leverages
the admittance controller to establish consistent contact with the
target surface.

Fig. 10. Trajectory tracking performance and force estimation for the
sensor placement task with desired virtual parameters md, bd, kd = (1,
10, 5).

3) Target Contact: At 23.2 s, the vehicle makes contact with
the vertical target surface. The contact phase is recognized via
force thresholding in the direction of travel: the x-direction in
this example. If such a force exceeds a predefined empirically
derived threshold value, the admittance controller is engaged
in order to ensure a virtually “soft” interaction with the target
surface. In a similar fashion to the force threshold, a contact-
phase time threshold value is defined in order to ensure that the
sensor has been secured to the target. In this experiment, the
sensor placement contact phase persists until 36 s.

4) Return Home: Once the contact-phase time has expired,
the robot retreats from the target and returns to home, defined
here as the vehicle’s take-off position. The retreat phase spans
until the robot is safely landed at final time T : 36 s > t > T .

The force estimation subplot included in Fig. 10 facilitates
a comparison to the admittance controller performance exper-
iment. It can be clearly seen that in both experiments, the
reference position deviation er,x = xd − xr and external per-
turbation fe,x both follow similar shapes as desired. It is worth
noting, however, that a discrepancy between experiments can be
noticed in what appears as a delay in fe,x relative to er,x during
the target approach phase.

Such a phenomenon is due to the difference in experimental
procedures: In the admittance controller performance experi-
ment, the vehicle was commanded to hover at a fixed position
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Fig. 11. Expected, fe,z , and estimated, f̃e,z , external forces are plot-
ted for a variety of sensor masses. Sensor mass estimation error is
quantified below.

and was subsequently perturbed, while in this experiment, the
vehicle is commanded to fly toward the target, contact the target
(experiencing a perturbation), and, subsequently, retreat from
the target. As a result, reference position deviation er,x begins
to increase in magnitude prior to the sensed perturbation. Once
target contact is initiated, however, er,x maintains the desirable
compliant behavior observed in the admittance controller perfor-
mance experiment: vehicle motion is “shaped” by the external
perturbation.

Trajectory tracking metrics reported in Fig. 10 for a single
sample trial validate our control and motion methodology within
the most salient metrics of the sensor placement task: highly
accurate (e.g., subcentimeter) trajectory following paired with
the ability to maintain compliance to external perturbation.

D. Evaluation of Onboard Force Estimation

In order to validate onboard force estimation capabilities, a
hover test with three different sensor masses was performed.
Each sensor mass (100, 120, and 170 g) was placed on the
end of the tool-tip and compared to the case where no mass is
present. The intent of this experiment is to not only understand
the degree to which we are able to estimate external force, but
more importantly determine if we are able to infer when a sensor
has been deployed on a target.

As the weight of each respective sensor acts primarily in the
z-direction, f̃e,z was recorded and a regression analysis was
performed to fit estimated forces to expected forces fe,z . The
results of this experiment are quantified in Fig. 11. Results
indicate that we are able to identify external force, and therefore
sensor mass, with adequate enough resolution (< 0.7% error) to
enable further autonomy of our framework, namely the ability

Fig. 12. Trajectory generation under varying sensing constraints rang-
ing from no constraint to 20 ◦, 30 ◦, and 45 ◦ FOV. The top subplot de-
scribes the commanded thrust constraint on λ, parameterized as Beziér
curve as in (6) with the purple dotted line at 1.5× the weight of the robot.
The bottom subplot highlights the camera angle constraint on ν, again
parameterized as a Beziér curve as in (10) with the purple dotted line
highlighting the constraint on ν for the single case of αc = 20◦.

to know when the sensor is no longer being transported by
the manipulator due to successful deployment. While other ap-
proaches, such as momentum-based estimation with gyroscopic
information [39], can provide a higher level of precision in
estimating the sensor weight, we find that our acceleration-based
approach provides sufficiently accurate and responsive force
estimation for the range of sensor weights we are interested in.

E. Trajectory Generation Simulation

Here, we present simulation results of our trajectory genera-
tion methodology from Section IV-D with μ = 90 ◦, plotted for
a variety of camera FOV constraints. The maximum available
thrust is set to 1.5× the weight of the robot, as shown in Fig. 12 on
the top subplot as a purple dotted line. In the bottom subplot, the
camera angle ν is plotted. To illustrate our ability to generate
trajectories while abiding by the defined constraints, we plot
the minimum allowable ν for the target to remain within the
camera FOV as a dotted purple line for a single camera FOV case
(i.e., when αc = 20 ◦). As intuition would suggest, the angle ν
increases as the robot pitches forward to follow the trajectory.
The robot is commanded to travel from an initial point of (x, y, z)
= (0, 0, 1) to a target point of (1, 0, 1) on a vertical surface; with
initial and final velocities set to 0. The order of the Bernstein
polynomial is set to 6, while the optimization problem is solved
using the optimizer in [40].

Looking at Fig. 12, we can see that without the sensing
constraint defined by (10), the robot will aggressively translate
forwards at the maximum available thrust, reaching the target
in less than 2.5 s (≈ 4m/s) to achieve minimum time. Such
aggressive motion, however, potentially leads to the target to
deviate from the camera’s FOV. Furthermore, we can see that the
smaller the camera FOVαc, the more conservative the motion of
the robot is. For example, given a camera with an FOV of 20 ◦,
the robot requires 4 s to complete the motion while a camera
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TABLE I
EXPERIMENT STATISTICAL METRICS

with a FOV of 45◦ is able to reach the target in just less than
2.5 s.

Lastly, it is noted that there is a sharp drop in the angle cos2 ν
once the target is reached in the bottom subplot: Once the camera
center reaches the target end point, the sensing constraint is no
longer well-defined and cos2 ν is set to 0.

VI. SENSOR PLACEMENT STATISTICAL ANALYSIS

A statistical investigation into the performance of the au-
tonomous sensor placement framework was performed in labo-
ratory conditions using onboard sensing for a total of 162 place-
ment trials. The intent of this statistical analysis is to quantify
our framework’s performance during compliant interaction with
the target while holding all other variables constant. As a result,
a simplified version of our trajectory generation methodology
was used for these tests: an empirically derived constraint on
the quadrotor’s velocity, acceleration, and jerk was imposed in
order to preserve both actuation and camera FOV limitations
while traversing a cubic Bézier curve. The same time-optimal
Bézier curve trajectory was generated and traversed for all 162
placement trials. Further trajectory generation implementation
results expanding upon our preliminary evaluation presented in
Section V-E are left for future work.

For all statistical metrics in Table I, any position offset bias
in the y and z directions that existed prior to the generation
of the target approach trajectory is corrected for. Such a step
was completed in order to quantify the baseline performance of
our control and motion planning methodology independent of
inaccuracies resulting from platform specific anomalies.

The robustness of our proposed pipeline is quantified in Table I
as a failure rate percent. Here, a failure is defined as a sensor
placement error in either the y or z directions in excess of 10 cm
and occurred as a result of one of the following reasons.

Fig. 13. Successful placement results (n = 152) are summarized from
left to right in a scatter and box-and-whisker plot, respectively.

1) State estimate drift due to lack of visual features from the
onboard tracking camera, manifested as position estimate
error.

2) Communication latency between the command center
computer and onboard computer manifesting in nons-
mooth approach trajectory generation.

3) Inaccurate thrust mapping as battery voltage decreases,
manifesting as a z-direction error.

Each respective failure mode can be mitigated as follows:
mode 1) by updating the robot’s relative position to the target po-
sition (kept within the camera FOV) during the approach phase,
mode 2) by improving the range of the communication network
between the command and onboard companion computers, and
mode 3) by correcting for the commanded thrust scalar error due
to battery energy decline during flight by monitoring the battery
voltage and applying appropriate compensation.

The placement failure rate for the experiment performed with
our proposed framework compares favorably to the direct sensor
placement strategies described in [28] and [29], which cite a
failure rate of 15.2% during the completion of 33 placement
trials. Metrics highlighting the onboard computation time of
the approach trajectory for each trial are included in Table I.
The approach trajectory was generated once for each sensor
placement trial. Lastly, all of the 152 successful placements
performed using our framework are presented in Fig. 13.

VII. CONCLUSION

In this article, we have presented an integrated solution for
autonomous sensor placement carried out by a quadrotor. The
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proposed strategy makes use of a standard and readily available
platform to elaborate on the high-level path planning and force
estimation required to complete the sensor placement task on
a vertical surface. Within our integrated approach, we account
for platform underactuation and shape the interaction trajectory
and force in such way to achieve compliant contact with the
environment via admittance control. The trajectory generation
during target approach considers the visual requirements of the
onboard cameras while observing salient platform constraints,
contributing to the overall robustness of the autonomy pipeline.

We demonstrate our proposed solution in flight without re-
liance on external sensors or instrumentation, illustrating our
framework’s ability to reliably navigate through an unmodeled
environment with subcentimeter tracking error while maintain-
ing compliance to external perturbation. A statistical analysis
is performed, revealing our system’s robustness, accuracy, and
precision when performing the sensor placement task. Com-
pletion of 162 trials confirms our system’s ability to deliver
a sensor within 10 cm of the target with less than a 3.3 cm
deviation in each dimension on a 2-D vertical target surface
while maintaining a success rate of 93.8%. Moreover, it can
be seen that the failure rate can be drastically decreased by
addressing the dominant failure mode, namely inaccurate thrust
mapping resulting in a z-direction error.

Future work will investigate alternative applications for our
proposed autonomy framework, as well as methods for au-
tonomous sensor retrieval operations, paving the way for the
deployment of aerial manipulators in a variety of real-world
environments: both man-made and natural.
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