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Abstract: In this paper a CFD analysis of HIsarna off-gas system for post combustion of CO-H2-
carbon particle mixture is presented to evaluate the effect of different sub-models and parameters
on the accuracy of predictions and simulation time. The effects of different mesh type, mesh grid
size, radiation models, turbulent models, kinetic mechanism, turbulence chemistry interaction mod-
els, including and excluding gas-solid reactions, number of reactive solid particles are investigated
in detail. Based on the accuracy of the predictions and agreement with counterpart measured values,
the best combination is selected and conclusions are derived. It was found that radiation and turbu-
lence chemistry interaction model have a major effect on the temperature and composition profile
prediction along the studied off-gas system, compared to the variations in other models. The effect
of these two models becomes even more evident when the temperature and fuel content of the flue
gas are high.

Keywords: HIsarna ironmaking; CFD modelling; radiation modelling; combustion modelling;
turbulence modelling; gas-solid reaction; turbulence-chemistry interaction

1. Introduction

CFD modelling is an iterative design process with large number of parametric vari-
ations [1-3]. Using CFD tools, it is possible to study almost any phenomena at any scale
and complexity where knowledge of a spatial distribution of flow quantities is desired
[4]. After setting up an initial CFD model, based on the post-processed results and com-
parison with available measured data (if there is any), one can decide to improve the
model by including sub-models, tweaking boundary conditions, increasing mesh resolu-
tion and computational cell numbers etc. However, there is a trade-off between the com-
plexity of a CFD model, prediction accuracy, and computational cost (simulation time).
Figure 1 shows a graphical representation of the mentioned trade-off. The higher is the
complexity, the higher will be the computational cost but, a greater accuracy and more
detailed results can be obtained. There has been developments in CFD modelling ap-
proaches to optimize the solving procedure to acquire high details and accuracy with
lower computational cost. One great example could be development of polyhedral cells
or new iterative method which can noticeably reduce the simulation time while preserv-
ing the accuracy.

High temperature reactive flow is among the most complex and challenging pro-
cesses in the industry to model. The most important factor in modeling reactive flow sys-
tems is to correctly predict the gaseous (volumetric) and gas—solid mixture reaction rate.
It is required to model the volumetric and gas-solid reactions in such a way that the tem-
perature and composition evolution along the system is predicted correctly. Proper sub-
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models such as convective and conductive heat transfer, turbulence, radiation etc., need
to be included. However, reactions and mass transfer phenomena modelling is indispen-
sable and plays a vital role to achieve a well-tuned CFD model that can properly predict
the behavior of a reactive flow. In this study, pilot scale off-gas system of Hlsarna iron-
making process is chosen as a case study to discuss the importance of CFD model com-
plexity and sub-model selection on model predictions, accuracy, stability, and computa-
tional costs. A post combustion chamber is incorporated in the off-gas system to remove
CO-Hz-carbon mixture in the flue gas coming from the main reactor.

The analysis begins with the effect of computational grid and cell type. Grid cell type,
size, and orientation can significantly influence the simulation time, as well as the accu-
racy of the results and solution stability. There have been numerous studies on the effect
of cell type on total mesh cell counts, mesh quality, simulation time, accuracy of prediction
and residuals [5-10]. The most efficient and classic grid is called structured grid which is
mostly composed of well-aligned hexahedral cells [11]. However, when it comes to com-
plex geometries with sharp edges and curved boundaries, using structured type of grids
reduces the mesh quality (low orthogonal quality and high skewness). Furthermore, struc-
tured grid generation is a time-consuming task which requires high engineering skills
[11,12]. An alternative to structured grid is unstructured one in which tetrahedral cells are
commonly used. This types of cells can be positioned and assembled freely within the
computational domain. The main drawback of tetrahedral cells is their limitation to ex-
cessive stretch which in turn can significantly increase numbers of elements compared to
structured grids [10]. One solution to reduce the cell count would be combining tetrahe-
dral and polyhedral cells. This conversion results in considerable reduction in the cell
count with an increase in grid quality and calculation accuracy [13].

Complex and optimized
model

Complex model

L

Computational cost (simulation time)

Details and obtained accuracy

v

Figure 1. Trade-off between the complexity of the method and information content of results.

Selection of reaction mechanism is another important factor that can significantly af-
fect the model predictions and costs. Reaction mechanism can have limited number of
species and reactions involved which are usually referred to as global or multi step mech-
anisms. As an example, for mixture of CHs-CO, Westbrook and Dryer [14,15] have pro-
posed a simple three-step global mechanism that has been used in different research [16—
20]. Novosselov and Malte [21] proposed another three-step mechanism in which the ki-
netic parameters are the function of pressure and temperature. Jones and Lindstedt [22]
have proposed a four-step mechanism (JL mechanism), similar to WD mechanism, to in-
clude the effect of hydrogen content. On the contrary to the global mechanism, detailed
mechanism is a set of elementary reactions forming a complex network. The most com-
prehensive detailed mechanism for combustion of CHs+-CO-H2 mixture is known as GRI
3.0 (Gas Research Institute) originally designed by researchers at combustion laboratory
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of University of California, Berkeley [23]. The mechanism contains 55 species and 325 re-
action which have been incorporated in CFD models to study CO-H: mixture (without
CHs content) [24,25] and NOx formation [26-31]. To enhance the simulation speed, most
of the researchers have used reduced GRI mechanisms where some species and therefore
reactions are eliminated depending on the specific reactive flow conditions [32-36]. One
reduced form of GRI mechanism is known as GRI 1.2 which contains 30 species and 177
reaction which will be used for comparison in this study. Other researcher have proposed
their own detailed mechanism for CHs-CO-H: mixture with much lower number of spe-
cies and reactions; however, for kinetic data, they have mostly referred to the GRI mech-
anism [17,37-48]. There have been numerous studies on reaction mechanisms and devel-
opment of kinetic database of CO-H: mixture combustion which are listed in Table A1l in
the Appendix A.

Using detailed mechanism, it is possible to study different phenomena such as igni-
tion temperature, ignition delay, laminar flame speed etc., which is not possible using
global mechanisms.

Detailed mechanisms generally lead to a more reliable prediction in comparison to
global mechanisms. Graca et al. [49] have studied the combustion of methane—-air mixture
using detailed mechanism and compared it to WD global mechanism and reported a poor
performance and prediction of global mechanism. The same is reported by other research-
ers [43-45,50]. Frassoldati et al. [50] have performed a comparison of WD and JL global
mechanisms with detailed mechanism in a laminar reactive flow. They have reported a
large discrepancy between global mechanism and experimental temperature and compo-
sition profiles for a small-scale gas burner. Ultimately they have proposed a modified-JL
mechanism by adding extra reactions with tuned kinetic parameters which matches well
with predictions from both experiments and detailed mechanism. Nevertheless, the pre-
cisions of the detailed mechanism come at a higher computational cost as more species
and reactions are include in the CFD calculations.

After selecting the reaction mechanism, a turbulence chemistry interaction model
(TCI) also known as combustion model needs to be selected. A proper selection of TCI
models has a substantial influence on the gas phase behavior and local/global composition
and temperature distribution [51]. In this study, only eddy dissipation-based models are
considered for selection and comparison. These models are eddy dissipation (EDM), finite
rate eddy dissipation (FR-EDM), and eddy dissipation concept (EDC). There are extensive
number of studies where TCI models have been utilized to simulate different gaseous and
gas—solid reactive flow in both small and large-scale applications (listed in Table A2 in
Appendix A). However, to the authors best knowledge there are only few studies on TCI
model comparisons. Musa et al. [52] have compared EDM and FR-EDM to model the gas-
eous phase combustion in ramjet engine with swirling flow. According to their paper,
both TCI models predicts similar results; however, FR-EDM is preferred in such combus-
tors with non-premixed flames. Emami et al. [53] have investigated the effect of EDM and
EDC on behavior of a laboratory-scale hydrogen-fueled, dual-stage high-velocity oxy-fuel
(HVOF) and reported superiority of EDC model over EDM. Using EDM, they have re-
ported an over heat of the flow and extra release of heat near the fuel rich region (equiva-
lence ration = 1.4); however, this over prediction is reported to be minor for leaner mixture
(equivalence ration = 1). The same temperature overestimation by EDM is reported by
other researchers [54-57]. In another interesting research, Parente et al. [58] have studied
the application of FR-EDM and EDC using experimental and numerical analysis for an
industrial burner. They reported that FR-EDM model is unable to capture the main fea-
tures of the MILD reaction zone while EDC model, with detail chemical mechanism, per-
forms satisfactorily. Like EDM, FR-EDM predicts an overshoot of temperature near the
flame region with rich fuel content when compared to EDC using both global and detailed
mechanism. EDC eminence has been confirmed by Mularski et al. [51] by investigating
the impact of chemical reaction mechanisms and TCI approaches in entrained flow coal
gasifiers for three different configurations.
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Ultimately the effect of radiation models are investigated. For systems involving high
temperature flow, radiative heat transfer can be dominant and have a contribution as high
as 95% of total heat transfer [59-61]. This means in high temperature applications, the
effect of radiative heat transfer cannot be neglected and must be taken into the account
during numerical calculations. The main reason is the fact that the rates at which thermal
energy is transferred by conduction and convection, are known to be approximately pro-
portional to the temperature difference between hot and cold medium. However, the rate
of thermal energy transferred by radiation is proportional to the same temperature differ-
ence raised to the fourth power. P1 and discrete ordinate model (DOM) are among the
most common selected models in the literature as listed in Table A3 in Appendix A. To
the authors best knowledge, there is only one comprehensive study on the radiation
model comparison by Habibi et al. [62] for CFD simulation of a high temperature gaseous
reactive flow (steam cracking furnace). To extend such comparisons, in current study the
effects of Rosseland, P1, and DOM radiation model are studied.

2. Case Study: Off-Gas System of HIsarna Ironmaking

The Hlsarna process is a new technology to produce liquid hot metal directly from
iron ore and coal. Compared to the blast furnace route, coking and iron ore agglomeration
(sintering and pelletizing) processes are eliminated, which inherently leads to at least 20%
reduction in CO2 emission. Further CO:z reduction up to 80% can be achieved by incorpo-
rating carbon capture and storage (CCS) technologies.

The produced off-gas from the reduction reactions in the main reactor contains a cer-
tain amount of CO-H2 mixture and carbon particles which need to be removed before
exhausting it into the environment. Figure 2 depicts a schematic of the HIsarna main re-
actor and off-gas system. It consists of four parts namely “Reflux chamber”, “Air quench”,
“Up leg”, and “Down leg”. Reflux chamber is a slightly angled horizontal pipe with two
bends and in fact, it can be considered as a post combustion chamber for the HIsarna pro-
cess. It operates at high temperatures to combust the remaining CO, Hz, and carbon par-
ticles escaping the main reactor via pure oxygen injection.
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Figure 2. A: Schematic representation of HIsarna main components; main reactor and off-gas system
(A); off-gas system with plant measurement points (B) (Point A: reflux chamber outlet, Point B: end
of up leg, Point C: 3 m above water quench atomizers, Point D: exit to gas cooler).

Above the chamber, there is an air quench system, consisting of tilted square chan-
nels to inject air for further cooling of the flue gas. In most cases, extra cooling is achieved
via nitrogen and water spray injection (evaporative cooling) in down leg. Ultimately the
flue gas enters the gas cooler (Point D) to reach a proper temperature for bag house and
sulfur removal unit.

3. Governing Equation

The employed governing equations for current case study are listed in Table 1. In any
CFD model, solving continuity (1) and momentum (2) equations are necessary to obtain
pressure, velocity, and density field.
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Table 1. Governing equations and sub-models for CFD modelling of Hlsarna off-gas system.

Main Equation

Sub-Equations and Constants

Continuity equation (1) %(P) + % (i) =0
o _
—= V.u.IM
2 [} ap , @ om |, 0w, 2. oW 9%
. — ——\ _ v J 7= —
Momentum equation ) = (o) + o (rinig) = — ot P [y (a_x, e~ 36 B_xl)] + o i=u-—u - ~
— 6u,+0u 2(k+ o )6
putu] - aX] Bx p. He ox
Realizable k-¢ Model
Equation for turbulent kinetic energy (k) oC k?
He = "
2 2 ok = [ (u 4 2oy 2K e e
® 2010 + 2= (k) = =[G+ 29 2] + G+ Gy — pe = Yy + 5, o = Land o, <12
Equation for dissipation of turbulent kinetic energy (e): = 1.44
il i) _ 0 Uy 0t g2 € C, =19
4) T (pe) + a_xj (peiry) = E [(# + a_g)a_xj + pCiSe — pC; T Voe + CISEC&SGD + S
SST k- model p = pk 1
Equation for turbulent kinetic energy (k) T w ma [i* Sr. Fz]
ok )
Turbulence models 5 k + kit +ﬂ —|+6. -1, +5 — 1 — 1
(5) (P ) (P ) = x,- (u Uk) ax; e~ Tk Kk [e% Fl/c;m*(l_ Fl)/o'k,z [ Fl/%vlJr(l‘Fl)/(,m‘z
Equation for turbulent kinetic energy dissipation rate (w): F, = tanh (¢7) F, = tanh (¢2)
U 0w ¢, =ma [ vk soou]
(6) (p )+ pwu )— [( + )a_]+Gm_Ym+Dm+Sm L 0.090y’ wy2p.
%0 0% o VE 5001\ 4pk
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1 0k dw
+ — -10
Dy = max [Zp O 20 E)x, 6x] 10 ]
01 = 1.176,0,,, = 2.0,0, = 1.0
6,,=1168a, =031, a* =1
a _ - _ N VT
Energy equation (7) a(pE) +V.(@PE +p)) = V. (keys VT — Z WJy + (Tepp- 1)) + Sh = (pD,m + ;lt ) VY, = Dr;— T
i
Discrete ordinate model (DOM)
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1
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Rosseland model:

G, = -T,VG
(12) G =4on2T*
(13) gr=-160T, 2P VG
] o _ -
Species transport equation (14) T (pY) + F (pUY) =-V.J,+R; +S;
i
Finite rate model (FR):
I Ky, = A TFre~Er/RT
(15) Ri_pr = My, z Ry ’ kyr
r=1 kb, = =
N , N . 4 K,
5 . ' N N
a6) Ry =0(vi, = vin) | ky | [16]"" = ko | JIG3)"
j=1 j=1
Eddy dissipation model (EDM):
Ae
17) Ri_gpm = Tmin (fuvi)
Turbulence-chemistry interaction Finite rate eddy dissipation model (FR-EDM)
models (18) Ri—rr-gpm = min (Ri_gpm, Ri-rr)
Finite rate eddy dissipation model—relaxed to equilibrium (FR-EDM-rex):
Y -,
(19) Ri=p :
Tchar
Eddy dissipation concept (EDC):
p({)?
(20) == (Y7 = 1)
R CE(OD) R C; = 21377
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05
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dm
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i i 1
carbon particle reaction rate Repari = P - P
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The flow inside the current off-gas system is turbulent with a high Reynolds number
of 51,000 at the inlet. To take into account the effect of turbulency, two different models
namely k- and SST k-w are considered for selection.

On the other hand, due to the high temperature nature of the flow and large temper-
ature difference between flue gas and water-cooled walls, the effect of radiation is in-
cluded in the source term of the energy equation for correct prediction of heat flux and
temperature profile across the off-gas system. In Table 1, related equations for Rosseland,
P1, and DOM models are reported. Among them, DOM is the most comprehensive one
for which transport equation of radiation intensity (8) is solved and then included in the
source term of energy Equation (7). P1 model is a relatively simpler approach for model-
ling radiative heat transfer. In this approach, the radiation flux (9) is written based on the
incident radiation (¢) and then is combined with the transport equation of incident radi-
ation to obtain Equation (11). The final equation is basically an expression for radiation
flux gradient (V - g,) which is included in the energy Equation (7) to account for heat
sources or sinks due to the radiation. In the Rosseland model, incident radiation is con-
sidered constant and equal to black body radiation (12) without solving transport equa-
tion. By substituting Equation (12) in (9), the equation for radiation flux (13) is obtained
and can be included in energy equation source terms. A composition-dependent absorp-
tion coefficient model known as weighted-sum-of-gray-gases model (WSGGM), is used
instead of constant absorption coefficients. See references [63-66] for more details.

The flue gas inside the off-gas system is a multi-component mixture of different gas-
eous species. To obtain the local mass fraction of each species, a convection-diffusion
equation known as species transport Equation (14) needs to be solved. In a non-reactive
flow, the term R; (net source of chemical species due to reaction) and S; (net rate of cre-
ation by addition from the dispersed phase like particles) in the equation are zero. How-
ever, for reactive flow it will be calculated through TCI models. In Table 1, three different
TCI models are listed for comparison.

In finite rate (FR) approach [67], R; is calculated as the sum of the Arrhenius reaction
sources over the limited number of reactions as written in Equations (15) and (16). How-
ever, with FR calculations, the effect of turbulence is not taken into account. Compared to
laminar flow, turbulent flow is characterized by intensive mixing properties which can
strongly enhance the diffusion process and as a result the chemical reaction rate [68,69].
There has been extensive effort on developing reliable approaches to consider the effect
of turbulence in reactive flows. EDM is one of the most utilized approaches [70] which
assumes the chemical reactions to be faster than the transport processes. The products are
instantaneously formed once the reactants are mixed and the overall rate of reaction is
controlled by turbulent mixing. This way, calculation of R; is mixing limited meaning
that it is purely calculated based on the local mixing properties of the flow (turbulent ki-
netic energy k and its dissipation rate e)without considering finite rate constants and ki-
netic data [53,55,57]. In applications where ignition is important or when chemical kinetics
control the reaction rate, using EDM will lead to a poorly predicted properties. Moreover,
since the effect of chemical kinetics is ignored by EDM, the effects of intermediate species
and possible dissociation reactions which are endothermic are not taken into account. This
will cause the over-prediction of the local temperature which is more pronounced in
highly turbulent flow and fuel rich regions [53,71]. More importantly, EDM calculates the
same turbulent rate for all reactions and therefore including detailed mechanism would
not make any specific difference compared to global mechanism. In fact, it is better to use
EDM with global mechanism [51,53,58,72].

These drawbacks can be redeemed by considering finite rate an kinetic data in EDM
calculations. This combination is usually referred to as finite rate/eddy dissipation model
(FR-EDM). In this approach two values for R; are obtained; one from the FR approach
and the other from EDM, and the slowest reaction rate is used. There are still some prob-
lems with this approach such as ignition initiation. This means that in some cases, the
reactions are not initiated and artificial heat sources are required for reaction persistence
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and flame formation. One remedy to this issue would be driving the species composition
to its equilibrium state according to the Equation (19). As will be discussed later, the as-
sumption of chemical equilibrium can lead to large errors in fuel-rich zones.

On the other hand, EDC model can be utilized to include detailed chemical mecha-
nisms in turbulent flows. The R; term in this approach is calculated from Equation (20).
In contrast to EDM and FR-EDM, EDC model provides an empirical expression for the
mean reaction rate based on the assumption that chemical reactions occur in regions
where dissipation of the turbulence energy takes place. These regions occupying only a
small fraction of the flow consist of “fine structures” whose characteristic dimensions are
of the order of Kolmogorov’s length scale. The characteristic length is defined in two di-
mensions which appear intermittently and are not evenly distributed in time and space
[73]. The length fraction (¢*) of the fine scales is modelled according to Equation (21). After
defining the fine structure and the spaces they occupy, they are considered as perfectly
stirred reactor with constant pressure in which all reactions take place over a time scale
(77) defined in Equation (22).

Particle behavior (carbon particles and water droplets) is modelled using the discrete
phase method (DPM). The force balance equation is written in Lagrangian reference frame
and trajectory of particles are calculated based on the Equation (23) and by integrating the
force balance on each particle. The spherical drag force proposed by Morsi et. al. [74] is
used in this study where particles are considered smooth and spherical. The dispersion of
particles due to turbulence in the fluid phase can be predicted using the discrete random
walk (DRW) model. The related equations for DRW model is not mentioned in this study;
however, more details can be found in the study of Mofakham et al. [75]. In order to
properly calculate the overall behavior of particles and also physical representation of the
particle flowrate, suitable number of particles must be included in the computational do-
main. In DRW model, number of particles can be control by a parameter called “number
of tries” (NTs). The higher the NTs, the higher is number of injected particles for a fixed
particle flow rate.

Furthermore, liquid droplets evaporation is modelled using a convection/diffusion
controlled sub-model as stated in Equation (24).

For carbon particle combustion, field char oxidation model is used which is a simpli-
fication of unreacted shrinking core model (USCM). The combustion rate of solid carbon
is modelled using DPM multiple surface reaction model and the rate is calculated from
the expressions (25) and (26). In the current calculations the effect of ash layer is neglected.

4. Base Model Set up and Validation

The base model is established, validated, and discussed in another study by the same
authors [76]. In this section, a brief review on the model set up and boundary conditions
are presented.

4.1. Computational Grid (Mesh)

The computational grid (mesh) is composed of polyhedral cells (2.6 million cells)
with prism layers to create inflation on the walls. A representation of polyhedral compu-
tational grid for the inlet section of off-gas system is shown in Figure 3C.
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As will be discussed in detail later, the advantage of using polyhedral cells is lesser
cell counts compared to tetra and hexahedra elements while maintaining the accuracy of
the predictions. A detailed discussion on cell type and mesh sensitivity analysis is pre-
sented in Sections 5.1 and 5.2.

4.2. Boundary Conditions

The data used for boundary conditions are obtained from the HIsarna pilot plant and
by averaging over a fixed operating period. All inlet conditions and compositions are
listed in Table 2.

Table 2. Inlet boundary conditions for CFD model setup.

Air Quench Oxygen Port Nitrogen Ports Water Spray In-

Flue Gas Inet Inlet Inlet Inlet jection
TemI[’Iir]at“re 2086 293 293 293 293
Volumetric flowrate [m3/s] 20.8 3.10 0.206 -
Average density 0.208 1.19 1.31 1.25 998
[Kg/m?]
mass flowrate [Kg/s] 4.33 3.69 0.27 0.205 0.45
Composition —average mole fraction at inlet
CcO 0.0261 0 0 0 0
CO2 0.61 0.0003 0 0 0
Ho 0.002 0 0 0 0
O 0 0.21 0.995 0 0
N2 0.166 0.78 0.005 1 0
H0 0.2 0.012 0 0 1
Post Combustion Ratio [%] 96.63 - - - -

The flowrate of carbon particles is considered to be 0.0282 kg/s with uniform particle
size of 12 x 10> m. As mentioned before, particle dispersion is considered using DRW
model. For carbon flow, a total of 16,000 injected particles (NTs = 20, this parameter will
be discussed in details later) are considered. At current Hlsarna pilot plant, the water is
sprayed through a set of three blast atomizer with nitrogen as carrier gas. The water drop-
let diameter is modelled using cone injection with diameter of 9 x 105 m, injection velocity
of 25 m/s, and spray angle of 30 degree. The reflux chamber walls are made of steel tubes
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and the inner side is covered with refractory. Above the reflux chamber, the walls are only
made of steel tubes (OD: 0.038 m, thickness: 0.005 m). Water flows through the pipes and
cools the wall in counter current flow. The cooling system is divided into four different
cooling stacks as shown in Figure 2. To consider different layers, shell conduction ap-
proach is used for the wall modelling. The material specifications and cooling water heat
transfer properties are listed in Table 3.

Table 3. Wall material and cooling water heat transfer properties for shell conduction modelling.

Parameters Refractory Steel Pipe
Thermal conductivity 365 K = {0.00025 X T[K] + 0.80175 1073 <T < 1273
[W/m-K] ' ~10.0007 X T[K] + 0.2289 1273 < T < 2273
Heat Capacity
836 461
[J/kg-K]
Density
3010 7850
[Kg/m?]
Thi
ickness 0.037 0.005
[m]
Cooling water properties Stackl Stack 2 and 3 Stack 4
Average Temperature 314 307 3145
(K]
Water side heat transfer coefficient
4 4
[W/m>K] 5000 500 000

4.3. Reactions and Kinetics

For volumetric reactions, the proposed mechanism by Frassoldati et al. [47], is used
containing 14 species with a reasonable number of 33 reactions (Table 4).

Table 4. CO/H2/O2 mechanism with rate coefficients in the form k = A-Tr-exp(F/RD, A units:
mol/L/s/K; Ea units: cal/mol; n is the temperature exponent [47].

Reaction A n Ea

1 H+0O:=0OH+0O 2.21 x 101 0 16,650
2 O+H=OH+H 4.33 x 1010 0 10,000
3 H+O2+[M] =HO:2+[M] 4.65 x 100 -0.8 0

4 H+O2+02=HO2+ 02 8.90 x 108 0 -2822
5 OH + HO2=H20 + Oz 5.00 x 1010 0 1000
6 H+HO:=0OH + OH 2.50 x 101 0 1900
7 O +HO:=0+0OH 3.25 x 1010 0 0

8 OH +OH =0 + H0 7.36 x 10° 0 1100
9 Ha+[M]=H+H + [M] 2.23 x 1011 0 96,081
10 0:+[M]=0+0 +[M] 1.55 x 101 0 115,120
11 H + OH + [M] = H20 + [M] 4.50 x 1016 -2 0
12 H+HO2=Hz2+ 02 2.50 x 1010 0 700
13 HO2+HO2=H202+O» 2.11 x 109 0 0
14 OH + OH + [M] = H20:2+[M] 7.40 x 1010 -0.37 0
15 O+ OH + [M] = HO:+[M] 1.00 = 1010 0 0
16 H+ HO=H:+OH 4.00 x 107 1 19,000
17 H202+H =H0 + OH 2.41 x 1010 0 3970
18 H202+H =H2+HO:2 6.03 x 100 0 7950
19 HO:2+H20—-H20:+OH 5.39 x 105 2 28,780
20 OH + H20.—H:0 + HO2 3.20 x 105 2 -4170
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21 O + H:20:—0H + HO: 1.08 x 106 2 -1657
22 CO + O+[M] =CO: + [M] 9.64 x 107 0 3800
23 CO+OH=CO:+H 9.60 x 108 0.14 7352
24 CO + HO»=CO: + OH 3.01 x 1010 0 23,000
25 CO + H:0=CO:z + Ho 2.00 x 108 0 38,000
26 0:+CO=C0O2+0 2.53 x 107 0 47,700
27 HCO + [M] = CO + H + [M] 1.20 x 10 -1 17,000
28 HCO+0=CO:+H 3.00 x 101 0 0
29 HCO + H = H2+CO 1.00 x 1011 0 0
30 HCO + OH = H:0 + CO 5.00 x 1010 0 0
31 HCO + HO:=H:0:+CO 4.00 x 108 0 0
32 0:+HCO = HO:+CO 1.00 x 10° 0 0
33 HCO + HO>=H + OH + CO: 3.00 x 101 0 0

Three different reactions are considered for carbon gasification. The kinetic expres-
sions are taken from study of Wen et al. [77] in the form of Equations (25) and (26). The
reactions and kinetic data are as follows:

2C(s) + 0, — 2CO AH,95 = —221 kJ/mol
17967)

ks = 8710 exp <—
S
27)

0.75

T
kdiff = 1383 X 10_3 < /(Pop.dp)

1800)
Pi_Pi*=P02

C(s) + CO, — 2CO AHyg = +172 k] /mol
21060)

ks = 247 exp (—
* (28)

T 0.75
kdiff =7.45x 10_4 (m) /(Pop'dp)

Pi_Pi*=PCOZ

C(s) + H,0 > CO + H, AHyeg = +131 kJ/mol
21060)

kg = 247 exp (—
° (29)

0.75

T
kdiff =1x 10_4 (m) /(Pop'dp)

Pi_Pi*=PH20

In above expressions, T = (Tg+ Tp)/2 and for simplification, the ash layer
influence on combustion is neglected and the combustible fraction of carbon particles is

set to 99%. The above parameters lead to an overall rate with unit of —-2—. Proper unit
cm# s atm

conversions are performed and expressions can be implemented through either user-de-
fined function (UDF) or as Arrheniusian direct input according to Table 5.
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Table 5. Kinetic data for carbon gasification as direct Ansys Fluent input.

Diffusion Rate Con-

Reaction A E [J/kgmol] Temperature Exponent stant []
2C(s) + 0, — 2CO 0.85961 1.49378 x 108 1 4.94 x 10712
C(s) + CO, — 2CO 0.02438 1.75093 x 108 0 24584 x 10712
C(s) + H,0 —» CO + H, 0.02438 1.75093 x 108 0 33x 10713

4.4. Model Solution Procedure

Ansys Fluent® 19.0 commercial software, which is a CFD code solver based on finite
volume method, is used to solve and couple the governing equations. Table 6 summarizes
the main models and sub-models selected for the development of the base model. Pseudo
transient coupled scheme is used for pressure-velocity coupling with pseudo time step of
104 Numerical discretization of conservation and transport equations are performed us-
ing the second-order upwind scheme. Ultimately a convergence criterion of 10 for the
relative error between two successive iterations is specified. The numerical calculations
were performed on a workstation equipped with Intel Xeon, 3.4 GHz CPU and 64 GB of
RAM and in parallel mode using 12 out of 24 available logical processors.

Table 6. Selected sub-models for the base model.

Sub Models Model/Algorithm
Realizable k-¢ model
Enhanced wall treatment

Turbulent flow

TCI EDC
Radiation DOM
Particle trajectory DPM model with stochastic tracking
Particle dispersion (NTs) DRW model (20)

DPM multiple surface reaction model
Field char oxidation
Particle evaporation Convection-diffusion

Gas solid reaction

4.5. Base Model Validation

Figure 4 shows the temperature and composition profile along the off-gas system.
The length axis refers to the length of a line passing through the center of the off-gas ge-
ometry. The calculated temperature and compositions are averaged on a cross section
sweeping along the mentioned line. As it can be seen that the model predictions (solid
lines) are in good agreement with plant measured values (symbols).

2100 0.8
— Model ~ - -A ..N2(®) —Oz2(®) — H20
-
|
1800 = Plant data | - €COz2(a) -—-cO(m)
T 06 :
] )
g 1500 s 1 ......................... -0
— >
g T ;
2 1200 c 04 -
o 2 e i s
z S : S
£ 900 = :
e v :
B 02 [l
600 = °
u ':I.
300 0 e
0 13 26 39 52 0 13 26 39 52

Length [m] Length (m)
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Figure 4. Calculated off-gas composition and temperature profile—model predictions (solid lines)
and plant measured values (symbolled points).

The calculated heat loss through the walls in MW are 3.92 (measured: 3.9; error:
0.5%), 4.85 (measured: 5.4; error: 10%), and 8.7 (measured: 9.3; error: 6.5%) for reflux
chamber, rest of the off-gas system, and the whole off-gas system respectively. The devel-
oped model is used to investigate the different parameters in pilot scale and results are
discussed in details in another studies [76].

5. Result and Discussion

The base model is used to investigate the effect of mesh type and size, and other sub-
models that have been discussed in Section 3. The analysis and comparisons are per-
formed either for the reflux chamber (up to the length = 10 m) or up to the Point C (up to
the length = 26 m) shown in Figure 2.

5.1. Effect of Mesh Cell Type

In this section, quality of the grid, number of cells and accuracy of the results are
compared for two different common cell types using reflux chamber geometry.

Two different grids with the same cell size (40 mm) is generated using tetrahedral
and polyhedral cells as previously shown in Figure 3. Due to the presence of sharp edges
and relatively complex geometry of the off-gas system, generation of hexahedral or struc-
tured mesh was quite complex which ultimately led to a poor quality mesh. Therefore
hexahedral/structural mesh grid is omitted for comparisons.

Figure 5A shows the cell count for each cell type and as it can be seen, with the same
cell size, tetrahedral cells lead to noticeably higher cell count compared to polyhedral cells.
The same conclusion is reported in other studies [5,33]. Moreover, applying polyhedral
cell allows the flexibility of an unstructured mesh to be applied to a complex geometry
without the computational overheads associated with large tetrahedral grid cell count
[11].

T (s o
@ Polyhedral \\ ol
§ :f 10 |
RS
0'55 \%/ 10 :

Figure 5. Cell count (A) and residuals (B) for different cell type.

On top of that, polyhedral cells increases the mesh quality which ultimately increases
the calculation accuracy [13]. In order to evaluate a mesh quality, different indicators can
be defined. Among them, orthogonal quality and skewness are the most important quality
indicators that must be checked before proceeding to the model set up and simulations.
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The concept of skewness is not applicable to polyhedral mesh; however, any polyhedral
mesh have substantially lower skewness than its equivalent tetrahedral grid.

Figure 6 shows the skewness and orthogonal quality contour in the mid-plane of the
reflux chamber. As illustrated, tetrahedral grid exhibits rather lower orthogonal quality
compared to the polyhedral grid as reported in Table 7. High skewness and low orthogo-
nal quality will reduce the accuracy of the interpolations on the cell surfaces which will
increase the gradient errors during the calculations [5].

Skewness Orthogonal quality

0.0 0.1 0.3 0.4 0.6 0.6 0.7 0.8 0.9 1.0

Tetrahedral

Not applicable

Polyhedral

Figure 6. Skewness and orthogonal quality contours.

Table 7. Averaged skewness and orthogonal quality for reflux chamber volume.

Tetrahedral Polyhedral
Orthogonal quality 0.7891 0.9725
Skewness 0.21 -

It is possible to reduce the skewness by increasing the cell count; however it will come
at the cost of increased simulation time. For both cell types, low orthogonal quality was
observed near the walls and curves which can be associated to the presence of sharp and
curved edges. Existing sharp edges lead to the difficulties in maintaining high mesh qual-
ity especially with prism layers. The same observation is reported in the study of Wang et
al. [78]. Nevertheless, for current case, both generated grids have a good and acceptable
quality for CFD calculations.

A quick CFD analysis is performed to investigate the accuracy and required simula-
tion time for each generated grid. Figure 5B shows the continuity residuals during steady
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state iterations for different cell types. The simulations were performed for 2000 iteration
and particles are injected at iteration 820 which led to a small spike and instability in the
residuals. As depicted, polyhedral grid is converged to the set value of 10 after 2000 it-
erations, while tetrahedral mesh still need more iteration to reach the set convergence cri-
teria.

Considering residual value of 1073, polyhedral grid satisfies this criteria after 570 it-
eration while the convergence is met after 2000 iteration for tetrahedral grid. These find-
ings indicate higher stability of polyhedral cells due to the fact that polyhedral cells have
higher number of faces and therefore more neighboring cells leading to a lower calculated
gradient between cells. On the other hand, since polyhedral cells allows interchange of
mass over a larger number of faces, numerical diffusion effects caused by non- perpendic-
ular flow on cell faces is reduced specifically in a flow fields where no prevailing flow
direction can be identified [12].

The other disadvantage of tetrahedral grid is longer simulation time (due to higher
number of cells) which is depicted as normalized time in Figure 7. As illustrated, polyhe-
dral grid shows noticeably lower simulation time compared to the tetrahedral grid for
both total and DPM iterations time.

1.0 1.0 i
1 W Total time
B DPM time
o 08
E
]
S 06
i
™
£
s 04
=
0.2
0
Tetrahedral Polyhedral
Cell Type

Figure 7. Simulation time for different cell type.

Figure 8 shows the predicted temperature and CO compostion profile along the
reflux chmaber. As can be seen, both grids predicts more or less the same profiles with an
outlet temprature quite close to the plant measurement. The carbon conversions for
tetrahedral and polyhedral grid at the outlet of the chamber are 56% and 54%, respectively
(plant measuremnt is 50%).
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Figure 8. Predictions of different cell types for off-gas temperature and CO model fraction profile.

Altogether, the performed analysis shows that polyhedral cells hold a great promise
in producing equivalent accuracy results compared to tetrahedral mesh with the added
benefits of lower cell count (the most economical), faster converge with fewer iterations,
convergence to lower residual values, and lower solution run-time.

5.2. Effect of Mesh Cell Count (Grid Independency Analysis for Polyhedral Cells)

Apart from the cell type, cell number constituting the mesh grid plays a crucial role
in generating an optimal grid to ensure the accuracy and economic feasibility of a CFD
analysis [1]. A coarse grid can yield inaccurate results and instability in analyses; there-
fore, it is important to use a sufficiently refined grid to ensure the adequacy of the calcu-
lations. Moreover, in any CFD calculation, one must make sure that the obtained solution
is grid independent. This means that a numerical solution tends toward a unique value as
grid density is increased. A solution is said to be grid independent when further grid re-
finement produces a negligible change in the solution.

Based on this definition, for the current case, five different polyhedral cell sizes are
selected (as reported in Table 8) and simulations with the same setting as discussed for
base model are performed for each grid.

Table 8. Mesh specification for mesh sensitivity analysis.

Cell Size [mm] Cell Count [Million]
Zone Reflux Air Up/Down
Chamber Quench Leg

Very coarse 65 55 75 0.88
Coarse 55 45 65 1.05
Medium 40 30 50 2.69
Fine 30 25 40 2.3
Very fine 25 20 35 3.3

Figure 9 shows the calculated temperature and composition profile for each grid re-
finement. As it is evident, medium, fine, and very fine grids show the same accuracy;
however coarse grids show a slight deviation with respect to medium and fine grids. The
discrepancies are mainly observed in the reflux chamber where oxygen is injected (be-
tween length of 3 to 10 m). It is an important region where most of the oxidation reactions
occur. Nevertheless, the solution seems to be grid independent after coarse grid. Hence
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for the base model and rest of the analysis, medium size grid is used since finer grids
require substantially higher simulation time for the same obtained accuracy.
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Figure 9. Off-gas temperature, CO and O2 composition profile prediction for different polyhedral
mesh refinements.

5.3. Selection of Turbulence Model

For industrial cases, k-¢ and k-w are among the most common models to describe the
turbulence nature of the flow. Both models can take into account the turbulence parameter
to a great accuracy. In this section, the intention is not to compare the accuracy of predic-
tions but rather pointing out an issue the authors faced during the calculations.

Even though k-w model is proved to be more accurate and robust in capturing the
details of turbulent flows, for final model development in this study, k-¢ is preferred for
two main reasons.

The first and main reason is higher number of cells required by k-w model. To cor-
rectly predict the velocity profile and subsequent thermal properties using k-w model, a
y* < 1 near the walls must be maintained during the calculations. Low y* requires higher
grid resolution and more inflation layer near the wall region and consequently higher cell
count. Depending on the computational resources, this could be a great disadvantage
when it comes to industrial applications where geometries are usually large. However,
for k-¢ model, a y* value above 30 and up to 300 needs to be maintained which requires
much coarser grid resolution near the wall regions. Indeed k-&¢ models use wall functions
to correlate the profiles near the walls. For standard wall function, one should make sure
the y* is either below 5 or above 30 to avoid putting the first cell in buffer region. For
enhanced wall treatment, a y* value of either lower than 2 or higher than 30 is required. It
is worth mentioning that all wall functions predict similar results for y*>30. Nevertheless,
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enhanced wall treatment function, is quite y* insensitive and can still predict near wall
region properties with a great accuracy for any y* values.

Beside mesh resolution there is another problem which was raised with regard to
using k-w model. To our best knowledge, the faced issue while choosing turbulence mod-
els is not reported in any other literature.

When carbon particles are included in the model, the trajectories of particles are cal-
culated in each cell. To fulfil proper trajectory calculations, the size of all cells in the grid
need to be larger than the particles diameter. In other words, all cells should have enough
volume to host a single particle. For a stable calculations, it is necessary to keep the cell
size at least three times higher than the particles diameter, however for specific cases,
larger cells might be needed.

In the current case, using k-w model and obtaining y*< 1 led to cell layers with a size
smaller than the particle diameter. Therefore, during the calculations, the solver failed to
complete the trajectory calculation and removed some particles from the domain by mark-
ing them as “incomplete”. Removing carbon particles from the domain causes a reduction
in the initial injected flowrate of particles which ultimately can lead to a wrong prediction
of carbon conversion, gaseous composition, and temperature profile especially when car-
bon particle flowrate is high.

Table 9 summarizes the corresponding number of incomplete particle trajectories for
different generated grids with different y* values. It can be seen that lower y* values re-
quires lower first layer thicknesses and therefore increases number of fine cells and overall
cell number. For the grid with y* value of 34, which is used for the rest of analysis, all
trajectories are calculated without any incomplete particle trajectories.

Table 9. Tracked and incomplete particle trajectory for different y* (regardless of turbulent model
used)—particle size is fixed and equal to 0.12 mm.

F1r§t Layer Number of Infla- Mesh Size Mesh Size Number of Incon.lplete
Mesh Thickness . y* Tracked Particles
tion Layers  (Reflux Chamber) (Off-Gas System) .

[mm] Particles  (Average)
Mesh 1 0.2 14 880 x 10° 5.31 x 100 0.38 9185 880 (10%)
Mesh 2 0.3 12 840 x 10° 4.8 x 100 0.6 8800 686 (8%)
Mesh 3 0.5 10 750 x 103 4.1 x 100 0.95 7600 356 (5%)
Mesh 4 1 8 645 x 10° 3.58 x 100 1.9 6315 230 (4%)
Mesh 5 5 627 x 10° 3.12 x 100 4.6 5900 117 (2%)
Mesh 6 10 4 485 x 10° 2.6 x 100 34 4516 0

(base model)

To recap, using k-&¢ model for the current case seems to be a better choice for two
reasons. It requires lower cell count as it needs higher y* values near the wall region and
consequently cell size will be large enough for safe particle path calculations.

5.4. Effect of Reaction Mechanism

As mentioned before, reaction mechanism can be classified into two categories.
Global or multi step mechanisms which have limited number of species and reactions in-
volved; and detailed mechanism which is a set of elementary reactions forming a complex
network. Based on the presented literature review, the supremacy of detailed mechanism
becomes evident. Therefore, in the current study, three different detailed mechanisms
namely GRI 3.0 (325 reaction with 55 species), GRI 1.2 (177 reaction with 32 species), and
the proposed mechanism by Frassoldati et al. [47] (33 reactions and 14 species; see Table
4), are used for comparison. Figure 10A,B show the predicted temperature and CO mole
fraction profile respectively. As it can be seen, all studied mechanisms predict the same
trend for the profiles. The predicted carbon conversions at the outlet of the reflux chamber
(Point A in Figure 2B) are 53%, 54%, and 52% for Frassoldati, GRI 1.2, and GRI 3.0
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respectively. However, as mentioned before, higher number of reactions will lead to
higher simulation cost. Figure 10C shows the normalized simulation time for all three
mechanisms for the same number of iterations.
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Figure 10. Predicted off-gas temperature (A), CO model fraction (B), and normalized simulation
time (C) for different detailed mechanisms.

As it is evident, compared to GRI 3.0 and GRI 1.2, Frassoldati mechanism takes lesser
simulation time by factor of 15.6 and 3.5 respectively while obtaining a similar predicted
profile and carbon conversion. According to these results, the computational costs grows
exponentially by increasing the number of reactions in the mechanisms therefore, utilizing
detailed mechanism of Frassoldati seems to be more reasonable.

5.5. Effect of Turbulent-Chemistry Interaction Models

Among the available TCI models, eddy dissipation model (EDM), finite rate eddy
dissipation model (FR-EDM), relaxed to equilibrium finite rate eddy dissipation model
(FR-EDM-rex), and eddy dissipation concept model (EDC) are considered for comparison.
All of the mentioned models are extension of EDM. Detailed mathematical formulation of
each model has been discussed in Section 3. Since the gas—solid reactions are modelled
using multiple surface reaction approach, the application of EDM is not possible and is
omitted from the comparisons. To begin the comparisons, the simulations were per-
formed using FR-EDM with detailed mechanism. However, the reactions were not initi-
ated during calculations and all kinetic rates were estimated to be zero. This is actually
one of the shortcomings of both EDM and FR-EDM that may fail to correctly predict the
ignition process as mentioned earlier. The same issue is reported by Sripriya et al. [79] for
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post combustion of CO-Hz mixture. To resolve this issue, they have included artificial heat
source points inside the computational domain as source terms. These terms act like igni-
tion sources to guarantee the persistence of the reactions and flame formation (if there is
any). In the current study, the problem of the reaction initiation is resolved by using FR-
EDM and then relaxing the calculated composition to their chemical equilibrium (FR-
EDM-rex). Using this approach, the ignition is initiated without including artificial heat
sources. Figure 11A shows the predicted temperature and CO mole fraction profile for
EDC and FR-EDM-rex (other sub-models are the same for both TCI models).
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Figure 11. Comparison between FR-EDM-rex and EDC model; off-gas temperature and CO mole
fraction profile for different oxygen reduction cases; (A) 0% reduction, (B) 60% redution, (C) 80%
reduction.

Asillustrated, the predictions for both models are quite similar. The similarity of pre-
dictions between TCI models have been previously reported by Rebola et al. [72] which
made an assessment of the performance of several turbulence and combustion models in
the numerical simulation of a flameless combustor. In another study, Chen et al. [19] have
reported a similar and comparable prediction of temperature contours by EDM, FR-EDM,
and EDC models. However, they have chosen EDC for further investigation of their case
study.
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Even though the profiles are similar, FR-EDM-rex predicts slightly higher tempera-
ture in oxygen injection region of the reflux chamber where CO-H: combustion takes
place. A more pronounced discrepancy can be seen for CO profile in the same region
where FR-EDM-rex predict lower CO mole fraction (higher CO conversion). This means
that higher reaction rate is predicted by FR-EDM-rex which has been reported by other
reviewed studies [53-58]

In order to have a better analysis, a set simulation was performed by creating a fuel-
rich environment inside the reflux chamber. To fulfil that, the oxygen injection is reduced
by 60% and 80% (injected flow rate of 0.108 and 0.054 kg/s respectively). In this condition,
the discrepancies between TCI models become more evident as depicted in Figure 11B,C
for 60% and 80% oxygen reduction respectively. Again, FR-EDM-rex predicts higher re-
action rates, lower CO mole fraction and slightly higher temperature along the off-gas
system length compared to EDC. The discrepancies in CO prediction profile is more pro-
nounced in upleg/downleg region of off-gas system where a full combustion of CO (es-
caped from reflux chamber or generated by escaped carbon gasification) is predicted by
FR-EDM-rex. On the contrary, EDC predicts almost no combustion, rather an increase in
CO content due to the conversion of the remaining carbon content in the flow.

The discrepancies between two models can also be seen in Figure 12 where temper-
ature, carbon conversion, and CO amount at the outlet of the reflux chamber are shown.
Even though the difference in temperature and carbon conversion is minor, the models
predict CO composition quite differently for fuel-rich cases.

0016 | g FR-EDM-rex g e
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Figure 12. Comparison between FR-EDM-rex and EDC model; reflux chamber off-gas outlet tem-
perature, CO mole fraction, CO conversion, and carbon conversion for different oxygen reduction
cases.

Nevertheless, for the current case, FR-EDM-rex and EDC predict quite similar tem-
perature, composition, and carbon conversion profile for fuel lean mixture. From the lit-
erature review and performed analysis for the current case, the following can be deduced
regarding TCI model selection:
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e EDM and FR-EDM are better to be used with global mechanism (with few steps) as
the mixing rate is considered to be the same for all included reactions.

e FR-EDM takes into the account the effect of finite rate chemistry; however, it still
predicts temperature overshoot in fuel-rich zones.

e  Using FR-EDM, the ignition of reactions might be poorly predicted and the reactions
might not be initiated even at very high temperatures. An artificial ignition source
might be required to initiate the reaction chain.

e The performance of FR-EDM can be improved by considering relaxed to equilibrium
calculation.

e  For fuel lean mixture, FR-EDM-rex and EDC predict similar results with a slight dif-
ference. The discrepancies between the two appear for fuel-rich mixtures.

5.6. Effect of Gas-Solid (Carbon Particles) Reaction and Carbon Particle Dispersion

Incorporating carbon combustion reactions in the model will change the temperature
and composition profile compared to a case where gas—solid reactions are excluded. Car-
bon particles will go through gasification reactions to generate CO and H: which could
affect the local composition profile. The produced compounds will combust with oxygen
and generate higher heat (therefore higher temperature). Figure 13 shows the effect of
carbon incorporation on temperature and composition profile based on our previous
study [76]. As it can be seen, both temperature and composition profiles are affected by
considering carbon particle reactions.
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Figure 13. Effect of gas—solid (carbon) reaction on averaged cross-section composition and temper-
ature profiles of the off-gas [76].

The effect is more pronounced by comparing O: profiles since including carbon par-
ticles and gasification reactions consumes higher amount of oxygen. Ultimately a better
fit with industrial measurements was observed by including carbon reactions in the mech-
anism. Despite these benefit, incorporating gas—solid reactions using DPM model can sig-
nificantly increase the calculation time. For example, for the current case, DPM calculation
time is around 30% of the total calculation time to reach a convergence of 104 Neverthe-
less, DPM calculation time depends on the number of injected particles which can be con-
trolled by manipulating NTs parameter in DRW model. A sensitivity analysis is required
to set minimum required particles that can precisely represent the actual particle flow.

Table 10 shows the effect of NTs on different calculated parameters (for base model
and the whole off-gas geometry) which are compared to their counterpart measured val-
ues.
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Table 10. Effect of NTs on predicated values.
Plant Measurement Calculated
Number of tries [] - 1 3 5 10 20
Number of injected particles [] - 923 2769 4615 9230 15,840
Reflux chamber outlet carbon - 0.0141 00137 00136 00135 00135
flowrate [kg/s]
Reflux Chamber.outlet carbon conver- 50 50 5 5 53 5
sion [%]
Reflux chamber [O;]ﬂet temperature 1710 1692 1698 1702 1695 17024
Reflux chamber outlet molar composition (dry basis)
CcO 0.00 0.002 0.0021 0.002  0.00192  0.002
Oz 0.054 0.0535 0.0532  0.0534 0.0533  0.0534
Heat loss
Reflux chamber [MW] 3.9 3.89 3.91 3.91 3.92 391
Rest of the off-gas system [MW] 5.4 4.87 4.85 4.87 4.83 4.83

Reflux chamber outlet Oxygen (dry basis)

0.058

0.057

0.056

0.055

0.054

0.053

0.052

0.051

0.05

For a better visualization, Figure 14 shows the reflux chamber outlet oxygen, temper-
ature, and also carbon conversion for different NTs. As it can be deduced, after NTs =5,
the calculated values are roughly the same and the current case study appeared to be NTs

insensitive.
=)
g
s
'
N
E
2
5
.\./._‘**——._-———I §
z
E
=
g
0 5 10 15 20

Number of tries

1750

1740 -

1730

1720
1710

1700

1690

1680

1670

1660 -

1650

e

0 5 10 15 20

Number of tries

Reflux chamber outlet Carbon conversion

55%

50%

45%

40%

5 10 15 20

Number of tries

Figure 14. Predicted reflux chamber outlet values for different NTs.

Nevertheless, higher NTs can always generate more reliable results as higher number
of particles are injected to represent the actual flowrate of the particles. However, higher
NTs come at a higher computational cost. Figure 15 shows the normalized simulation time
(normalized over the longest simulation time) for variable NTs. As it can be deduced from
the graph, the simulation time grows exponentially, though with a low rate.

In cases where the computational resources are limited, it is suggested to perform a
sensitivity analysis to investigate the possible reduction in NTs and therefore computa-
tional costs. It is worth reiterating that for validation of the base model, NTs of 20 is con-
sidered in this study.
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Figure 15. Normalized simulation time for different NTs.

5.7. Effect of Radiation Model

The temperature at the inlet of off-gas system could sometimes reach as high as 2200
K. The flow temperature can locally increase at the oxygen injection zone (as high as 2600
K) due to the exothermic reactions. Thus, the radiative heat transfer plays an important
role [80].

In this section, four different cases are considered to compare the radiation effect in-
side the reflux chamber (only reflux chamber geometry is modelled). In three of the cases,
Rosseland, P1, and DOM radiation models are used to take into account the radiation ef-
fect and one case is set up without any radiation model.

There are different criteria to choose a proper radiation model. The most reliable ap-
proach is comparison method, where different radiation models are used and results are
compared with the measured counterparts. In the absence of proper measurements, there
are still some rules of thumb for radiation model selection. A good indicator is the use of
optical thickness or opacity of the medium fluid (in the current case hot flue gas). Optical
thickness can be calculated according to Habibi et al. [62]:

optical thickness = a.Ls [m]

where a is absorption coefficient and the characteristic length scale Ls = %5 is length
scale based on the turbulent parameter of the k- model. The length scale could also be
the dimeter of the chamber. The larger the optical thickness, the smaller is the amount of
transmitted radiative heat through the flue gas and the medium is said to be opaque or
optically thick. P1 model should typically be used for optical thicknesses > 1 [62,81,82].
For optical thickness > 3, the Rosseland model is computationally cheaper and more effi-
cient. On the other hand, DOM works across all ranges of optical thicknesses, but it is
computationally more expensive than P1 and Rosseland models [83]. The calculation of
this parameter for different radiation model will be discussed later. Figures 16 and 17
show the predicted temperature contour and averaged cross-sectional temperature along
the reflux chamber length for different studied cases.
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Figure 16. Predicted contour of temperature for DOM (A), P1 (B), no radiation (C), and Rosseland

(D) model.
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Figure 17. Off-gas and wall temperature profile across the reflux chamber length for different radi-

ation models.

The predicted contour and profiles for Rosseland model is clearly unrealistic and
temperature falls rapidly under 1750 K before hitting the oxygen-rich zone. Moreover, the
outlet temperature of the reflux camber shows 20% error with respect to the mean meas-
ure value and it is even out of the measurement error bars in Figure 17.

The temperature is highly over predicted for the case without radiation model, once
again illustrating the importance of the radiation effect.

P1 and DOM have shown quite similar predictions; however, P1 predicts slightly
higher temperature around and after oxygen injection zone with a difference of 65 °C
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compared to DOM model. Nevertheless, both models predict an outlet temperature which
is within the measurement error bar.

The wall temperature profile (inner wall in touch with hot flue gas) is also quite sim-
ilar for P1 and DOM; however, it is predicted higher for Rosseland model. The case with-
out radiation model is in a large discrepancy with other models.

The same conclusion is derived by Habibi et al. [62] who studied the effect of different
radiation models on CFD simulation of a steam cracking furnace. They reported unrealis-
tic flame formation for Rosseland and an adiabatic case (without radiation model), but a
similar predictions for P1 and DOM.

They have related the lower temperature profile of Rosseland model to its limitation
in the prediction of radiation intensity. In Rosseland model, the intensity of radiation is
not obtained from a distinct transport equation (as discussed in Section 3) and this leads
to an inaccurate temperature profile and flame structure prediction [62].

Figure 18 shows the averaged cross-sectional profile of CO and O2 and as it can be
seen, P1 and DOM predicted quite similar profiles. In all of the cases, the amount of CO
is increased before hitting the oxygen injection zone which is related to CO: dissociation
and carbon gasification at high temperature and in absence of oxygen. The case without
radiation model is predicted to have slightly higher CO formation which is related to the
higher calculated temperature as depicted in Figure 17. This is due to the fact that higher
temperature will lead to a higher CO: dissociation into CO.

0.045 0.08
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a 0.035 = 006
3 0.03 g
- ' o
c 0.05
T Z
":' 0.025 -
o c 0.04
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Figure 18. Predicted average cross-sectional CO and O2 composition profile along the reflux cham-
ber.

On the other hand, since in the case with Rosseland model the temperature falls dras-
tically at the inlet section of the reflux chamber, the predicted dissociation rate of CO2 will
be much lower than the other models and CO profile is nearly constant before hitting the
oxygen injection zone. The slight increase in CO amount is related to the carbon particle
gasification only. Moreover, for the case with Rosseland radiation model, the amount of
CO is always lower than other cases at each cross section and at the outlet of the reflux
chamber. This is again due to a lower predicted average temperature across the reflux
chamber for Rosseland model which is in favor of CO conversion into COz. This effect can
also be seen in the oxygen profile which is predicted to be lower at any cross section due
to a higher consumption of Oz (by higher conversion of CO) for Rosseland model.
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Figure 19 shows the contour of optical thickness. As depicted, the value of the optical
thickness is lower than 1 in all regions for all studied radiation model, illustrating an op-
tically thin medium.

Figure 19. Predicted optical thickness for different radiation model of DOM (A), P1 (B), and Rosse-
land (C) model.

The predicted opacities are pointing at the fact that Rosseland model should not be
used for the current case. All of the models resulted in a very low optical thickness near
the combustion zone, but much higher values in the upper parts. Even though P1 model
is suitable for cases where optical thickness > 1, but it has predicted values and profiles
much closer to DOM which are suitable for all ranges of optical thickness.

Nevertheless, DOM predictions are in better agreement with measured values as
shown in Figure 20 for reflux chamber. For the case without radiation model, the heat
losses through the reflux chamber walls are predicted much lower than the measured loss
due to a very low prediction of the wall temperature (Figure 17). Rosseland model has
predicted much higher heat loss due to a lower flue gas temperature and higher wall tem-
perature inside the reflux chamber which increase the driving force for heat transfer to the
cold side of the wall (the outer wall in touch with cooling water). The carbon conversion
is the highest for the case without radiation model. This is a direct effect of very high
temperature prediction that leads to a higher conversion rate of carbon particles. For Ros-
seland model, even though the temperature along the chamber is the lowest, higher car-
bon conversion is predicted compared to P1 and DOM. This can be related to a lower
predicted CO partial pressure for Rosseland model across the reflux chamber which leads
to slightly higher carbon conversion. The predicted carbon conversion using P1 and DOM
is close to the measured counterpart.
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Figure 20. Predicted (different radiation mode) and measured values for different reflux chamber
outlet parameters.

The same can be seen for CO outlet mole fraction. Due to a very high predicted tem-
perature profile for the case without radiation model, higher carbon is converted into CO.
On the other hand, as mentioned earlier, very high temperature is detrimental for CO
conversion and will lead to COz dissociation into CO. Therefore, once the effect of radia-
tion is omitted, higher carbon conversion, low CO conversion, and high CO: dissociation
will contribute to much higher CO values at the outlet (72% CO conversion). For Rosse-
land model, lowest outlet CO is predicted due to a much lower predicted temperature
profile which is a favorable atmosphere for CO combustion.

Ultimately a quick comparison of simulation time for each radiation model is pre-
sented in Figure 21. As illustrated, the including radiation models increase the simulation
time by 13%, 11% and 30% for Roseland, P1, and DOM respectively compared to the case
without radiation. Comparatively, DOM model requires the longest simulation time
while P1 was computationally the cheapest. The same has been reported in numerous
studies [62,80]; however the relative increase in simulation time for each model is quite
case-dependent.
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Figure 21. Normalized simulation time for different radiation model.

The following conclusions can be derived from the above analysis for the different

radiation models studied:

For systems with combustion process involved or any system where there is a notice-
able difference between fluid and solid surfaces, the radiative heat transfer plays an
important and sometimes dominant role. The case without radiation model showed
unrealistic and deviated predictions from the measured values.

The Rosseland model must be used for optically thick mediums (>3) and is not suit-
able for the current case where computed local optical thickness at any point is lower
than 0.1.

P1 can predict and capture the main feature of the flow and very close to the pre-
dicted values by DOM; however, there are still discrepancies between P1 predictions
and measured values.

According to the current results and the references [62,84], P1 model is accurate for
optically thick media. It will yield inaccurate results for thinner (more transparent)
medium, especially near boundaries, and for anisotropic radiation field. It can also
fail in cases with complex geometry, such as congested spaces or geometries with
many and large openings.

P1 model is computationally cheaper and lead to lower calculation times compared
to DOM.

Ultimately, based on the obtained results and the literature review, DOM is generally
preferred and seems to be very well-suited for radiation modelling in the current post
combustion case.

6. Conclusions

There are many factors that can affect a CFD model performance, reliability, and ef-

ficiency. In this study, it was shown that improving only one factor would not necessarily
guarantee a proper CFD model with reliable predictions but rather, all sub-models and
parameters must be optimized. There may be some rules of thumb for sub-model and
parameter selections; however, the model selection is quite case-dependent and sensitiv-
ity analysis for a specific case is always required to ensure the reliability of a CFD model.
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Form the whole analysis performed in this paper, the following conclusions can be
derived:

e  For coarse meshes, cell type plays an important role in predictions accuracy but the
cell type effect can be ignored for fine meshes.

e  Polyhedral mesh grid is always preferred over other types, especially for large-scale
and industrial cases with complex geometries and more importantly when computa-
tional resources are limited. This is due to the fact that polyhedral mesh exhibits the
same accuracy with much lower mesh count thus higher simulation speed.

e  Even though k- model is more precise for prediction of turbulent nature of the flow,
k-e model is still preferred in industrial and large-scale cases as it requires lower
mesh count.

e  TCImodel selection and kinetic mechanism are important parts of any reactive flow
modelling. Based on the literature review and also performed analysis for Hlsarna
off-gas system, eddy dissipation concept (EDC) model is the most reliable TCI model
to predict correct species and temperature profile in a reactive flow.

e  Detailed kinetic mechanism is always preferred over global mechanisms for their
higher accuracy. However, using detailed mechanisms come at a higher computa-
tional cost.

¢ Including gas—solid reactions could play a vital role in predicting correct temperature
and composition profile, specifically for highly exothermic reactions such as carbon
oxidation. A sensitivity analysis is needed to include enough number of particles in
the calculations that can properly represent the real particle flowrate in the reactive
flow.

e  For high temperature application, radiation plays an important even a major role.
Including radiation model is necessary to take into account the radiation effects es-
pecially for internal flow where there is a high temperature difference between the
walls and the main flow stream. It becomes even more important for cases where
internal reactive flow includes highly exothermic reactions (in the current case, the
combustion of CO-Hz and carbon mixture).

e  According to the current results and also the literature reviews, discrete ordinate
mode (DOM) is more reliable than the other radiation models (P1 and Rosseland
model), which is applicable for all temperature and fluid optical thickness ranges.
However, using DOM comes at a higher computational cost relative to the other stud-
ied models.

e According to the current case study, it turned out that species composition profile is
not as sensitive as temperature profile to sub-model selections, boundary condition,
and grid variations. It is suggested to use both temperature profiles and composition
profiles for model validation.
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Nomenclature
Parameter  Description and units
A, Pre-exponential factor [consistent units]
Ap Particle surface area
a Absorption coefficient
c Constant coefficients
Cir Molar concentration of species j in reaction r [kmol/m?]
C; Volume fraction constant equal to 2.1377
C; Volume fraction constant
(o Time scale constant equal to 0.4082
D, Cross diffusion term
dohar Unreacted core diameter [remaining carbon] [m]
d, Particle diameter including product [ash] layer [m]
E Total energy [J/kg]
E, Activation energy for the reaction [J/kmol]
F Force [N]
fi Molar fraction of species in the reactions
g Gravity constant [m/s?]
G Incident radiation
G Generation of turbulence kinetic energy due to the mean velocity gra-
k dients
G, Generation of turbulence dissipation energy
Gy Generation of turbulence kinetic energy due to buoyancy
h; Enthalpy of species [k]/kg]
h Heat transfer coefficient [W/m2-K]
1 Spectral radiation intensity
M Unity matrix
]_]) and J,  Diffusion flux of species
K, Equilibrium constant for the r*"reaction, computed from
k Turbulent kinetic energy [m?/s?],
Kess Effective conductivity [W/m-K]
L7 Forward rate constant for rt" reaction
ky, Backward rate constant for r*" reaction
k. Mass transfer coefficient [m/s]
kg Kinetic rate constant [kg/m?-s-Pa]
kaifs Diffusion rate constant [kg/m?-s-Pa]
Kaasn Ash diffusion rate constant [kg/m?-s-Pa]
M,,; Molecular weight of species i [kg/kmol]
m, Particle mass [kg]
u—1u,
m, o Drag force [N]
% Rate of char depletion [kg/s]
n Spectral index of refraction of the medium
/] Pressure [Pa]
P, — P; Effective pressure [Pa]

Radiative flux [W/m?]
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Arrhenius molar rate of creation/destruction of species i in reaction r

Ri- [mol/s]
R Universal gas constant [J/kmol-K]
R Net rate of production/consumption of species by chemical reaction
¢ [mol/s]
R hari Overall rate of solid reaction per unit particle surface area [kg/m?-s]
S, and S,  User-defined source terms in turbulence equation

Strain rate magnitude [1/s]

Source term in species transport

Source term for the reaction heat and other volumetric heat sources

Position vector [m]

Direction vector

Scattering direction vector

Path length [m]

Particle temperature [K]

Fluid temperature [K]

Time [s]

Fluid fluctuating velocity [m/s]

Fluid mean velocity [m/s]

Fluid phase velocity [m/s]

Sl f o (N3 e (wijnixi|R |0~

Particle velocity [m/s]

Contribution of the fluctuating dilatation in compressible turbulence

Yu to the overall dissipation rate
Yy Dissipation of kinetic energy
Y, Dissipation of eddy dissipation frequency
YVdis Distance to the next surface
Yi Local mass fraction of each species
Y; Mass fraction of fine-scale species after reacting over the time t*
yed Chemical equilibrium mass fraction
Yis Vapor mass fraction at the surface
Yo Vapor mass fraction in the bulk gas
yj Mass fraction of reactive surface species
(Y Stefan-Boltzmann constant
o Scattering coefficient
3 Solid angle
r Effective diffusivities [kg/m-s]
£ Energy dissipation rate [m?/s®]
JIn Turbulent viscosity [m?%/s]
u Molecular viscosity [kg/m-s]
P Density of fluid [kg/m?3]
Py Density of the particle [kg/m?]
T, Particle relaxation time
Tchar Characteristic time-scale
T" Time scale in EDC
Teff Effective shear stress [Pa]
w Eddy dissipation frequency [1/s]
oy, and a, Turbulent Prandtl numbers
vi Corresponding stoichiometric coefficient

Rate exponent for reactant species j in reaction r




Processes 2023, 11, 839 34 of 41

11;,, Rate exponent for reactant species j in reaction r
Vi, Stoichiometric coefficient for reactant i in reaction r
v;_r Stoichiometric coefficient for product i in reaction r

0 Net effect of third bodies on the reaction rate
Yjr Third-body efficiency of the j** species in the r** reaction
B- Temperature exponent

¢ Length fraction of the fine scales

d Porosity of the ash layer

) kinematic viscosity [m?/s]

Appendix A. List of Literature Review for Sub-Model Sections

Table Al. Summary of utilized mechanisms for different reactive flow modelling

Pressure Number of Number of

Fuel Mixture  Oxidizer Mechanism . . Reference
[atm] Species Reactions
CO-H:=0 Air 1-20 atm Detailed 13 28 [37]
CO-H>-H0 Air 1 Detailed 8 31 [85]
CO/H>/CHa Air 1 Detailed GRI 53 325 [86]
CO/H: Air/O2 1 Detailed 14 30 [38]
CO/H2 Air 40-200 Detailed 12 27 [87]
CO/H: 1-20 Detailed 14 30 [39]
CH4/CO/H2 Air 1 Detailed GRI 53 325 [88]
CH4/CO/H2 Air 1 Detailed GRI 53 325 [89]
CH.4/CO/H> Air 1 Detailed USC 1II 111 784 [89]
CO/H Air 1-5 Detailed GRI and mechanism 53 5 [24]
from [38]
CO/H2 Air/O:z 1-10 Detailed 14 33 [40]
Detailed GRI
Reduced GRI
CH4/CO/H2 1-40 NUIG [41] [43-45]
Heghes [90]
Frenklach [42,91]
CO/H: Air/O2 1 Detailed 14 33 [47,48]
. Global 3 step
CH.4/CO Air 1 Westbrook-Dryer 5 3 [50]
. Global 4 step
CH.4/CO/H> Air 1 Jones-Lindstedt 6 4 [50]
. Global 6 step
CHy/CO/H: Air ! modified Jones-Lindstedt ? 6 (501
CO/H: Air/O2 1-20 Global 5 step 8 5 [25]

Table A2. Summary of utilized TCI models for different reactive flow modelling at
different scales

Application Scale Fuel Mixture Mechanism TCIModel  Reference
Detailed
H jet E i tal H EDM/ED 2
ydrogen je Xperimenta 2 (16 and 37 reactions) /EDC [92]
Gas burner Pilot C2He/CH4/CO/H> Reduced GRI EDC [93]
Gas burner Experimental CH4/CO/H2 GRI EDC [94-96]
lid bi
Wood pellet burner Domestic Solid biomass Global EDC [97]

CO-H2
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Sulfur r(es‘;;’[‘;)ery M dustrial H:S/CH: “ ;fi‘clteiim) EDC [98]
Gas burner Pilot CH4/H2 GRI EDC [100,101]
DRM-22 [99]
Global
Gas burner Industrial CHas/H> DRM-19 [99] EDC/FR-EDM [58]
GRI
. . Global [14,22,102]
Entrained .F'low Coal Experl.mental/ Coal /CO/H: GRI EDC/FR-EDM [51]
Gasifier pilot CRECK [103]
Cyclonic gas burner Experimental CsHs San Diego [104] EDC [105]
JHC burner Experimental ethylene/H> P OLIi/IRII[ 106] EDC [107]
GRI
Gas burner Experimental CHa DRM 19 EDC [14]
global
. SFM
Burner Experimental CH./CO KEE EDC [108]
burner Pilot H> EDM [109]
pulsejet engine Experimental C12H23/CHa EDM [110]
Furnace Experimental CH.4/CO/H: DRM19 EDC [111]
rOCke;h(;OI;n}:itStlon Experimental CH4/CO/H: (18 rej:’:?olfsc)i [112] EDC [113]
Coal burner Experimental pulverized coal/CO/H: Detailed frank EDM/EDC [56]
furnace Industrial Natural gas Global 4 step EDM [114]
Entrained flow gasifier Pilot Coal/CO/H2 Reduced GRI EDC [115]
Entrained bed gasifier Pilot Coal/CO/H: Detailed FR-EDM [116]
high-velocity oxy-fuel Experimental H> Global 2 step EDM/EDC [53]
Thermal cracking Pilot C2He/CsHs/CyHio Detailed FR-EDM [117]
(23 reactions)
Thermal cracking Pilot C;Hsg 23 rez::;lig)i [118] EDC [119]
Micro mixing Experimental Boric acid Global 3 step FR-EDM [120]
. . . EDM/FR-
Solid Fuel Ramjet  Experimental C-H, Global 3 step EDM [52]
ethylene cracking Pilot Detail.ed FR-EDM [121]
furnaces (22 reactions)
Steam methane 4. irial CH: Global FR-EDM [82]
reforming furnace (3 step)

Table A3. Summary of utilized radiation modelling for different high temperature
reactive flow applications

Application Scale T;T:;:a[t;:]r € Fuel R;::;t:lm Reference
Steam methane reforming Pilot 1100-1400 CH: DOM [122]
furnace
Ethylene cracking furnaces  Pilot 300-2100 n-Paraffins/i- DOM [121]
Paraffins/Olefins
Post combustion chamber Pilot 300-2000 CO/H: P1 [79]
Methane combustor pilot 300-2325 CH4/H2 P1 [123]
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Ethylene furnace Industrial 300-2150 CHas/H2—complex feed DOM [124]
Sulphur removal unit Industrial - H2S DOM [98]
hydrogen production 4\ trial 650-2500 CH: P1 81]

reformer
naphtha thermal cracking 4.\ cpia1 300-1550 CHy/C:Hy/C:He/C:Hs/H:  DOM [17]
furnaces
semi-suspension biomass | ol 300-1600 Bagasse DOM [125]
fired industrial
Steam methane reforming |y ol 500-2000 CH: DOM (82]
furnace

Mild combustor Industrial 300-2519 CH4/H2 DOM [58]

Gas burner Industrial - C2He/CH4/CO/H: DOM [114]
entrained-flow gasifier Industrial 300-2250 Coal/CO/H: P1 [115]
Gasifier Industrial 600-1100 Wood chips DOM [126]
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