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Preface

As I write this introduction, attempts are still ongoing to rescue survivors of the
magnitude 7.8 earthquake that struck Türkiye and Syria in the night of February
6th, and death tolls are adjusted upward day after day. It is the latest tragedy in
a long history of tragedies, and a grim reminder that for those living in fault zones
there is still not much in the way of warning that disaster is afoot.

The work presented in this thesis will, I am sad to say, not change much about this
state of affairs. It presents no means to predict earthquakes, which to date remains an
unsolved problem. Instead, it offers a technique to improve on the established practice
of looking back at past events, such as this Gaziantep earthquake, to understand in
detail what happened at the fault level. The hope is that such understanding informs
experts about what remains in store for the area, and that this, in turn, informs policy
makers in their efforts to mitigate the consequences of the next event in the cycle. A
cog in a machine, therefore — which is not to diminish the value of the cog.

I am grateful to have been given excellent circumstances to learn. When I em-
barked on this project in 2006, newly graduated from mathematics, I lacked back-
grounds in both geophysics and satellite interferometry. Today, while still far from
an expert in either topic, I like to think that I gained sufficient understanding to be
able to see my own work in context. I have Prof. Rob Govers and Prof. Rinus Wortel
to thank for teaching me the basics of tectonophysics, in courses that I enjoyed both
for the subject matter and for the engaging style of teaching. I would like to thank
Prof. Sigurjón Jónsson for welcoming me to KAUST, and allowing me to participate
in a memorable field trip to the fault zones of Harrat Lunayyir. And I thank my
supervisor Prof. Ramon Hanssen and my colleagues from the MGP group to whom
I owe my knowledge of radar interferometry, learning through osmosis by watching
science progress in our weekly radar meeting.

I am also lucky to have found myself in a great environment for my own research.
Due to the nature of the topic, the gravity of this project has rested from the start
on the domain of solid mechanics, for which reason I was made member of the Engi-
neering Mechanics group, as well as the EM graduate school. I would like to thank
my then supervisor Miguel Gutiérrez, and my many colleagues there for the interest-
ing discussions and for making my time there a pleasurable and interesting one. In
particular I would like to mention Clemens Verhoosel, Kris van der Zee, and natu-
rally Wijnand Hoitinga, with whom I would later found HvZ Engineering (now Evalf
Computing).

When my PhD contract ended with no thesis in hand, it was Prof. Harald van
Brummelen who took me under his wing by offering me a research position at Eind-
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hoven university. We had many insightful discussions on the topic of this thesis, and
his help has been instrumental to develop the convergence proofs that form the heart
of Chapter 3. I owe a great debt of gratitude for creating the circumstances in which
I could not only progress on this thesis, but also lay the foundations of the Nutils
framework, the open source computing library that ended up powering the simulations
of Chapter 4.

Mathematicians study a problem in abstraction, and it can be very fulfilling to
find elegance in this space that is stripped of the specifics of reality. Yet, as much as
I enjoyed studying the problem for its own sake, I did find it motivating to think that
the intended application was a lofty one. As four years turned to eight, and eight to
sixteen, this has been an increasingly important factor, and I am not certain that this
thesis would have seen completion without the benefit of this driving thought. How-
ever modest the scope of this work, I believe that the techniques presented herein are
practical, and I sincerely hope they will find some use towards the goal of improving
earthquake preparedness in high risk areas.

Gertjan van Zwieten
February 12, 2023
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1 | Introduction

Throughout human history, people have known to treat the ground under their feet
with a degree of mistrust. Land slides, volcanic eruptions, earthquakes — all ex-
amples of violent, instantaneous events that, while infrequent, have the potential to
cause widespread devastation and loss of life with very little in the way of warning.
Frustratingly, while not all locations are equally prone to disaster, it is often the areas
that present the highest risk that provide the most favourable conditions for settle-
ment — volcanic ash makes for highly fertile soil [22]; tectonic structures may form
natural containers for ground water [41]. When the best place to live is simultane-
ously the worst place to be, it is all societies can do to mitigate the consequence of
the inevitable.

The subject matter of the present thesis is earthquakes: the instantaneous re-
lease of potential energy when a section of a tectonic fault gives way to accumulated
strain [42]. The characteristic seismic waves can last for seconds or minutes depending
on the strength of the quake. As the released energy dissipates, the earth assumes
a new configuration of static equilibrium to accommodate the internal change. This
new configuration can contain elevation changes, or the lateral displacement of land
masses, depending on the original stress conditions. Over a large period of time,
the process is often seen to repeat with a recurrence rate that is specific to the fault
segment, in what is known as the earthquake cycle [69].

Aiming to mitigate the consequences of seismicity, an obvious field of study is the
search for precursor events: anomalous phenomena preceding large earthquakes that
can serve as a warning of imminent danger. Commonly known in this category are
anecdotal reports of anomalous animal behaviour in the moments before an earth-
quake; other observables that have been studied in recent history include changes
in gas emissions, electro-magnetism, ground temperature and micro-seismicity [32].
Unfortunately, a universally reliable precursor has so far proved elusive, leading some
to believe that the search will remain fruitless [33]. Early warning systems that are in
operation today warn instead of earthquakes that have just occurred, giving residents
in adjoining areas precious moments to seek shelter before the seismic wave arrives [3].

The other field of study that aims to mitigate the consequences of earthquakes is
that of seismic hazard analysis, which aims to inform long term mitigation strategies
through products such as seismic hazard maps. Urban planning authorities, for in-
stance, may use these to develop building codes, assure emergency preparedness and
plan for post-disaster recovery [30]. Though many approaches to seismic hazard anal-
ysis exist and continue to evolve [5], what collectively sets them apart from precursor
studies is that they are rooted in past events, operating from the point of view that
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the past informs the future. As such, they benefit greatly from data gathering efforts.

While the present thesis stops short of actual seismic hazard analysis, it is in this
broader context that it sets out to develop novel techniques for the analysis of past
seismic events. In particular, this thesis will aim to contribute to the analysis of
satellite based InSAR observations.

Interferometric Synthetic Aperture Radar (InSAR)

In June 1978, NASA launched the Seasat satellite mission, aimed at showing the
feasibility of remote monitoring of the oceans. In addition to sensors to measure
height, wind speed, surface temperature and cloud features, Seasat was one of the first
satellite missions to carry a Synthetic Aperture Radar (SAR) sensor, which brought
the ability to monitor surface wave fields and sea ice unencumbered by cloud cover,
rain, or darkness. Despite the relatively short duration of the mission, which was
cut short at 105 days, the collected data showed sufficient promise that other SAR
missions soon followed, and from 1992 onward the earth’s surface, both sea and land,
has been continuously monitored by an ever growing constellation of satellites [6].

Synthetic Aperture Radar operates by the same principles as classical radar, send-
ing electromagnetic radiation in the direction of the area under observation and form-
ing an image from the reflected signal, in which the arrival time is a measure of dis-
tance. Unlike classical radar, a SAR antenna utilises its own motion by processing
a stream of data from continuously changing positions, and ‘focussing’ this data nu-
merically into an image with much higher resolution than warranted by its physical
aperture size. In satellite missions, the orbital motion allows for synthetic aperture
sizes of many kilometers, resulting in a spatial resolution in the order of meters or
less despite orbiting at a height of 500-800 km for typical missions [36].

While it was Seasat’s mission to monitor the oceans, it soon became apparent that
SAR’s real strength is over land. Here, SAR data can be interpreted in a way that al-
lows for very high precision deformation measurements, by using the electromagnetic
phase, rather than the intensity, of the returned signal. Though the phase informa-
tion of a single image holds essentially no information, the phase difference between
two subsequently taken images may directly relate to the change in distance to the
satellite. Extracting this information is known as interferometry [36]. Its primary
data product is the interferogram, an example of which can be seen in Figure 1.1.

While measuring in fractions of the radar wavelength holds the incredible promise
of millimeter precision data, there are a few important caveats to be made. First
of all, while we might know the distance change to a fraction of the wavelength, we
cannot know the number of full wavelengths to which the fraction is to be added. This
problem of phase ambiguities means that the interferogram can only be interpreted as
relative data, under the assumption that neighbouring pixels move similarly to within
a single wavelength. By accumulating the smallest phase difference from neighbour
to neighbour, the relative deformation component can be computed between any two
points in the radar image. This process is known as phase unwrapping, resulting in
an unwrapped interferogram as seen in Figure 1.1.

The data is not perfect. Beyond its inherent relativeness, the necessary assumption
of smooth deformations, and the fact the deformation is measured only in the line of
sight component, there are noise sources such as heterogeneous atmospheric delay [35]
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2 0 2 100 0 100

Figure 1.1 – An example of co-seismic deformation data from satellite borne Synthetic
Aperture Radar, showing deformation caused by the 2019 Ridgecrest, California earthquake
as observed by the Sentinel-1 satellite mission. Left: the interferogram, showing the differ-
ential phase of the returned signal, with every cycle of 2π corresponding to a line-of-sight
deformation of 2.77 cm. Right: the unwrapped interferogram, showing line-of-sight deforma-
tion relative to a point in the far field. Credit: ASF DAAC HyP3 2022. Contains modified
Copernicus Sentinel data 2019, processed by ESA.

and changes in the scattering behaviour that complicate interpretation, any of which
necessitate their own mitigating processing steps. But none of that takes away from
the power of having high density measurements with high revisit times of the entire
globe without having to install active surveying equipment, offering unprecedented
data to study complex deformation processes.

Deformation based Earthquake Inversions

Inversion studies aim to infer from observations the rupture mechanism behind an
earthquake. Arguably the most established branch of inversion science is that of seis-
mology, which uses seismicity as the primary observable. By measuring the arrival
time of the seismic waves at different geographical locations, it is possible to triangu-
late the hypocenter of the quake. Including other characteristics of the seismic waves
it is possible to infer additional information such as the orientation of the fault plane
and the slip vector [24]. Nonetheless, the nature of the data largely limits results to
aggregate quantities, rather than a detailed picture of the event.

More detailed results are promised by deformation data, which is closer to the
source than most seismic stations and therefore subject to less noise and requiring
fewer model assumptions. When Massonnet et al. used InSAR data from the recently
launched ERS-1 satellite for their analysis of the 1992 Landers earthquake [49], the
first of its kind, this promptly made the cover of the Nature issue in which it appeared.
In his accompanying view in the same issue, William Prescott observes [58]:

“This map may look familiar to some readers. We have seen similar maps
showing the theoretical displacement field of earthquakes. But no other
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technique has been able to map the actual displacement field with anything
like this kind of detail.”

Heralding InSAR as an important new tool for studying earth deformation, he con-
cludes:

“Provided that the difficulties caused by ‘uninteresting’ changes [. . . ] are
not too serious, the impact of the technique could be huge.”

Indeed, many seismic events have since been analysed using InSAR data. And as
ever more accurate sensors are launched and InSAR processing techniques continue
to improve, this is only expected to increase [9].

When transient dynamics are ignored, an earthquake is characterized entirely by
the relative displacement of adjoining tectonic plates. Mathematically this constitutes
a dislocation: a compact, two-dimensional manifold over which the displacement field
jumps discontinuously. The jump is commonly referred to as fault slip, which varies
over the manifold in direction and magnitude and thus forms a vector field. Taken
together, the fault geometry and slip form boundary conditions to the governing laws
of physics — laws that can be modeled mathematically and simulated numerically.
Inversion studies aim to use this relation to infer from observations the faulting mech-
anism that caused it.

For deformation based inversions, the governing law is that of static equilibrium.
The main model requirements, therefore, are a description of local topography, which
defines the traction free surface, and a 3D characterization of the earth’s mechanical
properties. While the latter is a difficult assignment in general, the situation is helped
by the common assumption that on the very short timescales that an earthquake
occurs, the earth behaves to good approximation elastically (e.g. [44]), leaving only its
stiffness to be determined. This material property, and its organisation in geological
layers and other spatial variations, is something that field experts may be able to
provide with detail and accuracy depending on available geological data.

The key element of an inversion study, then, is a means of linking any fault geom-
etry and slip to the corresponding deformations at the surface by solving for static
equilibrium, subject to the known topography and material properties. Many such
solution methods exist, ranging from analytical expressions for severely simplified
scenarios, to full fledged numerical techniques capable of incorporating any expert
knowledge that is available.

Linear Elasticity and the Finite Element Method (FEM)

Static equilibrium refers to the configuration of a system at rest. It is a well known
principle of classical mechanics that when infinitessimally small deviations are made
from this equilibrium state by applying external work, this is perfectly balanced by a
matching internal work as the system resists its deformation. Versions of this principle
have been known since antiquity, but it was Johann Bernoulli who in 1714 was the first
to introduce the notion of infinitessimal displacements. While Bernoulli named his
principle that of ‘virtual velocities’, it would be with the introduction of the physics
concept of ‘work’ a century later that the principle received the name ‘principle of
virtual work’ by which it is known today [15].
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For a deformable body, the principle of virtual work applies to deformations, rather
than displacements. Internal work is due to the intra-molecular force as deformation
changes the molecular arrangement of the medium, leading a rod to resist extension
as it is pulled. If this process is reversible, the medium is said to be elastic. In his
experiments halfway the 17th century, Robert Hooke found a spring’s extension to
be approximately proportional to the applied force, culminating in the formulation of
his famous empirical law. Generalized to higher dimensional continua, Hooke’s law
was later found to be a useful abstraction for an entire class of materials, and came
to define the field of linear elasticity theory [47].

The principle of virtual work is particularly practical as it provides a mathematical
technique for solving the equilibrium problem. If both the deformation of the medium
and its virtual displacements can be represented as a superposition of finitely many
deformation modes, the design of which is entirely free, then the principle of virtual
work directly translates into a system of equations with equally many unknowns. If,
moreover, the internal virtual work is proportional to deformation, that is, if the
material is linearly elastic, then this system is linear and straightforwardly solvable
using standard linear algebra techniques.

For this procedure to be practical, one problem remains, which is that the system
of equations produce matrices that are typically dense, consuming a lot of memory
and being expensive to solve. This problem was solved in the 20th century with the
development of mesh discretization techniques: by subdividing a domain in finitely
many subdomains, the resulting mesh gives the required structure for both creating
basis functions with very local support and efficiently integrating these functions over
the domain. Expressing the deformation and virtual displacements in terms of these
basis functions, the matrix becomes highly sparse, and its solution affordable. This is
the basis of the Finite Element Method [75], which in the ensuing century has proved
to be an incredibly successful approximation method for a wider range of differential
equations.

Dislocations fit the framework very well. While the internal work functional
changes due to locked in stresses, the virtual work principle still applies, as does
its treatment in a discrete function space. Details of this have been worked out by
Melosh and Raefsky in 1981, who proposed that the finite element mesh should con-
form to the dislocation so that the discontinuity cuts between elements [51]. Their
split-node methodology still ranks high as a very powerful and versatile method for
solving arbitrary dislocation problems.

Thesis Objective and Research Questions

Inverse analysis benefits from a model that is as close to what we know of reality
as possible. Given that the split-node method exists, it seems the obvious choice to
use as part of an earthquake inversion study. It is flexible enough to incorporate any
expert knowledge that is available, has readily available implementations, and can be
solved to — in principle — any level of accuracy.

The split-node method is, however, hardly ever used in this setting. The reason
is that, while it is perfectly feasible to simulate a single dislocation using the split-
node method, a typical inversion requires many thousands of evaluations as part of
a nonlinear inversion algorithm. It is in this setting that feasibility breaks down: as
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the split-node method dictates that elements align with the fault, any new fault that
is considered in the inversion requires a new mesh, which in turn implies a new basis
and new matrix assembly and factorization. Taken together, the costs for a single
evaluation are too high to be useful in an iterative procedure based on multitudes of
such evaluations.

The consequence of this situation is that studies typically resort to model simpli-
fications, in order to gain access to cheaper solution methods. A widely used assump-
tion, for instance, is that of a homogeneous half-space, for which many analytical
solutions are available. This means that surface topography and inhomogeneous lay-
ering become model errors, with unknown but regrettable consequences for the quality
of the inversion.

To improve on the status quo of forced model errors, this thesis sets out to explore
suitable alternatives to the split-node method. It observes that there is room for
choice within the broader framework of the Finite Element Method, and that the
choices made by Melosh and Raefsky are not necessarily optimal towards the goal of
efficient simulation of a multitude of different faults.

The objective of this thesis is to develop a fast but versatile numerical method
for the simulation of dislocations in general elastic domains, to be used in the
specific inverse setting of the inference of earthquake mechanisms from InSAR
data.

In line with the above main objective of the thesis, we consider the following research
questions:

� (Solution space) Compared to the split-node method, what alternative decisions
could be considered in devising a method for the simulation of dislocations while
staying within the broader framework of the Finite Element Method?

� (Speed) Is it possible to devise a computational method that is fast enough to
be feasibly used in iterations mandated by the inversion procedure? How does
computational effort compare to existing techniques?

� (Flexibility) Is it possible to make significant speed improvements while keeping
the power and flexibility of the Finite Element Method intact? If not, what are
the limitations of the new method?

� (Errors) If speed gains come at the expense of accuracy, essentially replacing
model errors by discretization errors, how will these errors affect the accuracy
of a typical inversion?

Thesis Structure

The main body of this thesis is structured in three chapters, each of which is a
verbatim copy of a peer reviewed journal article, followed by conclusions.

Chapter 2 presents the article Overview of a range of solution methods for elas-
tic dislocation problems in geophysics [78]. This literature study presents a formal
problem definition for the dislocation problem, and proceeds to provide an overview
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of existing solution methods, ranging from analytical expressions to the split-node
method, with emphasis on their individual strengths and weaknesses.

Chapter 3 presents the article Discontinuities without discontinuity: The Weakly-
enforced Slip Method [77]. This work introduces the WSM as a new method for the
simulation of dislocations, with particular suitability for the modelling of multiple
fault geometries due to its ability to reuse the finite element mesh and derived prod-
ucts. It provides two different derivations of the method, followed by convergence
analyses proving optimal convergence in modified norms. Finally, numerical results
in two and three dimensions provide insights in some specific properties of WSM
solutions.

Chapter 4 presents the article Inverting elastic dislocations using the Weakly-
enforced Slip Method [76]. This study subjects the WSM to a synthetic inversion to
gain a better understanding of the ramifications of its error characteristics. Selecting
Bayesian inference as the inversion methodology, it first develops the general formula-
tion, and proceeds by defining the concrete workflow used in the study. While results
are specific for Bayesian inference and other choices, an effort is made to generalize
insights to the broader class of inverse methods where possible.

Chapter 5 concludes by revisiting the research questions and discussing the main
findings of this thesis, followed by recommendations for future research.
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2 | Classic Solutions to
Volterra’s Dislocation
Problem

Tectonic faults are commonly modeled as Volterra or Somigliana disloca-
tions in an elastic medium. Over the years, many practical solution meth-
ods have been developed for problems of this type. This work presents a
concise overview in consistent mathematical notation of the most promi-
nent of these methods, emphasizing what the various methods have in
common and in what aspects they are different. No models other than
that of elastic dislocations are considered. Special attention is given to
underlying assumptions and range of applicability.

This chapter is a verbatim copy of “Overview of a range of solution methods for
elastic dislocation problems in geophysics” by G.J. van Zwieten, R.F. Hanssen and
M.A. Gutiérrez; Journal for Geophysical Research: Solid Earth, 2013 [78].

The theory of dislocations concerns the state of self-stress in a body that is dis-
continuously deformed. A dislocation is thought of as a two-dimensional manifold,
along which the material has been subsequently cut, displaced, welded together, and
released. The system assumes a new minimum energy state of self-stressed equilib-
rium. The magnitude and direction of the displacement jump or ‘slip’ is a vector field
over the dislocation plane. Where a slip vector has normal components the material
opens and material is added to fill the void, such as happens when a dyke intrudes
a fault. Fig. 2.1 shows a (circular) dislocation with purely tangential slip, represent-
ing a downward jump of the right-hand side material with respect to the left-hand
side. The displacements are shown to be discontinuous at the dislocation plane, and
continuous everywhere else.

The mathematics of the Theory of dislocations date back to 1907, to the publi-
cation of Vito Volterra’s “Sur l’equilibre des corps elastiques multiplement connexes”
[67]. In this work Volterra lays out his dislocation theory for elastic bodies, in which
multi-valued displacement functions become the natural description for material dis-
continuities. Volterra’s theory is restricted to multiply-connected domains, such as is
obtained by making a small bore-hole along the circumference of the dislocation plane
of Fig. 2.1. A cut through the dislocation plane makes the domain simply connected,
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dislocation plane

slip vector

Figure 2.1 – Schematic repre-
sentation of a material disloca-
tion. The dashed lines represent
straight segments in the reference
configuration. In dislocated state,
the entire medium is seen to be
deformed, but deformation is dis-
continuous only at the dislocation
plane. The slip vector measures
the magnitude of the jump at any
point on the dislocation plane.

after which a relative rigid body displacement (translation or rotation) forms the dis-
location. This type of dislocation is commonly referred to as the Volterra dislocation.
The theory was further developed by Volterra’s contemporary Somigliana [29], who
lifted the connectivity constraint and allowed the slip vector to vary over the dislo-
cation plane. In particular, his definition allows slip to taper off near the edges of
the dislocation, which removes the stress singularities at the tip that otherwise arise
from the displacement mismatch. The Somigliana dislocation is a generalization of
the Volterra dislocation, and consequently allows for a closer approximation of the
physical problem considered. In practice this added accuracy is not always required,
and Volterra’s description is often used for sake of simplicity.

In 1958, fifty years after Volterra’s initial publication, [64] recognized Volterra’s
theory of dislocations as the proper tool for a quantitative analysis of fracture zones
in the earth’s crust. Steketee proposed to model the co-seismic deformation caused
by an earthquake as the elastic response to a Volterra dislocation, assuming that
dissipating processes such as creep are negligible in the period closely following the
seismic event. He developed a Green’s function method and noted that the general
Volterra problem requires six sets of elementary solutions, of which he derived one.
This opened the way for a practical, quantitative analyses of co-seismic displacements
and stress changes in a dislocation zone. The first to take Steketee’s results to analyse
actual data was [17], who demonstrated its use to determine the depth of a fault based
on surface measurements.

In 1985 Okada published a set of closed form solutions for surface displacements
caused by a rectangular dislocation in a homogeneous halfspace, which was followed in
1992 by an even more elaborate set of equations capturing the entire three dimensional
displacement and stress fields [55, 56]. His work was the culmination of decades of
development that Steketee had set off. For a detailed overview both papers provide
an excellent introduction. Okada’s equations remain a very popular tool for the
analysis of co-seismic displacements, mainly because, being analytical expressions, the
evaluation of (surface) displacements is fast in comparison with competing methods.
This comes at the cost of severe limitations (elastic homogeneity and isotropy, absence
of topography, planar fault geometries, rigid body translations) which are often crude
approximations of reality at best, with obvious implications for the obtained results.
Developments continued to push the balance towards a more detailed modelling.

Today a wide range of solution methods exist for the dislocation problem origi-
nally defined by Volterra and Somigliana. The computational spectrum ranges from
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2.2 Analytical solutions
Volterra’s equation [67] X X X X X
Okada [55, 56] 1X 1X
Angular dislocation [20] 1X 1X

2.3 Propagator matrix
Propagator matrix [68] 2X X X

2.4 Series expansion
Moduli perturbation [21] 3X 3X
Topography [70] 3X

2.5 Finite Elements
Split node FEM [51] X X X X X

Table 2.1 – Overview of promi-
nent solution methods for elastic
dislocation problems, organized
per corresponding section in the
current study. Check marks indi-
cate support for different aspects
of the generic problem formula-
tion.

relatively inexpensive methods that solve a limited set of problems, such as those pre-
sented by Okada, to computationally intensive methods that are capable of solving
any Somigliana dislocation. To choose the proper method for a given task requires
a solid understanding of the various methods and their differences. This paper aims
to facilitate this by creating an overview for the most prominent of these methods.
Table 2.1 shows a reference of methods to be discussed in detail in the indicated sec-
tions. We note that due to the length of many mathematical results cited in this work
we can not reproduce all equations in this text. Instead we will refer to the work of
the respective authors. The equations that we do choose to present should serve to
bring a sufficient level of understanding.

The remainder of this text is organized as follows. Section 2.1 formally intro-
duces the general dislocation problem that we aim to solve. The subsequent sections
cover different solution methodologies. Section 2.2 derives Volterra’s equation and
introduces derived results for homogeneous halfspaces. Section 2.3 introduces the
propagator matrix method for vertically stratified halfspaces. Section 2.4 details two
series expansion methods, one for dealing with material heterogeneities, the other for
dealing with topography. Finally, Section 2.5 explains the Finite Element Method for
general dislocation problems.

2.1 Problem definition

In this section we formally define the mathematical problem that is the subject of this
study. We aim to find an equilibrium displacement field u on domain Ω. The domain
is bounded by Γ = Γ1 ∪Γ2, where Γ1 represents a traction-free (Neumann) boundary
and Γ2 a displacement-free (Dirichlet) boundary. A dislocation plane F is embedded
in Ω, with normal vector ν. The displacement field is discontinuous over F following
the slip vector b, which is free to vary over F . Fig. 2.2 shows a schematic of the
setup. The stress field σ(u) is in equilibrium throughout the continuous area Ω \ F .
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Ω

Figure 2.2 – Schematic representation of the
computational setup, related to the problem def-
inition of (2.1). The domain Ω is bounded by the
traction-free boundary Γ1 and the displacement-
free boundary Γ2. A dislocation plane F is em-
bedded in Ω and bounded by ∂F . The slip vec-
tor b is the local displacement jump when mov-
ing at any point through F , which is often but
not necessarily perpendicular to the normal ν.

Together this leads to the following system of equations for the elastic dislocation
problem considered in the current study:

div σ(u) + f = 0 on Ω \ F (2.1a)

JuK = b on F (2.1b)

Jσν(u)K = 0 on F (2.1c)

σn(u) = 0 on Γ1 (2.1d)

u = 0 on Γ2 (2.1e)

We shall go over these equations one by one.
Equation (2.1a) is the standard condition of static equilibrium, which can be found

in any text book on the subject of elasticity such as [47]. The relation between stress
σ and displacement u depends on the material properties of the medium. Linear
elasticity theory assumes a linear relation of the form

σij : u→
3∑
k=1

3∑
l=1

Kijkl
∂uk
∂xl

, (2.2)

where K is the fourth order stiffness tensor that carries the medium’s elastic param-
eters, subject to symmetries Kijkl = Kijlk = Kklij [47]. The stress σ is not defined
at the discontinuity F where, consequently, the equilibrium equation does not apply.
The discontinuity is therefore excluded from the domain, and equilibrium of stress
over F is enforced separately by (2.1c).

Equations (2.1b) and (2.1c) are expressed in terms of the jump operator, which is
defined as

JuK := u+ − u−, (2.3)

where where u+ denotes the displacement on the side of F pointed into by ν, and u−

denotes the displacement on the opposing side of F . The jump operator will be used
extensively in the present work, together with the mean operator which is defined as

{u} := 1
2 (u+ + u−). (2.4)

The two operators are connected by the following algebraic identity,

Ju · vK = JuK · {v}+ {u} · JvK. (2.5)

Equation (2.1b) imposes a displacement jump at F of magnitude and direction
equal to the slip vector b. The slip vector can be tangential to F , normal, or oblique,
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depending on the process under study. Physically a normal component corresponds
to an opening of the dislocation, and tangential components correspond to shear.
Equation (2.1c) imposes equilibrium of stress by setting the normal stress difference
over F to zero, again making use of the jump operator. This sets the tractions on the
two facing sides of F equal, leaving no residual tractions.

Lastly, (2.1d) and (2.1e) set the conditions at the domain boundary. These are not
specific to dislocation theory and can be found in any textbook on elasticity theory
such as [47]. At Γ1 the tractions are zero; at Γ2 the displacements are zero. This
allows for several different modelling options. The surface Γ1 may be flat, curved,
or irregularly shaped. The domain Ω may be finite or infinite. For instance, mod-
elling the earth as a true globe, Γ1 may represent the earth’s surface in detail while
Γ2 is empty. On the other extreme, Γ1 can be a flat surface and Γ2 tending to in-
finity, thereby modelling the earth as an infinite halfspace. This is an often used
simplification of reality and will be discussed in detail in Sections 2.2 and 2.3.

We note that (2.1) by itself is a direct representation of Newton’s laws of physics,
stating that forces are in equilibrium for a body at rest, and as such it is our best
available, uncompromised description of reality. Simplifications arise from the choice
of domain, boundary conditions, and material stiffness. Our baseline simplification,
however, enters with the material description. It is introduced by the constitutive
relation, (2.2), that incorporates the assumptions of infinitesimal strain and a linear
stress-strain relation. This is the theory of linear elasticity [47], which in application
to tectonophysics is generally thought a good approximation for short time scales
and small deformations — but an approximation nonetheless. Another area where
physical realism is lost in the vicinity of the dislocation, where a micro-cracked zone
is instead modeled as a clean cut. The present model should therefore be applied
only in the context of global deformation fields. Sophisticated studies of atomic
level defects in the fault zone do exist, covered for example by [7], but they are
beyond the scope of this study. Recall that our aim is not to validate the presented
model, but to present an overview of available techniques for working with it. We
do point out that some of the detailed modelling can be brought in touch with the
current model via homogenization, as the model allows any anisotropic, heterogeneous
material description that remains linear. Another possibility is to model a fault zone
as a pileup of dislocations, for example to model creep [53]. These superposition
techniques also lie in the realm of the current model.

The simplifying assumption of linearity is also of direct consequence to how we
deal with body forces such as gravity, because it allows us to decouple the influence
of external body forces and that of the dislocation. To see this we consider two
independent solutions of (2.1). The first, denoted uf , is the solution for f equal to
gravity and b equal to zero: this is the equilibrium state before dislocation occurs.
The second, denoted ub, the solution of the same problem for f equal to zero and b
the slip vector: this is the deformation change due to the act of dislocation. Then,
by linearity, uf + ub solves the combined problem. When we choose the equilibrium
state uf to be our reference state, we can disregard body forces and focus on the
homogeneous problem. This is common practice, as the primary interest is usually
relative displacement and stress difference resulting from the act of dislocation. In
this study, however, we choose to maintain a body force where possible for illustrative
purposes.
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2.2 Analytical solutions

Our aim is to compute the displacement field u that solves the dislocation problem
defined in (2.1). In this section we derive the general solution known as Volterra’s
equation. We will then continue to introduce the homogeneous halfspace, the Burgers
equation, and finish with relevant derived methods.

2.2.1 Volterra’s equation

In this section we shall derive Volterra’s equation, following the construction presented
by [38]. We start by defining the bilinear form

a(u, v) :=

∫
Ω\F

σ(u) : ∇v dV, (2.6)

where u, v are displacement fields on Ω. We wish to reformulate this through partial
integration. Note that the dislocation plane F is excluded from the domain of inte-
gration, which forms an internal boundary that traverses the two sides of F . Partial
integration yields

a(u, v) =

∫
F+

v ·σn(u) dS+

∫
F−

v ·σn(u) dS+

∫
Γ

v ·σn(u) dS−
∫

Ω

v ·div σ(u) dV, (2.7)

where F+ and F− denote the opposing sides of the dislocation with consequently
opposing normals. Substituting n = ν at F+ and n = −ν at F−, this result is
reformulated in terms of a jump Jv · σνK. It will prove convenient to split this term
using (2.5), resulting in the following reformulation of (2.7):

a(u, v) =

∫
F

[
JvK·{σν(u)}+{v}·Jσν(u)K

]
dS+

∫
Γ

v·σn(u) dS−
∫

Ω

v·div σ(u) dV. (2.8)

We now introduce the fundamental point force solution, denoted gx;d, that repre-
sents the deformation of the non-dislocated medium (b = 0) induced by a point force
acting at location x ∈ Ω with (vector) magnitude d. It is the first of a number of point
solutions we will use, of which Fig. 2.3 presents an overview. With this fundamental
solution, and with u as the solution of the dislocation problem from (2.1), we derive
the two identities

a(u, gx;d) =

∫
Ω

gx;d · f dV, (2.9a)

a(gx;d, u) =

∫
F
b · σν(gx;d) dS − d · u(x), (2.9b)

where the last term is due to the fact that gx;d is a point force, hence div σ(gx;d) a
Dirac distribution, centered at x.

Lastly, we introduce Betti’s reciprocity principle [47], which (effectively) states
that the bilinear form defined in (2.6) is symmetric. I.e., for two displacement fields
u and v, the following equality applies:

a(u, v) = a(v, u). (2.10)
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Figure 2.3 – Examples of Green’s
functions used in the derivations of
Section 2.2.1, showing the point force
g, and the dislocation kernels h defined
in (2.14). Representations are 2D but
serve to illustrate the nature of their
3D equivalents. All solutions g and h
are in equilibrium with the presented
loads at point ξ ∈ Ω.

The property is directly inherited from the symmetries of the constitutive tensor K,
which in turn stem from the existence of a strain energy functional.

With the reciprocity principle and the two identities of (2.9) we directly arrive at
Volterra’s equation,

d · u(x) =

∫
F
b · σν

(
gx;d

)
dS −

∫
Ω

f · gx;d dV, (2.11)

where d is an arbitrary direction vector. By choosing d = ek, where ek is the unit
vector in direction k, one can selectively find the three Cartesian components of u.
Volterra’s equation describes the displacement in any point of the domain Ω in terms
of a surface integral over the dislocation plane F . It is usually presented without
the separate volume integral, assuming a reference state that is in equilibrium with
external body forces.

Although Volterra’s equation is a valid result mathematically, it gives little physi-
cal understanding as it involves placing an imaginary force at the location of measure-
ment. To aid physical interpretation we again apply the reciprocity principle (2.10),
this time to two point force solutions. From a(gx;d, gξ;δ) = a(gξ;δ, gx;d) follows the
identity

δ · gx;d(ξ) = d · gξ;δ(x), (2.12)

which we use to rewrite both the volume integral and the surface integral of (2.11).
Substituting constitutive relation (2.2) we arrive at the following reformulation of
Volterra’s equation as a convolution of fundamental solutions:

u(x) =

∫
F
hξ;M(ξ) dξ −

∫
Ω

gξ;f(ξ) dξ. (2.13)

Here, h is a new fundamental solution that is defined as the moment of two point
force solutions placed infinitesimally close together,

hξ;M =
∑
ij

Mij lim
δ↓0

gξ+δei;ej − gξ−δei;ej
2δ

, (2.14)

and M is the moment tensor density, an established quantity in seismology [2] defined
as

Mij :=
∑
kl

Kijklbkνl. (2.15)
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Fig. 2.3 shows some (2D analogues of) realizations of the dislocation kernels for dif-
ferent values of M . Because M is a 3× 3 symmetric tensor, the dislocation kernel is
build up of six elementary solutions: three double forces, and three double couples.
The displacement field induced by the dislocation is the cumulative effect of these six
kernels integrated over the dislocation plane.

2.2.2 The homogeneous halfspace

The above analysis is generic and presents the general solution to the problem defined
in (2.1). The solution, however, relies on fundamental point forces and dislocation
kernels, for which solutions are not known in general. We therefore need to nar-
row down the problem to a more limited class for which fundamental solutions are
available.

The homogeneous halfspace is the subclass of linear elasticity problems having a
flat surface Γ1 and a far field Γ2 at infinity. Besides homogeneity, isotropy is commonly
implied, meaning that the (constant) constitutive tensor is fully determined by two
material parameters, typically

Kijkl = λδijδkl + µ(δikδjl + δilδjk), (2.16)

where λ and µ are known as Lamé’s first and second parameter [47]. The homoge-
neous halfspace is a widely used model that is generally considered a good first order
approximation of reality. We emphasize again that it is not the scope of the current
study to assess the quality of the model; our focus is limited to solution methods.
The homogeneous halfspace is convenient primarily because analytical expressions
exist for point force responses. Relevant work in this direction was carried out by
[52], who presented fundamental point force solutions for a semi-infinite solid. With
the dislocation kernels h from (2.14), the moment tensor density M from (2.15), and
the constitutive tensor from (2.16), the only element left is to evaluate the integrals
of (2.13).

Rather than using dislocation kernels for the half space directly, it is often more
efficient to use the (much simpler) dislocation kernels for the infinite space, and ac-
count for the traction-free surface later. We construct the dislocation kernels from
the Kelvin-Somigliana point force responses [47] through differentiation. Then, for a
constant slip vector b, (2.13) evaluates to what is known as the Burgers equation [38],

u(x) =
b

4π

∫
F

rx · n
|rx|3

dS +
1

4π

∮
∂F

[
− b× dL

|rx|
+
( 1/2

1− ν

)
∇
( (b× rx) · dL

|rx|

)]
. (2.17)

In this expression, x is a point in the domain Ω, rx(F) is the vector pointing from
x to the dislocation, and ∂F is the boundary of the dislocation plane that forms
a one-dimensional closed loop. The dislocation plane F and slip vector b are as in
the problem definition (2.1), and Poisson’s ratio ν relates to Lamé’s parameters as
ν = λ/2(λ+ µ). The surface integral represents the solid angle of F subtended from
x. It is this term that makes (2.17) multi-valued at F , as the solid angle jumps
from one half steradian (2π) to minus one half steradian (−2π) upon crossing the
dislocation. It is known that the solid angle depends only on the border ∂F of the
dislocation. Consequently, even though the displacement jump follows the geometry
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Figure 2.4 – Parameter-
ized geometry of a rect-
angular dislocation plane,
used in the expressions for
the displacement and stress
field around a rectangular
source.

of F , the strain and stress field are determined by its border alone, which for this
reason is commonly referred to as the dislocation line. The stress field is computed
from a single circle integral in what is known as the Peach-Koehler equation. For this
and other details of dislocation theory we refer to [38].

With the Burgers equation we have obtained a solution for the infinite medium.
Next is to modify the whole space solution such that it meets the boundary condition
of (2.1d). A very common approach is the method of images, which involves super-
posing a mirrored solution such that the mirror plane corresponds with the surface.
This will cancel out horizontal tractions in the mirror plane, but double the vertical
tractions. What remains is the Boussinesq problem, a halfspace with a distribution of
vertical tractions, which can be solved using harmonic series. [64] used this method
to create one of six dislocation kernels. [60] and [18] built on this approach to ac-
count for planes of discontinuous elastic properties, however they did so only for plane
strain models. For three dimensional heterogeneous mediums, the propagator matrix
method of Section 2.3 is considered the more powerful method.

2.2.3 Closed form solutions

The developed framework puts us in position to derive actual closed form analytical
expressions for specific dislocations. [17] was the first to take Steketee’s results and
integrate them over a vertically oriented rectangular plane to represent a pure strike-
slip earthquake. The developments that followed culminated in the work of [55, 56],
who presented the complete set of solutions for any point source, as well as for any
finite rectangular source at arbitrary depth and dip angle. The equations are lengthy
and not repeated here, but we provide a copy of the parameterized geometry used by
Okada as Fig. 2.4. Counting length, width, dip angle and depth of the dislocation
plane, the three components of the slip vector, and Poisson’s ratio, the equations
constitute a total of eight parameters. An additional three are typically required
to position and orient the dislocation at distance from the origin. As it is often
required to have more fine grained control it is common practice to superpose several
Okada solutions, which is possible due to linearity of the problem. Distributed slip is
approximated by varying the slip vector, resulting in a discontinuous step distribution.
Non-planar geometries are approximated by positioning Okada sources along a curved
plane. In that case, due to the rectangular shape of the building block, geometrical
continuity is lost if the dislocation is doubly curved.

Related work was performed by [73], who evaluated the Burgers equation for an
angular dislocation; results were later corrected by [38]. The angular dislocation is
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Yoffe Comninou

halfspace Figure 2.5 – Formation of a trian-
gular dislocation by superposition of
angular dislocations. Left: a dislo-
cation in a wholespace constructed
from Yoffe’s angular dislocations.
Right: a dislocation in a halfspace
constructed from Comninou’s angu-
lar dislocations, where each loop is
constructed of two wedges.

a wedge shaped domain bounded by two semi-infinite lines meeting in a point, of
which the two sides are displaced over constant distance. Fig. 2.5 illustrates how this
elementary element can be used to form any polygonal dislocation shape by adding the
angular dislocations in such a way that boundary integrals over the infinite segments
cancel, leaving a single integral circling the polygon. Note that the surface integral
in (2.17) adds up to the solid angle of the inverted triangle, effectively forming a
dislocation at the plane surrounding the triangle, rather than inside it. Except for a
sign change this has no consequence for strain nor stress. From (2.17) it is clear that
to obtain the correct displacement field, the solid angle over the entire containing
plane should be added which shifts the two halves back by a distance b.

[20] continued on Yoffe’s work by deriving angular dislocation solutions for the
homogeneous halfspace. The solutions form wedges with one leg perpendicular to the
surface and one at arbitrary angle, meeting at arbitrary depth. The one perpendicular
leg is no restriction as any polygonal shape can be formed by superposition, as shown
in Fig. 2.5. Angular dislocations are combined to form loops with two legs pointing
down, which are then combined to form any polygonal loop. Like before, the strain
and stress fields are valid without need for modification. The displacement field is
discontinuous at the vertical faces surrounding the polygon. This can be corrected by
shifting the volume under the polygon by a distance b, transferring the discontinuity
from the surrounding faces to the polygon itself. The triangular element constructed
in Fig. 2.5 is of practical interest as it allows assembly of a continuous, triangulated
structure; a clear advantage over Okada’s rectangular dislocation plane solution. For
both Okada’s and Comninou’s elements, however, the slip vector is constant, which
means that neither can be assembled to form a truly continuous slip distribution.

We finish this section by comparing Okada’s and Comninou’s solutions by look-
ing at singularities in the equations. Apart from the dislocation plane itself, both
solutions have singularities in Ω \ F due to the way the analytical expressions are
constructed. For the latter these lie on semi-infinite lines pointing down from its
corners and extending one-sidedly from its edges, resulting from the infinite dislo-
cation lines bounding the underlying wedge dislocations. Okada lacks the vertical
lines, but has the four lines extending one-sidedly from its edges, two of them pos-
sibly reflecting in the surface depending on the sign of δ in Fig. 2.4, as a result of
mirroring the dislocation plane to remove surface tractions. For Okada’s equations
this can always be resolved by changing the parametrization such that the singular
lines point in opposite direction. The same applies partly to Comninou’s equations,
but the downward pointing singular lines can not be resolved. As none of this affects
surface displacements, however, this is not usually an issue in practice.
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Figure 2.6 – Flow chart representation of the Propagator matrix solution method.

2.3 Propagator matrix

The propagator matrix method applies to a halfspace, but is not restricted to a
homogeneous space. Rather than allowing full heterogeneity, however, the elastic
properties are limited to vary with depth. This makes the propagator method suitable
for modeling the earth’s vertical stratification. It had been an established method in
seismology since long [2], but it was not until 1985 that the method was introduced
to dislocation computations by [68]. An excellent reference to the method is found
in [62]. Here we shall cover the main aspects to demonstrate the principles of the
method, summarized in Fig. 2.6 for reference.

We start by rewriting the general solution of the problem defined in (2.1) in terms
of a single volume integral. For that we introduce the distribution δF as having the
property

∀ h :

∫
F
hdS =

∫
Ω

h δF dV. (2.18)

This is similar to the standard pointwise delta distribution, but connected to a two
dimensional manifold. Using this delta distribution to transform the surface integral
to a volume integral, (2.13) transforms, after partial integration, to a single volume
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integral

u =

∫
Ω

gξ;f̂(ξ) dξ, (2.19)

where
f̂ = f −M∇δF . (2.20)

We recognize that we have obtained a body force distribution f̂ that is equivalent to
directly imposing a displacement jump in (2.1). Note that the body forces become
infinitely large at F , which gives the material a finite deformation without making
an actual cut. This is obviously not physical, but as a mathematical construct the
obtained body force will turn out very useful.

We continue by rewriting the equilibrium (2.1a) as a first order system of unknowns
u1, u2, u3 and σ13, σ23, σ33, using the previously derived body force, and using
constitutive relation (2.2) with the isotropic stiffness tensor defined in (2.16). Isolating
derivatives to z this leads to the following system of equations:

∂u1

∂z = 1
µσ13 − ∂u3

∂x
∂u2

∂z = 1
µσ23 − ∂u3

∂y
∂u3

∂z = 1
γσ33 − λ

γ
∂u1

∂x −
λ
γ
∂u2

∂y
∂σ13

∂z = −f̂1 − α
γ
∂2u1

∂x2 − µ∂
2u1

∂y2 −
β
γ
∂2u2

∂x∂y −
λ
γ
∂σ33

∂x
∂σ23

∂z = −f̂2 − µ∂
2u2

∂x2 − α
γ
∂2u2

∂y2 −
β
γ
∂2u1

∂x∂y −
λ
γ
∂σ33

∂y
∂σ33

∂z = −f̂3 − ∂σ13

∂x −
∂σ23

∂y ,

(2.21)

introducing α = 4µ(λ + µ), β = µ(2µ + 3λ) and γ = λ + 2µ for brevity of expres-
sion. Taking the two-dimensional Fourier transform, the above system of equations
transforms to an expression of the form

∂v

∂z
= Av − f, (2.22)

where v is the vector of six unknowns,

v =
(
ū1, ū2,−iū3, σ̄13, σ̄23,−iσ̄33

)T
, (2.23)

that describes the displacement and vertical traction at any point kx, ky, z, where kx
and ky are the wave numbers of the Fourier transformed displacement ū and traction
σ̄. The real-valued matrix A connects these point values to the derivatives in that
point with respect to depth,

A =



· · kx
1
µ · ·

· · ky · 1
µ ·

λ
γ kx

λ
γ ky · · · − 1

γ
α
γ k

2
x + µk2

y
β
γ kxky · · · λ

γ kx
β
γ kxky µk2

x + α
γ k

2
y · · · λ

γ kx
· · · −kx−ky ·


, (2.24)

and f is the Fourier-transformed body force vector,

f =
(
0, 0, 0,

¯̂
f1,

¯̂
f2,

¯̂
f3

)T
, (2.25)

20



We connect solutions at different depths by direct application of the second fun-
damental theorem of calculus,

v(z) = v(z0) +

∫ z

z0

[
A(ζ)v(ζ)− f(ζ)

]
dζ. (2.26)

We would like to use this result to propagate a solution known at depth z0 to any
arbitrary depth z, but in its current form the integrand of (2.26) requires knowledge
of the intermediate solutions v(ζ). This problem is solved by repeated substitution of
the left hand side into the right hand side. This produces a series of nested integrals
that is conveniently written as

v(z) = P (z, z0)v(z0)−
∫ z

z0

P (z, ζ)f(ζ) dζ, (2.27)

where P is defined as the infinite series

P (z, z0) = I +

∫ z

z0

A(ζ1) dζ1 +

∫ z

z0

A(ζ1)
[ ∫ ζ1

z0

A(ζ2) dζ2

]
dζ1 + · · · . (2.28)

It is easily verified that (2.27) solves (2.22). Furthermore (2.27) depends only on
v(z0), the solution at a single two-dimensional layer at depth z0, from which it can
reconstruct the entire solution v(z) at any depth. For this reason the matrix P is
commonly referred to as the propagator matrix.

We will use (2.27) to construct the entire displacement field corresponding to the

body forces f . For simplicity we assume that the body force f̂ is supported only at
depth range containing F , meaning that our reference state is in equilibrium with
external body forces. As a consequence f̂ equals zero at some depth z0 below the
dislocation, where we set the solution vector v(z0) to zero. It is directly clear from
(2.27) that the solution will remain zero when propagated downwards. Upwards it

will start to accumulate value when it reaches the dislocation, where f̂ is nonzero,
and consequently will reach the surface with nonzero displacement and traction. This
is of course in violation of (2.1d), the boundary condition that prescribes that the
traction at the surface Γ1 be zero.

To meet the boundary condition we superpose a solution for the homogeneous
problem (f̂ = 0) to cancel the tractions at the surface. To construct this solution
one might be tempted to take a solution vector at zero depth containing the spuri-
ous tractions, and propagate it downwards using (2.27) with body force set to zero.
This fails for arbitrary surface displacements because displacements and stresses will
diverge with depth, violating the boundary condition at the far field Γ2, (2.1e). The
correct surface displacements are found by forming a basis of eigenvectors of matrix A
for the lowest (infinite) layer, choosing the three vectors that correspond to vanishing
displacements at infinity — the remaining three eigenvectors diverge. That number
matches the three traction components that are to be made zero at the surface, which
closes the system.

To propagate a solution from one depth to a next using the propagator matrix de-
fined in (2.28), we need to evaluate an infinite series of integrals. This is considerably
simplified when the half space is built of homogeneous layers, such that the elastic
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Figure 2.7 – Example of a solution propagated from depth z to the surface through two
homogeneous layers.

parameters are step functions. Note that we can propagate a solution in arbitrary
many substeps as

P (z, z0) = P (z, zn)P (zn, zn−1) · · ·P (z1, z0). (2.29)

If the substeps zi correspond with the layer interfaces, then matrix A in (2.27) is
independent of depth for the intervals of integration and can be taken out of the
integrals. The propagator matrices then evaluate to

P (z, z0) =

∞∑
n=0

An(z − z0)n

n!
= exp

(
A(z − z0)

)
, (2.30)

with z limited to the layer that contains z0, and A specific to that layer. Using
(2.29) we can propagate any solution of the homogeneous equation (f = 0) by a
finite number of matrix multiplications. Fig. 2.7 demonstrates this with a two-layer
example.

Propagation of the inhomogeneous solution through (2.27) requires integration

of Pf . The delta operator in the body force f̂ allows us to transform the integral
to a point evaluation through partial integration. For details of this operation we
refer to [62]. Alternatively it is possible to take ready solutions such as the Burgers
equation, and propagate them to the surface using (2.29). In case the dislocation is
contained in the lowest layer the solutions vanish at infinity, and surface tractions can
be cancelled using the standard eigenvector basis. If the dislocation is at a higher
layer, then propagating it downward to the lowest layer cause the solution to diverge.
Using the full six eigenvectors, however, it is possible to cancel displacements at the
lowest layer, after which the three vanishing eigenvectors cancel the tractions at the
surface.

We finally note that it is possible to decompose the 6× 6 propagator matrix into
two decoupled systems, a 2× 2 system that is identified with an anti-plane problem,
and a 4×4 system that is identified with a plane strain problem. This turns out to be
a very practical implementation, but it is beyond the scope of this work to discuss the
details of this decomposition. We again refer to [62] for details of this decomposition.
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2.4 Series expansion

One can find an approximate solution of a problem by forming a Taylor series around
another, related problem. This is useful in situations where the problem considered
is very similar to one for which a solution method is readily available. We illustrate
this technique for two situations, the first a problem with spatially varying elastic
properties, the second a problem with a mild topography. The methodology presented
in this section can be used to stretch the applicability of other solution methods such
as those covered in Sections 2.2 and 2.3. Both methods essentially follow the work
flow of Fig. 2.8.

2.4.1 Material heterogeneity

We first consider the moduli perturbation method of [21] for heterogeneous prob-
lems. This method forms a Taylor expansion around a closely related (typically
homogeneous) reference problem for which solution methods are available, in order to
approach the solution of the actual problem. We decompose the constitutive tensor
as

K = K̄ + K̂, (2.31)

where K̄ is the stiffness of the reference problem and K̂ is the spatially varying devi-
ation from the reference. Defining the corresponding stress tensors σ̄ and σ̂ through
(2.2), we arrive at the decomposition

σ(u) = σ̄(u) + σ̂(u). (2.32)

We use available solution methods for the reference problem to create a series expan-
sion

u = u0 + u2 + u3 + · · · , (2.33)

where the terms of the series follow from the iterative solution of the reference prob-
lem,

div σ̄(u0) = −f, Ju0K = b

div σ̄(u1) = −div σ̂(u0), Ju1K = 0

div σ̄(u2) = −div σ̂(u1), Ju2K = 0
...

...

div σ̄(u ) = −div σ̂(u)− f, Ju K = b.

(2.34)

[21] showed that the series converge if the spatial variability of K̂ is small. It is easy
to see that the converged solution u meets all requirements of (2.1), and hence forms
a proper solution of the problem. In practice the series will be truncated at a finite
number to yield an approximate solution.
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Note that all systems other than the first (recall that f is zero in practice) are
inhomogeneous. [21] proposed to solve these systems by convolution of a Green’s
function, and derived several expressions to illustrate the technique and verify the
results. However, [16] later showed many of these expressions to contain serious
errors. Though their corrections significantly changed many of the originally presented
results, the main geodetic conclusion regarding the bias introduced by unaccounted
for heterogeneity was upheld.

2.4.2 Topography

Secondly, we consider the method by [70] for incorporating moderate topography Γ1 in
a homogeneous, isotropic medium. Let the topography be described by the function
h(x1, x2). Like before, we aim to use the homogeneous halfspace as a problem for
which we have solution methods available. To evaluate the traction at the topographic
surface we consequently require an extrapolation operator. To this end we define

T0f = (x1, x2)→ f(x1, x2, 0), (2.35a)

Thf = T0f + hT0

( ∂f
∂x3

)
. (2.35b)

Here T0 restricts any halfspace solution to the surface of the halfspace; Th extrapolates
this to the topographic height by first order Taylor expansion.

Assuming that the vertical topographic variations are small in comparison to the
horizontal length scales we can approximate the surface normal by

ñ =

(
− ∂h

∂x1
,− ∂h

∂x2
, 1

)
. (2.36)

Given a halfspace stress solution, we can now take (2.35) to extrapolate the stress
upward, and use the normal vector of (2.36) to compute a first order approximation
of the traction at the topographic surface. The result can be rewritten using the
equilibrium condition of (2.1a), to

Thσ(u)ñ = T0σ(u)e3 − hT0f − τ(u), (2.37)

where u is a halfspace solution, ei is the i-th unit vector, and where we have defined

τ(u) =
∑
i=1,2

∂hT0σ(u)ei
∂xi

(2.38)

We observe that the traction at the topographic surface is approximated to first order
by the traction at the halfspace surface, reduced by the body forces integrated to the
topographic surface, and reduced by horizontal derivatives of stress and height. By
(2.1d) this surface traction should be zero.

We proceed as before by forming the series of (2.33), of which the terms are formed
by iteratively solving the homogeneous halfspace problem with surface tractions,

div σ(u0) =−f, σn(u0) =hT0f, Ju0K = b
div σ(u1) = 0, σn(u1) = τ(u0), Ju1K = 0
div σ(u2) = 0, σn(u2) = τ(u1), Ju2K = 0

...
...

...
div σ(u ) =−f, σn(u ) = τ(u) + hT0f Ju K = b,

(2.39)
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where σn(u) denotes the traction at the halfspace surface Γ1. Typically, in absence of
body forces f , the first iteration involves application of any of the techniques covered
in this paper, while the following involve techniques for general traction boundary
problems, not covered here.

If the series converge, the approximate traction of (2.37) equals zero, thereby satis-
fying the traction-free boundary condition at Γ1. Because of the truncations involved
in the extrapolation of the traction vector, however, no accuracy is gained beyond
the first iteration. For higher accuracy a higher quality extrapolation is required.
Truncating at first order, the extrapolated displacements at the topographic surface
become

uh = Thu0 + T0u1, (2.40)

or equivalently,

uh(x1, x2) = u0(x1, x2, 0) + u1(x1, x2, 0) + h(x1, x2)
∂u0

∂x3
(x1, x2, 0). (2.41)

2.5 Finite Elements

Analytical methods are fast and accurate, but are often limited to problems of moder-
ate complexity. In this section we explore the Finite Element Method (FEM), which
has the ability to solve the problem defined in Section 2.1 for any set of conditions
including topography, anisotropy, and heterogeneity. We begin with a derivation of
the weak formulation, which is an essential element of Finite Element computations,
followed by an outline of the method itself. Fig. 2.9 shows a flow chart of the resulting
procedure. For a more extensive background to FEM we refer to reference works such
as [39].

2.5.1 Weak formulation

The Finite Element Method is a generic approximation method for differential equa-
tions. It depends on a weak reformulation of the problem, which we shall derive first.
For the problem considered it is obtained by multiplying (2.1a) by a test function v
and integrating over the domain,∫

Ω\F
v ·
[
div σ(u)− f

]
dΩ = 0, (2.42)

combined with the condition that (2.42) must hold for any sufficiently smooth function
v. Per usual, this is proceeded by partial integration and substitution of boundary
conditions, by which we arrive at the weak formulation. An uncommon element is
the internal boundary F which gives rise to an extra boundary integral, as formalized
previously in (2.8). Substituting this result in (2.42) yields

a(u, v) =

∫
F

[
JvK · {σν(u)}+{v} · Jσν(u)K

]
dS+

∫
Γ

v ·σn(u) dS+

∫
Ω\F

v ·f dV, (2.43)
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Figure 2.9 – Flow
chart representation
of the finite element
method.

where a is the bilinear form defined in (2.6). We recognize terms from boundary
conditions (2.1c) and (2.1d). Substituting these, we arrive at

a(u, v) =

∫
F

JvK · {σν(u)}dS +

∫
Γ2

v · σn(u) dS +

∫
Ω\F

v · f dV. (2.44)

The traction terms σν and σn are unbounded and need to be eliminated from the
formulation. This is achieved by restricting the set of admissible test functions to

H0 :=
{
v ∈ H1(Ω \ F) : v

∣∣
Γ2

= 0, JvK = 0
}
. (2.45)

In the first condition we recognize the restriction that is commonly imposed at
Dirichlet-type boundaries. The second condition is the less common, but analogous
restriction for imposed jumps, where it restricts the test function to be continuous
over F . For test functions v ∈ H0, (2.44) transforms to

a(u, v) = L(v), (2.46)

where we introduced the linear functional

L(v) :=

∫
Ω

v · f dV. (2.47)

Note that the domain of integration is extended to include F , which is permitted
because both v and f are bounded.

Still lacking in the formulation at this point are boundary conditions (2.1b) and
(2.1e), which are direct restrictions on the admissible solutions u. In order to enforce
the jump condition we introduce a lift function `b, that features the desired dislocation
J`bK = b at F , and is smooth on the remainder Ω \ F . With `b fixed, we have defined
an (affine) space of admissible solutions of the form

u = `b + u0, u0 ∈ H0. (2.48)

Substituting solutions of this form in (2.46), the weak formulation of (2.1) becomes:
to find u0 ∈ H0, such that

∀v ∈ H0 : a(v, u0) = L(v)− a(v, `b). (2.49)

This is the problem that the Finite Element Method solves in discrete sense.
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Figure 2.10 – Representation of a scalar-valued finite element shape function on a 2D
triangular mesh. Left: a typical first order shape function, which is nonzero at a limited set
of elements and continuous everywhere. Right: the same shape function multiplied by the
Heaviside function (2.56), which introduces a discontinuity along F .

2.5.2 Finite Element Method

The first step in any Finite Element computation, as indicated in Fig. 2.9, is to define
a suitable discretization for function space H0. Practically this is done by dividing
the domain Ω in tetrahedral or hexahedral shaped elements, which are equipped with
piecewise polynomial, vector valued shape functions h1, h2, . . . , hN : Ω → R3. For
first order polynomials, a particular shape function on a two-dimensional mesh may
look like the leftmost, hat-shaped function of Fig. 2.10. The shape functions span the
following approximation space:

H0 ⊃ H′0 :=

{
N∑
n=1

hnvn : v ∈ RN .

}
. (2.50)

For the inclusion to hold, shape functions that have support on the Dirichlet boundary
Γ2 are eliminated, such that hi|Γ2

= 0; the jump condition JhiK is automatically
satisfied by continuity over Ω. We now define the discretized trial function u0 and
test function v by assigning weights from vectors u and v,

u0(x) =

N∑
n=1

hn(x)un, v(x) =

N∑
n=1

hn(x)vn. (2.51)

A discrete system is now directly obtained via substitution in (2.49), the discrete
analogue of which becomes

∀ v ∈ RN :

N∑
i=1

N∑
j=1

viAijuj =

N∑
i=1

vifi, (2.52)

where
Aij := a(hi, hj),
fi := L(hi)− a(hi, `b).

(2.53)
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To verify that this equality holds for all vectors v it is sufficient to verify that it holds
for all unit vectors. This turns (2.52) into a linear system of the form

Au = f. (2.54)

Note finally that as a consequence of the reciprocity principle (2.10), the stiffness
matrix A is symmetric.

The last open issue at this point is the lift `b. Mathematically, any choice is valid
that satisfies the jump condition J`bK = b. Practically, the natural and by far most
common choice is to reuse the shape functions for this purpose. Because these are
inherently continuous, we introduce a discontinuity at F by multiplication with a
Heaviside function:

`b(x) :=

N∑
n=1

H(x)hn(x)bn. (2.55)

Here b is a weights vector and H the Heaviside function. The Heaviside relies on a
partitioning of the domain in subdomains Ω+ and Ω− with a shared boundary that
contains F . At this extended dislocation it introduces a unit step:

H(x) :=

{
+ 1

2 x ∈ Ω+

− 1
2 x ∈ Ω−.

(2.56)

The jump introduced by the lift function then becomes

J`bK =

N∑
n=1

(hn|F )bn, (2.57)

where hn|F denotes the restriction of hn to the dislocation. The weights b are chosen
such that this jump closely follows b, which is typically a good approximation for
smooth slip distributions and which converges under mesh refinement. Shape func-
tions hn that have no support on F are assigned zero weights, localizing the lift to the
dislocation. Adding the resulting lift to the solution of (2.54), the final displacement
field becomes

u(x) =

N∑
n=1

hn(x)
[
un +H(x)bn

]
. (2.58)

So far we have not made any assumption about the location of the dislocation
in connection with the finite element mesh. When these are aligned such that the
dislocation F coincides with finite element edges we arrive at the “split nodes” method
originally introduced by [51] — although it must be noted that this is the modern
interpretation of the original idea, including, most notably, the use of the term ‘lift’.
The primary benefit of the alignment is that the lift remains piecewise polynomial,
which is a requirement for efficient numerical integration. This closely resembles
standard Dirichlet boundary conditions, which involve a similar finite element based
lift and for which theory is well established. It also greatly helps integration of the
method in existing finite element codes. Practically the discretization corresponds to
a discontinuously transformed domain such as shown in Fig. 2.11. The figure also
visually motivates the term ‘split nodes’.
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F

Figure 2.11 – Schematic representation of a dislocated 2D mesh, illustrating the “split
node” method described by [51] where the dislocation conforms to element boundaries. Split
nodes are displaced by an a priori offset. This affects the solution in neighboring elements
(marked + and -), but has no affect on any of the remaining nodes.

Elegance and efficiency are what make the split nodes technique popular. An
important downside of the method, however, is the requirement that element edges
and dislocation should coincide, which closely links the finite element mesh to the
dislocation geometry. This makes it computationally very expensive to consider many
different dislocation geometries. For these situations it is possibly more beneficial to
choose a mesh-independent lift function. It is worth mentioning in that context that
the lift defined in (2.55) bears great similarities to expressions found in Partition of
Unity and XFEM methods. Relevant work in this direction is conducted for example
by [34].

Lastly, although the finite element method is very powerful, it has one fundamental
drawback in its restriction to finite domains. Physically, domains such as the earth
are, obviously, finite. Practically, however, the computational domain will always be
truncated around a region of interest, which introduces a truncation error via the
non-physical boundary. The common solution is to make the domain large enough
for boundary effects to be negligible, or to use techniques such as infinite element
boundaries, such as described by [8]. In comparison, analytical methods that apply
to halfspace domains have the advantage of not introducing any boundary effects.

2.6 Conclusions

This paper is a general review of the mathematics of dislocation theory. We started
by formally defining the dislocation problem, and presented a concise and uniform
overview of available solution methods that exist for this problem. We showed that a
predominant number of analytical methods apply to the subclass of halfspace prob-
lems, which are limited to a semi-infinite medium and a flat surface. The finite element
method is in many ways the most powerful method; its only real restriction is the
limitation to finite domains, which is easily remedied by choosing the domain suitably
large. Other methods may have their limitations similarly relaxed, for example by
using Taylor expansions around analytical solutions. A truly general solution method
for the full class of Volterra dislocation problems as defined in (2.1), however, does
not exist.
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In terms of accuracy, all presented methods can be made arbitrarily accurate, with
the exception of the topographic expansion of Section 2.4. The analytical solutions
such as Okada’s and Comninou’s are exact for the specific problems they describe. In
practice, however, a linear superposition is usually required to approximate a contin-
uous slip distribution or a curved geometry. A finer distribution leads to improved
accuracy. In Taylor series expansions, a higher order expansion leads to improved
accuracy. In finite element methods, a finer mesh leads to improved accuracy. Of
course, a higher accuracy comes at a greater computational effort.

In terms of work the methods differ considerably. Analytical methods such as
Okada’s equations can be evaluated relatively cheaply, but the work scales linearly
with the number of point evaluations required. Propagator matrix methods are more
expensive because of the act of propagation, which scales the work with the number
of vertical layers. Series expansion methods add work to the method that underlies
the expansion. Finite element methods are at the expensive end of the spectrum,
but differ in that the work is virtually independent of the number of point evalua-
tions. This cascade represents the main trade-off in dislocation modelling practice. A
low computational cost comes at the expense of restrictions in domain and material
properties.

In practice the dislocation problem is often part of an inverse algorithm, which
searches a parameter space to fit the model to observations. If this parameter space
includes the geometry and positioning of the fault plane this inverse problem is non-
linear, and it will typically require many iterations of the forward problem to converge
to a solution. In these cases, the trade-off between computational cost and modelling
accuracy often isolates the cheapest model as the only viable choice, even though a
more powerful method would arguably lead to more accurate results. Looking for-
ward, this suggests there is room for development of a method that manages to strike
a better balance between modelling power and computational efficiency.
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3 | The Weakly-enforced Slip
Method

Tectonic faults are commonly modelled as Volterra or Somigliana dislo-
cations in an elastic medium. Various solution methods exist for this
problem. However, the methods used in practice are often limiting, moti-
vated by reasons of computational efficiency rather than geophysical accu-
racy. A typical geophysical application involves inverse problems for which
many different fault configurations need to be examined, each adding to
the computational load. In practice, this precludes conventional finite-
element methods, which suffer a large computational overhead on account
of geometric changes.

This paper presents a new non-conforming finite-element method based
on weak imposition of the displacement discontinuity. The weak imposi-
tion of the discontinuity enables the application of approximation spaces
that are independent of the dislocation geometry, thus enabling optimal
reuse of computational components. Such reuse of computational compo-
nents renders finite-element modeling a viable option for inverse problems
in geophysical applications. A detailed analysis of the approximation prop-
erties of the new formulation is provided. The analysis is supported by
numerical experiments in 2D and 3D.

This chapter is a verbatim copy of “Discontinuities without discontinuity: The
Weakly-enforced Slip Method” by G.J. van Zwieten, E.H. van Brummelen, K.G. van
der Zee, M.A. Gutiérrez and R.F. Hanssen; Computer Methods in Applied Mechanics
and Engineering, 2014 [77].

The world is perpetually reminded of the fact that seismic hazard is still beyond
reach of prediction — as it was most recently by the disaster that struck Japan.
The difficulty is not just to predict the exact moment of failure, which, as argued
by some [33], might never reach a level of practicality. It is also the nature of the
risk, and the extent to which stress is accumulating, that turns out to be surprisingly
difficult to constrain. The 2011 Tohoku-Oki earthquake demonstrated a great lack
of understanding of ongoing tectonics [43]. Arguably, a better understanding could
have reduced the secondary effects if such information had led to more apt measures
and regulations.
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The main reason for this poor state of information can be traced to the absence
of direct measurements. The primary quantities of interest, being the magnitude and
orientation of the stress tensor in the earth’s crust, can be obtained only through
tedious, expensive, point-wise measurements. A viable broad scale method to di-
rectly measure the global stress field does not exist. For this reason information is
obtained mostly from secondary observables, earthquakes themselves being an im-
portant source. Earthquakes represent significant, near instantaneous changes in the
global stress field. By accurately determining the location of the segment of the
fault that collapsed, one can progressively update the stress field and evolve it in
time. This way the tectonic evolution is monitored, and hazardous areas can be
identified as regions where stress accumulates. For successful tracking of stress devel-
opment, however, it is essential to understand the tectonic mechanism behind every
earthquake. This includes the location and geometry of the section of the fault that
collapsed, and the direction and magnitude of fault slip. It is increasingly popular to
base such analyses on local co-seismic surface displacements. This type of information
has become available since the nineties with the advent of space borne interferometric
SAR measurements of the earth’s surface, and with the widespread availability of
GPS measurements [66]. Analysis of this data has in recent years seen rapid adoption
and is now routinely performed for all major earthquakes.

A mechanical model is required to connect observations to physics. Most com-
monly (if not exclusively) used is an elastic dislocation model, based on the assump-
tion that on short time scales, nonlinear (plastic) effects are negligible. The model
embeds a displacement discontinuity of given location and magnitude in an elastic
medium, causing the entire medium to deform under the locked-in stress. Many dif-
ferent solution methods have been developed for this particular problem, based on
analytical solutions or numerical approximations; see for instance [78] for an overview
of the most prominent methods. However, methods founded on analytical solutions
generally dictate severe model simplifications, such as elastic homogeneity or generic
geometries, which restricts their validity. The computational complexity of methods
based on numerical approximation, on the other hand, is typically prohibitive in prac-
tical applications. Because in practice the surface displacements are given, and the
dislocation parameters are the unknowns, the computational setting is always that of
an inverse problem. A typical inversion requires several thousands of evaluations of
the forward model, and therefore computational efficiency is a key requirement. More-
over, the forward problems in the inversion process are essentially identical, except for
the fault geometry. Reuse of computational components, such as approximate factors
of the system matrix, is imperative for efficiency of the inversion. Current numerical
methods for seismic problems do not offer such reuse options.

Finite-element methods provide a class of numerical techniques that are particu-
larly versatile in terms of modeling capabilities in geophysics. Finite-element methods
allow for elastic heterogeneity, anisotropy, and topography; all things that can not
well be accounted for with currently used analytical and semi-analytical methods. In
geophysical practice, finite-element methods are however often rejected for reasons of
computational cost. The high computational cost can be retraced to the condition
that the geometry of the fault coincides with element edges, which is a requirement
engendered by the strong enforcement of the dislocation; see [51]. Consequently, the
mesh geometry depends on the fault, which in turn implies that mesh-dependent com-
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ponents such as the stiffness matrix and approximate factorizations of that matrix
cannot be reused for different fault geometries and must be recomputed whenever the
geometry of the fault changes. The recomputation of these components in each step of
a nonlinear inversion process leads to a prohibitive overall computational complexity.

To overcome the complications of standard finite-element techniques in nonlinear
inversion processes in tectonophysics, this paper introduces the Weakly-enforced Slip
Method (WSM), a new numerical method in which displacement discontinuities are
weakly imposed. The WSM formulation is similar to Nitsche’s variational principle for
enforcing Dirichlet boundary conditions [54]. The weak imposition of the discontinuity
in WSM decouples the finite element mesh from the geometry of the fault, which ren-
ders the stiffness matrix and derived objects such as approximate factors independent
of the fault and enables reuse of these objects. Therefore, even though the compu-
tational work required for a single realisation of the fault geometry is comparable
to that of standard FEM, reuse of components makes WSM significantly more effi-
cient when many different fault geometries are considered. This makes finite-element
computations based on WSM a viable option for nonlinear inverse problems.

A characteristic feature of WSM is that it employs standard continuous finite-
element approximation spaces, as opposed to the conventional FEM split-node ap-
proach [51] which introduces actual discontinuities in the approximation space. In-
stead, WSM approximations feature a ‘smeared out’ jump with sharply localized
gradients. We will establish that the error in the WSM approximation converges only
as O(h1/2) in the L2-norm as the mesh width h tends to zero and that the error
diverges as O(h−1/2) in the energy norm. In addition, however, we will show that the
WSM approximation displays optimal local convergence in the energy norm, i.e., op-
timal convergence rates are obtained on any subdomain excluding a neighborhood of
the dislocation. The numerical experiments convey that WSM also displays optimal
local convergence in the L2-norm.

The remainder of this manuscript is organized as follows. Section 3.1 presents
strong and weak formulations of Volterra’s dislocation problem, and derives the cor-
responding lift-based finite-element formulation. Section 3.2 introduces the Weakly-
enforced Slip Method based on two formal derivations, viz., by collapsing the support
of the lift onto the fault and by application of Nitsche’s variational principle. In
Section 3.3, we examine the approximation properties of the WSM formulation. Sec-
tion 3.4 verifies and illustrates the approximation properties on the basis of numerical
experiments for several 2D and 3D test cases. In addition, to illustrate the generality
of WSM, in the numerical experiments we consider several test cases that violate the
conditions underlying the error estimates in Section 3.3, such as discontinuous slip
distributions and rupturing dislocations. Section 3.5 presents concluding remarks.

3.1 Problem formulation

In this section we define Volterra’s dislocation problem. We will postulate the strong
formulation in 3.1.1, followed by a derivation of the weak formulation in 3.1.2. The
latter will serve as a basis for the derivation of the Finite Element approximations,
for which we lay foundations in Section 3.1.3.
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Figure 3.1 – Definition
of the domain Ω, normal
vector ν, slip vector b,
fault Γ and dislocation κ.

3.1.1 The strong form

We start by defining the geometric setup. We consider an open bounded domain
Ω ⊂ RN (N = 2, 3) with Lipschitz boundary ∂Ω. An (N−1)-dimensional Lipschitz
manifold Γ, referred as the fault, divides the domain in two disjoint open subdomains
Ω+ and Ω−, such that Ω = int(Ω+ ∪ Ω−). We equip Γ with a unit normal vector
ν : Γ→ RN directed into the subdomain Ω−. The fault supports a slip distribution b :
Γ → RN , corresponding to a dislocation. The fault is referred to as a non-rupturing
fault if the dislocation κ = supp(b) is compact in Γ, and a rupturing fault otherwise.
Let us note that in tectonics, rupturing faults correspond to intersections of the slip
plane with the surface of the earth. Figure 3.1 illustrates this setup for N = 2. It
is to be noted that b need not be tangential to the fault. If b has a non-vanishing
normal component then the fault is opening, such as may be caused by an intruding
material.

The displacement field generated by the dislocation is represented by u : Ω \ Γ→
RN . For convenience, we restrict our considerations to linear elasticity. We denote
by the map u 7→ ε(u) the strain tensor corresponding to the displacement field u,
according to

ε(u) := 1
2

[
∇u+ (∇u)T

]
, (3.1)

under the assumption that u is differentiable on Ω \ Γ. The constitutive behavior
corresponds to Hooke’s law:

σ(u) := A : ε(u), (3.2)

i.e., σij(u) = Aijklεkl(u), where we adhere to the convention on summation on re-
peated indices. The tensors σ and A are referred to as the stress tensor and the
elasticity tensor, respectively. The elasticity tensor is subject to the usual symmetries
Aijkl = Aijlk = Aklij . Moreover, we assume that it is bounded and satisfies a strong
positivity condition, i.e., there exist positive constants cA > 0 and cA > 0 such that:

cA eijeij ≤ Aijkleijekl ≤ cAeijeij (3.3)

for all tensors e. The elasticity tensor is in principle allowed to vary over the do-
main Ω, subject to the above conditions. Auxiliary smoothness conditions on A will
be introduced later.

To facilitate the formulation, we denote by σn(u) := σ(u) · n the traction on a
boundary corresponding to the displacement field u. Moreover, we introduce the jump
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operator J·K and average operator {·} according to:

JvK : Γ 3 x 7→ v+(x)− v−(x), (3.4a)

{v} : Γ 3 x 7→ 1
2

[
v+(x) + v−(x)

]
, (3.4b)

where v+ and v− represent the traces of v from within Ω+ and Ω−, respectively.
Given a partition of the boundary ∂Ω into D 6= ∅ and N such that D ∩ N = ∅, we
define the Volterra dislocation problem as follows:

Strong formulation: given a body force f : Ω → RN , displacement g : D →
RN , traction h : N → RN , and slip b : Γ → RN , find displacement field u :
Ω \ Γ→ RN such that

−div σ(u) = f in Ω \ Γ (3.5a)

JuK = b on Γ (3.5b)

Jσν(u)K = 0 on Γ (3.5c)

u = g on D (3.5d)

σn(u) = h on N (3.5e)

Equation (3.5a) is the usual equilibrium condition, which applies everywhere in Ω
except on the manifold Γ. Equations (3.5b) and (3.5c) respectively express that the
displacements at the boundaries of Ω+ and Ω− differ by the slip vector b, and that
the tractions at the boundaries of Ω+ and Ω− are in static equilibrium, i.e., equal and
opposite. It is to be remarked that this condition corresponds to a standard linear
approximation in the small-slip limit, as the traction equilibrium at the fault occurs
in fact in the deformed configuration. The boundary conditions (3.5d) and (3.5e)
correspond to Dirichlet and Neumann boundary conditions, representing a prescribed
displacement and a prescribed traction, respectively.

To facilitate the presentation, we note that the solution to the Volterra dislocation
problem (3.5) can be separated into a discontinuous part u0 : Ω \ Γ → RN with
homogeneous data and a continuous part u1 : Ω→ RN with inhomogeneous data:

−div σ(u0) = 0 in Ω \ Γ

u0 = 0 on D
σn(u0) = 0 on N

Ju0K = b on Γ

Jσν(u0)K = 0 on Γ

−div σ(u1) = f in Ω

u1 = g on D
σn(u1) = h on N (3.6)

The sum u0 +u1 satisfies (3.5). Therefore, the inhomogeneous data f, g, h in (3.5)
can be treated separately in a standard continuous elasticity problem, and without
loss of generality we can restrict our consideration to homogeneous data. We retain
f := 0 to identify the right member of (3.5a).

For rupturing faults, some compatibility conditions arise with respect to the
boundary conditions. In particular, an intersection of the dislocation with the bound-
ary of the domain is only admissible at the Neumann boundary N . Otherwise, an
inadmissible incompatibility between the jump condition Ju0K = b and the homoge-
neous Dirichlet condition u0 = 0 ensues.
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3.1.2 The weak form

To derive the weak formulation of (3.5), we note that for any piecewise smooth func-
tion v from Ω \ Γ into RN , we have the identities:∫

Ω\Γ
v · div σ(u) =

∮
∂Ω−

v · σn(u)−
∫

Ω−
σ(u) : ∇v+

∮
∂Ω+

v · σn(u)−
∫

Ω+

σ(u) : ∇v

=

∮
∂Ω

v · σn(u)−
∫

Ω\Γ
σ(u) : ∇v +

∫
Γ

JvK · {σν(u)}+ {v} · Jσν(u)K (3.7)

The first identity results from integration by parts. The second identity follows from
a rearrangement of the boundary terms and∫

Γ

v+ · σ+
n (u) + v− · σ−n (u) =

∫
Γ

v+ · σ+
ν (u)− v− · σ−ν (u)

=

∫
Γ

(
v+ − v−

)
1
2

(
σ+
ν (u) + σ−ν (u)

)
+

∫
Γ

1
2

(
v+ + v−

) (
σ+
ν (u)− σ−ν (u)

)
(3.8)

In the weak formulation, the admissible displacement fields will be insufficiently reg-
ular to ensure the existence of the tractions σn(·). Hence, the terms involving these
tractions in (3.7) must be eliminated by means of the boundary conditions and auxil-
iary conditions on v. The traction term on the Neumann boundary can be eliminated
by means of (3.5e). To remove the traction term on ∂Ω, we stipulate that v van-
ishes on D. The traction average in the final term of (3.7) is eliminated by requiring
that v be continuous. The traction jump in the final term is deleted by means of the
traction-continuity condition (3.5c).

Summarizing, we find that a solution u of (3.5) satisfies

aΓ(u, v) = l(v) (3.9)

for all sufficiently smooth functions v : Ω→ RN that vanish on D, where

aΓ(u, v) =

∫
Ω\Γ

σ(u) : ∇v (3.10a)

l(v) =

∫
Ω

v · f (3.10b)

Note that v is assumed to be smooth on Ω and, in particular, that it is continuous
across the fault Γ.

To furnish a functional setting for the weak formulation of (3.5) based on (3.9),
we denote by Hk(Ω) the usual Sobolev space of square-integrable functions from Ω
into RN with square-integrable distributional derivatives of order ≤ k, equipped with
the inner product

(u, v)k,Ω =
∑
|α|≤k

∫
Ω

Dαu ·Dαv

and the corresponding norm ‖ · ‖k,Ω and semi-norm | · |k,Ω. For the square-integrable
functions and the corresponding norm and inner-product, we introduce the condensed
notation L2(Ω) := H0(Ω), ‖ · ‖Ω := ‖ · ‖0,Ω and (·, ·)Ω := (·, ·)0,Ω. We denote by

36



H1
0,D(Ω) the subspace of H1(Ω) of functions that vanish on D ⊆ ∂Ω. To accommo-

date the discontinuity corresponding to the dislocation, we introduce the lift operator
`(·), which assigns to any suitable slip b : Γ→ RN a function `b in H1

0,D(Ω \ Γ) such
that J`bK = b. A precise specification of conditions on the slip distribution is given in
Section 3.3. The weak formulation of (3.5) based on (3.9) writes

Weak formulation: given the lift `b ∈H1
0,D(Ω\Γ), find u ∈ `b+H1

0,D(Ω) such
that

aΓ(u, v) = l(v) ∀v ∈H1
0,D(Ω) . (3.11)

The bilinear form aΓ : H1(Ω\Γ)×H1(Ω\Γ)→ R and linear form l : H1(Ω\Γ)→ R
in (3.11), are the extensions (by continuity) of the corresponding forms in (3.10). The
treatment of the dislocation by means of a lift operator in (3.11) is analogous to the
treatment of inhomogeneous Dirichlet boundary conditions in weak formulations; see,
e.g., [26, p.113 ]. Let us note that in the weak formulation (3.11), we have identified
{u ∈ H1(Ω \ Γ) : JuK = 0} with H1(Ω). This identification is unambiguous, on
account of a one-to-one correspondence between the functions in these spaces.

To analyze the weak formulation (3.11), and to prepare the presentation of the
Weakly-enforced-Slip method in Section 3.2, we note that (3.11) is to be interpreted
in the following manner: find u := ū+ `b with ū ∈H1

0,D(Ω) such that

a(ū, v) = l(v)− aΓ(`b, v) ∀v ∈H1
0,D(Ω) . (3.12)

where the bilinear form a : H1(Ω)×H1(Ω)→ R,

a(u, v) =

∫
Ω

σ(u) : ∇v, (3.13)

corresponds to the restriction of aΓ(·, ·) to H1(Ω) × H1(Ω). Indeed, for all pairs
(u, v) ∈ H1(Ω) ×H1(Ω), the function σ(u) : ∇v is Lebesgue integrable on Ω, and
because the manifold Γ corresponds to a set of N -Lebesgue measure zero, the integrals
of σ(u) : ∇v on Ω \ Γ and on Ω coincide. It is important to note that the restriction
of the bilinear form aΓ(·, ·) to H1(Ω)×H1(Ω) in (3.13) is independent of the fault Γ.
The function ū in (3.11) is referred to as the continuous complement of the solution u
with respect to the jump lift `b and, indeed, it resides in H1

0,D(Ω).
For the assumed linear-elastic behavior according to (3.1) and (3.2), it follows

straightforwardly that

|aΓ(u, v)| ≤ cA |u|1,Ω\Γ|v|1,Ω\Γ (3.14a)

|aΓ(u, u)| ≥ cA |u|21,Ω\Γ (3.14b)

for all u, v ∈H1(Ω \Γ), where cA and cA denote the continuity and strong-positivity
constants of the elasticity tensor, respectively, and | · |1,Ω\Γ represents the usual H1-
seminorm. By virtue of Poincaré’s inequality (see, e.g., [12, Theorem 5.3.5]) there
exists a bounded positive constant CP such that

‖u‖1,Ω\Γ ≤ CP |u|1,Ω\Γ ∀u ∈H1
0,D(Ω \ Γ) (3.15)
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Hence, the H1-norm and H1-semi norm are equivalent on H1
0,D(Ω). Equations (3.14)

and (3.15) imply that the bilinear forms aΓ(·, ·) and, accordingly, a(·, ·), are continu-
ous and coercive. Moreover, it is easily verified that the linear form l(·) − aΓ(`b, ·) :
H1(Ω) → R in the right member of (3.12) is continuous. Problem (3.12) there-
fore complies with the conditions of the Lax-Milgram lemma (see, for instance, [12,
Theorem 2.7.7]) and, hence, it is well posed.

It is interesting to note that (3.12) allows for a physical interpretation that is
very close to Volterra’s classical construction for dislocations, popularly known as
the ‘Volterra knife’: to make a cut in the material, displace the two sides and hold
them while welding the seam, and finally release the sides so the material assumes its
state of self-stressed equilibrium. The initial cut and displacement is represented by
the lift `, which is not in equilibrium and is hence maintained by an external load.
The addition of ū represents the transition to a state of equilibrium, by removing the
external load but leaving the displacement intact.

3.1.3 Finite element approximation

Galerkin finite-element approximation methods for Volterra’s dislocation problem
(3.11) are generally based on a restriction of the weak formulation to a suitable finite
dimensional subspace. The general structure of finite-element methods can be found
in many textbooks, for instance, [40, 74, 26, 19]. We present here the main concepts
and definitions for the ensuing exposition.

The approximation spaces in finite-element methods are generally subordinate to
a mesh Th, viz., a cover of the domain by non-overlapping element domains κ ⊂ Ω.
The subscript h > 0 indicates the dependence of the mesh on a resolution parameter,
for instance, the diameter of the largest element in the mesh. In general, we impose
some auxiliary conditions on the mesh, such as shape-regularity of the elements and
conditions on the connectivity between elements; see, for instance, [26, 57] for further
details. A finite-element approximation space V p

h ⊂H1
0,D(Ω) subordinate to Th can

then be defined, for instance, as the subspace of vector-valued continuous element-wise
polynomials of degree ≤ p which vanish on D:

V p
h = {vh ∈ C0(Ω,RN ) : (vh)i|κ ∈ Pp for all κ ∈ Th, i = 1, 2, . . . , N, vh|D = 0}

(3.16)
with Pp the N -variate polynomials of degree p. Below, our interest is generally re-
stricted to the h-dependence of the approximation space and, accordingly, we will
suppress p. The finite-element approximation of (3.11) based on an approximation
space V h writes: find uh := ūh + `b with ūh ∈ V h subject to

a(ūh, vh) = l(vh)− aΓ(`b, vh) ∀vh ∈ V h . (3.17)

We refer the right-most term in the right member of (3.17) as the lift term.
Approximation properties of the Finite Element Method are generally investigated

on the basis of a sequence of meshes TH := (Th)h∈H, parametrized by a decreasing
sequence of mesh parameters H = {h1, h2, . . . } with 0 as only accumulation point. A
sequence of meshes is called quasi uniform if there exist positive constants C and C,
independent of h, such that Ch ≤ diam(κ) ≤ Ch for all κ ∈ Th and all h ∈ H.
Standard interpolation theory in Sobolev spaces (see, for instance, [26, 12]) conveys
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that a sequence of approximation spaces V H of the form (3.16) based on quasi-
uniform meshes possesses the following approximation property: there exists a positive
constant C � independent of h such that for all h ∈ H, all k ≥ 0 and both m ∈ {0, 1},
it holds that

inf
vh∈V h

‖v − vh‖m,Ω ≤ Chl+1−m|v|l+1,Ω ∀v ∈Hk+2(Ω) ∩H1
0,D(Ω) (3.18)

with l = min{p, k+1}. The estimate (3.18) imparts that for all sufficiently smooth v ∈
H1

0,D(Ω), the ‖ · ‖m,Ω-norm of the best approximation in V h in that norm decays as
O(hp+1−m) as h→ 0.

The lift `b in (3.17) is in principle arbitrary. However, the use of an arbitrary
lift carries severe algorithmic complexity, as one has to explicitly construct the lift
and evaluate integrals involving products of (gradients of) the lift and finite-element
shape functions. Moreover, the evaluation of these integrals by a suitable numerical
integration scheme generally leads to a high computational complexity, because the
fault is allowed to intersect elements, and there are no efficient quadrature schemes to
integrate the discontinuous function that arises. Therefore, in practice, it is convenient
to integrate the lift in the finite-element setting. Provided that that the fault coincides
with element edges, a lift `bh is then constructed in the broken approximation space:

V̂ h =
{
u ∈ C0(Ω \ Γ) : u|Ω± ∈ (V h)|Ω±

}
(3.19)

It is to be noted that the slip does not generally reside in JV̂ hK and, accordingly,
b is to be replaced by a suitable interpolant bh. Moreover, if the fault does not
coincide with element edges, then it is to be replaced by an approximation subject to
this condition. The aforementioned approach corresponds to the split-node method
by Melosh [51], where the adjective ‘split’ refers to the discontinuities between the
elements in Ω+ and Ω− contiguous to Γ. The split-node approach is analogous to the
standard treatment of Dirichlet boundary conditions; see, for instance, [26, §3.2.2].
The split-node approach bypasses the aforementioned complications of an arbitrary-
lift approach and the evaluation of the lift term comes essentially free of charge as
part of the regular stiffness matrix. A fundamental disadvantage of the split-node
approach, however, is that it requires that the fault coincides with element edges,
which connects the fault geometry to the geometry and, generally, the topology of
the mesh. As a result, computational primitives such as the stiffness matrix and
preconditioners for the stiffness matrix, which are contingent on the mesh, cannot be
reused for analyses of alternative fault geometries. This is a prohibitive restriction if
many dislocation geometries have to be considered, for instance, in inverse problems.

3.2 The Weakly-enforced Slip Method

In section 3.1.3 we substantiated that the treatment of the lift term in the split-node
approach, which is the natural counterpart of the standard treatment of Dirichlet
boundary conditions in finite-element approximations, is unsuitable if many fault

�We use C to denote a generic positive constant, of which the value and connotation may change
from one instance to the next, even within a single chain of expressions.
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Figure 3.2 – Schematic
representation of an ε-
local lift supp(`εb) ∈ Γε,
which is added to a con-
tinuous ū to form the dis-
continuous displacement
field u.

geometries have to be analysed, on account of the inherent dependence of the finite-
element mesh on the fault geometry.

In this section we propose a new and fundamentally different treatment of the
lift term that retains mesh independence: the Weakly-enforced Slip Method (WSM).
Below, we present two different formal derivations of the WSM formulation. The
derivation in Section 3.2.1 relies on a limit procedure. In Section 3.2.2, we derive
the WSM formulation on the basis of Nitsche’s variational principle for enforcing
Dirichlet-type boundary conditions [54].

3.2.1 Collapsing the lift

Our aim is to derive a tractable finite-element approximation of Volterra’s disloca-
tion problem (3.11), in which the finite-element space and the bilinear form and,
accordingly, the stiffness matrix are independent of the fault geometry.

In principle, the lift-based Galerkin formulation (3.17) already exhibits the appro-
priate form. However, as elaborated in Section 3.1.3, the corresponding finite-element
formulation is intractable for general lift operators. One can infer, however, that the
complications engendered by a general lift operator can be avoided by collapsing the
support of the lift on the fault. The integration of a discontinuous function in Ω then
reduces to the integration of a smooth function on the dislocation. Numerical eval-
uation of integrals on the dislocation is feasible given a parametrization of the fault.
Moreover, the intricate explicit construction of a lift is obviated, and only the slip
distribution itself is required, which is presented as part of the problem specification.
A further advantage of collapsing the lift is that of localization: instead of having to
evaluate the lift term for all shape functions of which the support intersects with the
support of the lift, only the shape functions of which the support intersects with the
dislocation have to be considered.

To derive the lift term corresponding to a collapsed lift, we consider a symmetric
lift `εb as illustrated in Fig. 3.2, with compact support in an ε-neighborhood of the
fault:

Γε := {x ∈ Ω : dist(x,Γ) < ε}. (3.20)
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By virtue of the compact support of `εb in Γε, the lift term of (3.17) evaluates to

aΓ(`εb, v) =

∫
Γε\Γ

σ(v) : ∇`εb =

∫
Γ

b · {σν(v)} −
∫

Γε\Γ
`εb · div σ(v) . (3.21)

The first identity follows from the symmetry of the bilinear form in (3.10a). The
second identity results from integration-by-parts and J`εbK = b and {`εb} = 0. Let us
note that the second identity is formal in the sense that it requires more regularity
of v than is actually provided by H1(Ω). We shall momentarily ignore this aspect,
but it manifests itself in the analysis of the approximation properties of the WSM
formulation in Section 3.3. Without loss of generality, we can assume `εb to be bounded
independent of ε. The second term in the final expression in (3.21) then vanishes if
Γε collapses on Γ. Therefore, formally passing to the limit in (3.21), we obtain

aΓ(`εb, v)
ε→+0−−−−→

∫
Γ

b · {σν(v)} (3.22)

According to (3.22), the lift term reduces to an integral on Γ in the limit of collapsing
the support of the lift onto the fault. The WSM formulation corresponds to replacing
the lift term aΓ(`b, ·) in the right member of (3.17) by the limit functional according
to (3.22):

Weakly-enforced Slip Method: given a slip distribution b : Γ → RN , find
uh ∈ V h such that

a(uh, vh) = l(vh)−
∫

Γ

b · {σν(vh)} ∀vh ∈ V h . (3.23)

The nomenclature Weakly-enforced Slip Method serves to indicate that in (3.23)
the slip discontinuity is weakly enforced in the right-hand side only, and does not
appear in the approximation space.

It is to be noted that although the WSM formulation (3.23) is derived from the
lift-based formulation (3.17) by collapsing the lift, in contrast to (3.17) we do not
add a lift to the continuous complement uh. Because V h ⊂ C0(Ω,RN ), WSM thus
yields a continuous approximation to the discontinuous solution of the Volterra dis-
location problem (3.11). This implies that the approximation near the dislocation
will inevitably be inaccurate. We will however show in Section 3.3 that away from
the dislocation, the error in the WSM approximation converges optimally under mesh
refinement.

3.2.2 Alternative derivation via Nitsche’s variational principle

To further elucidate the WSM formulation, we present in this section an alterna-
tive derivation of (3.23) based on Nitsche’s Variationsprinzip [54]. Nitsche presented
in [54] a variational principle for weakly imposing Dirichlet boundary conditions in
finite-element approximations of elliptic problems, i.e., without incorporating such
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essential boundary conditions in the approximation space. Nitsche’s variational prin-
ciple can be extended to the Volterra dislocation problem (3.11) to weakly impose
the slip discontinuity. To specify this extension, we consider a suitable broken space
V̂ (h) which encapsulates the broken approximation space V̂ h and contains the solu-
tion u to the Volterra dislocation problem (3.11). We define the quadratic functional

J : V̂ (h)→ R:

J(w) = 1
2aΓ(w,w)−

∫
Γ

JwK · {σν(w)}+ 1
2ψ

∫
Γ

JwK2 , (3.24)

for some suitable constant ψ > 0, generally dependent on h. Let V̌ h denote either
the broken approximation space V̂ h or the continuous approximation space V h and
consider the approximation ǔh ≈ u according to:

ǔh := arg inf
vh∈V̌ h

J(u− vh) (3.25)

Equation (3.25) implies that ǔh satisfies the Kuhn-Tucker optimality condition J ′(u−
ǔh)(vh) = 0 for all vh ∈ V̌ h, where v 7→ J ′(w)(v) denotes the Fréchet derivative of
J at w. For J according to (3.24), the optimality condition implies that ǔh ∈ V̌ h

satisfies:

aΓ(ǔh, vh)−
∫

Γ

JǔhK · {σν(vh)} −
∫

Γ

JvhK · {σν(ǔh)}+ ψ

∫
Γ

JǔhK · JvhK

= aΓ(u, vh)−
∫

Γ

JuK · {σν(vh)} −
∫

Γ

JvhK · {σν(u)}+ ψ

∫
Γ

JuK · JvhK

= l(vh)−
∫

Γ

b · {σν(vh)}+ ψ

∫
Γ

b · JvhK ∀vh ∈ V̌ h. (3.26)

The final identity follows by invoking integration-by-parts on aΓ(u, vh), a rearrange-
ment of terms and the strong formulation of Volterra’s dislocation problem in (3.5).

If the broken approximation space V̂ h is inserted for V̌ h, the optimality condi-
tion (3.26) can be reinterpreted as a symmetric-interior-penalty (SIP) discontinuous-
Galerkin-type formulation; see, for instance, [57, Sec. 4.2]. In contrast to standard
discontinuous Galerkin formulations, the slip terms in the right-hand side, i.e., the
terms containing b in the ultimate expression in (3.26), enforce the jump discontinuity
at the fault. Convergence results for this formulation can be established in a similar
manner as in [54]. For suitable stabilization parameters ψ, the functional J in (3.24)
is equivalent to ‖ · ‖1,Ω\Γ and (3.25) implies quasi-optimal convergence of ǔh.

If the continuous approximation space V h is inserted for V̌ h, the terms contain-
ing JǔhK and JvhK vanish, and we obtain the WSM formulation (3.23). Hence, WSM
can indeed be interpreted as an extension of Nitsche’s variational principle to the
Volterra dislocation problem with continuous approximation spaces. Furthermore, in
view of V̂ h ⊃ V h, WSM can also be regarded as a SIP discontinuous Galerkin formu-
lation, based on a continuous subspace. One can infer that the WSM approximation
retains the quasi-optimal approximation property in ‖ · ‖1,Ω\Γ. However, since the
continuous approximation spaces applied in WSM are not dense in H1

0,D(Ω \ Γ), the
immediate significance of this quasi-optimality for the approximation properties of
WSM is limited.
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3.3 Approximation properties of WSM

An analysis of the approximation properties of the Weakly-enforced Slip Method is
non-trivial, owing to the fact that in WSM one considers approximations in H1

0,D(Ω)-

conforming subspaces, while the solution itself resides in H1
0,D(Ω\Γ), and the embed-

ding of H1
0,D(Ω) in H1

0,D(Ω\Γ) is non-dense. Essentially, we attempt to approximate
a discontinuous function by a continuous one and, in doing so, we incur an error that
does not vanish under mesh refinement. Standard techniques to assess global approx-
imation properties, on all of Ω\Γ, viz., Céa’s lemma or the Strang lemmas [26, Lems.
2.25-27], therefore provide only partial information; see Section 3.3.2.

To provide a foundation for analyzing the approximation provided by WSM, we
first recall some aspects of traces and tractions in Section 3.3.1. Section 3.3.2 in-
vestigates the global approximation properties of WSM, i.e., on the entire domain.
Section 3.3.3 establishes the local approximation properties of WSM, i.e, on the do-
main excluding a neighborhood of the fault.

3.3.1 Traces and tractions

To enable an analysis of the approximation behavior of WSM, some elementary as-
pects of trace theory are required. For a comprehensive overview, we refer to [61].
To make the theory applicable to the Volterra dislocation problem, we must impose
auxiliary smoothness conditions on the elasticity tensor. In particular, we assume:

Aijkl ∈ C1
(
Ω
)

(3.27)

It is to be noted that (3.27) implies that the elasticity tensor is C1 continuous on
the domain, including the boundary, and across the fault, including the dislocation.
The C1 continuity on the subdomains Ω+ and Ω− ensures that tractions are well
defined. The C1 continuity across the fault is required to establish global convergence
of the WSM approximation in the L2-norm and local convergence in the H1-norm;
see Sections 3.3.2 and 3.3.3 below. Let us note that in tectonophysics the elasticity
tensor is generally assumed to be uniformly constant in the domain.

Let ω ⊂ RN denote an arbitrary connected domain with Lipschitz boundary.
In particular, recalling the partition of Ω into the complementary subsets Ω±, we
envisage ω ∈ {Ω+,Ω−}. We denote by γ̂ the restriction of a function in C1(ω) to
the boundary ∂ω. By virtue of the density of C1(ω) in H1(ω), the operator can be
extended to a linear continuous trace operator, denoted by γ, from H1(ω) into L2(∂ω).
The image of γ is denoted by H1/2(∂ω). Considering a subset κ ⊂ ∂ω, we denote
by γκ := (γ(·))|κ the composition of the trace operator and the restriction to κ. The
image of γκ restricted to the class of functions H1

0,∂ω\κ(ω) that vanish on ∂ω \ κ is
indicated by H

1/2
0 (κ):

H
1/2
0 (κ) =

{
γκu : u ∈H1

0,∂ω\κ(ω)
}
. (3.28)

The space H
1/2
0 (κ) can be endowed with the norm:

‖λ‖1/2,κ := inf
{
‖u‖1,ω : u ∈H1

0,∂ω\κ(ω), γκu = λ
}
. (3.29)
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with the obvious extension to H1/2(∂ω). There exist continuous right inverses

γ−1 : H1/2(∂ω)→H1(ω), γ−1
κ : H

1/2
0 (κ)→H1

0,∂ω\κ(ω), (3.30)

of γ and γκ . Such a right inverse is called a lifting (or lift) of the trace. It is to be
noted that lift operators are generally non-unique.

We denote by σ̂n : u 7→ n · γ(σ(u)) the traction of a function in C2(ω) on ∂ω,
where n denotes the exterior unit normal vector on ∂ω. We define

H1
divσ(ω) :=

{
u ∈H1(ω) : div σ(u) ∈ L2(ω)

}
. (3.31)

Applying index notation for transparency, the chain rule yields

∂jσij(u) = (∂jAijkl)εkl(u) +Aijkl(∂jεkl(u)) (3.32)

Therefore, the condition div σ(u) ∈ L2(ω) provides a meaningful condition on u if
∂jAijkl ∈ L∞(ω). For ω ∈ {Ω+,Ω−}, this auxiliary condition on the elasticity tensor
is satisfied under the standing assumption (3.27). The vector space H1

divσ(ω) is a Hil-
bert space under the inner-product associated with the norm (‖ · ‖21,ω + ‖div σ(·)‖2ω)1/2.
The traction σ̂n can be extended to a bounded linear operator, denoted by σn, from
H1

divσ(ω) into H−1/2(∂ω) :=
[
H1/2(∂ω)

]′
, the dual space of H1/2(∂ω). For each

u ∈ H1
divσ(ω), the functional σn(u) acts on functions in H1/2(∂ω) by means of the

following duality pairing:

〈σn(u), λ〉 =

∫
ω

div σ(u) · γ−1(λ) +

∫
ω

σ(u) : ∇γ−1(λ) (3.33)

One may note that for functions in C2(ω), Equation (3.33) corresponds to a standard
integration-by-parts identity. Continuity of the operator σn thus defined follows from
the sequence of bounds:∣∣〈σn(u), λ〉

∣∣ ≤ ∥∥div σ(u)
∥∥
ω

∥∥γ−1(λ)
∥∥
ω

+
∥∥σ(u)

∥∥
ω

∣∣γ−1(λ)
∣∣
1,ω

≤
(∥∥div σ(u)

∥∥2

ω
+
∥∥σ(u)

∥∥2

ω

)1/2(∥∥γ−1(λ)
∥∥2

ω
+
∣∣γ−1(λ)

∣∣2
1,ω

)1/2

≤
(
1 + c2A

)1/2(‖u‖21,ω + ‖div σ(u)‖2ω
)1/2∥∥γ−1(λ)

∥∥
1,ω

(3.34)

and the continuity of the lifting of the trace from H1/2(∂ω) into H1(ω). The dual
space

[
H1/2(∂ω)

]′
is a Banach space under the norm

‖v‖−1/2,∂ω = sup
λ∈H1/2(∂ω)

〈v, λ〉
‖λ‖1/2,∂ω

.

The restriction of the traction (σ̂n(·))|κ to a subset κ ⊂ ∂ω of the boundary can

be extended to a bounded linear operator σn,κ from H1
divσ(ω) into H−1/2(κ) :=[

H
1/2
0 (κ)

]′
. The functional σn,κ(u) acts on functions in H

1/2
0 (κ) via the duality

pairing:

〈σn,κ(u), λ〉 =

∫
ω

div σ(u) · γ−1
κ (λ) +

∫
ω

σ(u) : ∇γ−1
κ (λ) (3.35)
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Continuity of the operator σn,κ thus defined follows in a similar manner as in (3.34).
For non-rupturing faults, it holds that b ∈H

1/2
0 (Γ) and the above definitions apply

without revisions. The slip discontinuity (3.5b) and the traction discontinuity (3.5c)
are then to be understood in the sense of traces and tractions outlined above. However,
for rupturing faults, i.e., if the dislocation intersects with the boundary of the domain,
then b /∈ H

1/2
0 (Γ), and further consideration is required. We can accommodate b in

the space:

H̃1/2(Γ) :=
{
γΓu : u ∈H1(ω)

}
(3.36)

with ω ∈ {Ω+,Ω−}. The space H̃1/2(Γ) is a Banach space under the norm

‖̃λ‖1/2,Γ = inf
{
‖u‖1,ω : u ∈H1(ω), γΓu = λ

}
(3.37)

The principal complication pertaining to rupturing faults, is that the corresponding
slip vectors cannot be lifted into H1

0,∂ω\Γ(ω), as traces of functions in H1(ω) do not
admit the discontinuity that would otherwise arise at the intersection of Γ and ∂ω \ Γ.
Hence, we cannot use (3.35) to define an extension of the restriction of the traction,
(σ̂n(·))|Γ, to a bounded linear operator from H1

divσ(ω) into
[
H̃1/2(Γ)

]′
. However,

there exists a continuous right inverse γ̃−1
Γ : H̃1/2(Γ)→H1(ω) of the operator γΓ,

for instance,

γ̃−1
Γ (λ) = arg inf

{
|u|1,ω : u ∈H1(ω), γΓu = λ

}
(3.38)

Let us note that the image of the lift operator γ̃−1
Γ corresponds to a harmonic function

subject to inhomogeneous Dirichlet conditions on Γ with data λ and a homogeneous
Neumann condition on ∂ω \ Γ. The lift operator γ̃−1

Γ can be modified to include
homogeneous Dirichlet conditions on D ⊂ ∂ω \ Γ in the codomain, if necessary. The
lift operator γ̃−1

Γ enables us to extend (σ̂n)|Γ to a continuous linear operator:

σ̃n,Γ :
{
u ∈H1

divσ(ω) :
∥∥σn,∂ω\Γ(u)

∥∥
−1/2,∂ω\Γ = 0

}
→
[
H̃1/2(Γ)

]′
(3.39)

The functional σ̃n,Γ(u) acts on functions in H̃1/2(Γ) via the duality pairing:

〈σ̃n,Γ(u), λ〉 =

∫
ω

div σ(u) · γ̃−1
Γ (λ) +

∫
ω

σ(u) : ∇γ̃−1
Γ (λ) (3.40)

Essentially, in (3.39) and (3.40), we have defined the extension σ̃n,Γ of the restriction
of the traction to the dislocation, (σ̂n(·))|Γ, by restricting the domain of the extended
operator to functions for which the traction vanishes on ∂ω \ Γ. This restriction in
the definition is consistent with the standing assumption that an intersection of the
dislocation with the boundary of the domain can only occur at Neumann boundaries.

In the analysis below, we restrict ourselves to non-rupturing faults. The analysis
in Section 3.3.2 however extends to rupturing faults by replacing the spaces and trace
and traction operators for non-rupturing faults with those for rupturing faults.

3.3.2 Global approximation properties of WSM

To assess the global approximation properties of WSM, we first construct an upper
bound on the functional (b, {σν(·)})Γ : V h → R in the right member of the WSM
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Figure 3.3 – Illustra-
tion of the covering of
the fault Γ by segments
Sh = {a, b, c, b, e}, and the
corresponding elements
{κ+

(·), κ
−
(·)}. Because b, c, d

coincide with element
boundaries, κ+

(·) 6= κ−(·)
for these segments. The
segments a, e are interior
to elements and, accord-
ingly κ+

(·) = κ−(·) for these
segments.

formulation. It is to be noted that, in general, V h 6⊂H1
div σ(Ω). Hence, the functional

(b, {σν(·)})Γ : V h → R does not admit an interpretation as a duality pairing according
to (3.35). Because V h is piecewise polynomial, however, an upper bound can be
constructed on the basis of inverse and trace inequalities. We refer to [57] for a
comprehensive treatment of this subject. Inverse and trace inequalities can generally
be derived under suitable (sufficient) regularity conditions on the finite-element mesh;
see [57, Chap. 1]. A detailed treatment of the conditions underlying inverse and trace
inequalities is beyond the scope of this work. Instead, we shall directly assume that
a suitable discrete trace inequality holds. To formulate the assumption, for a given
sequence of partitions TH and for each h ∈ H, we denote by Sh a dense cover of
the fault by means of open intersections of the fault with element interiors or with
element faces, i.e.,

Sh = {s ⊂ Γ : s = Γ ∩ κ 6= ∅ for some κ ∈ Th} ∪
{s ⊂ Γ : s = int(Γ ∩ ∂κ0 ∩ ∂κ1) 6= ∅ for some κ0, κ1 ∈ Th, κ0 6= κ1} (3.41)

See Figure 3.3 for an illustration. The separate treatment of element boundaries serves
to ensure that subsets of Γ that coincide with element faces are separately included
in Sh. To each segment s ∈ Sh, we associate a pair of contiguous elements {κ+

s , κ
−
s }

such that s ⊂ κ±∪∂κ± and κ±∩Ω± 6= ∅. If s ⊂ ∂κ (resp. s ⊂ κ) for some κ then κ+

and κ− will be distinct (resp. identical). We assume that the following discrete trace
inequality holds for all h ∈ H, all s ∈ Sh and all element-wise polynomial functions vh
of degree at most p: (

diam(κ)
)1/2‖vh‖s ≤ CΓ‖vh‖κ, (3.42)

for both κ ∈ {κ+
s , κ

−
s }, for some CΓ > 0 independent of h; cf. [57, Lemma 1.46]. The

constant CΓ is allowed to increase with the polynomial order p.

Lemma 1 (Continuity of the WSM linear form). Consider a manifold Γ ⊂ Ω ⊂ RN , a
slip distribution b ∈H

1/2
0 (Γ) and a sequence of partitions TH such that for all h ∈ H,

the discrete trace inequality (3.42) holds for all s ∈ Sh and all element-wise polynomial
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functions on Th and

‖b‖Th,Γ :=

( ∑
s∈Sh

h−1
s ‖b‖2s

)1/2

<∞ (3.43)

with hs the harmonic average of the diameters of the elements adjacent to s,

1

hs
=

1

diam(κ+
s )

+
1

diam(κ−s )
(3.44)

Then for all h ∈ H, the linear form (b, {σν(·)})Γ : V h → R is continuous and∣∣(b, {σν(v)})Γ

∣∣ ≤ 2−1/2 cACΓM
1/2 ‖b‖Th,Γ ‖v‖1,Ω (3.45)

with cA the continuity constant of the elasticity tensor in (3.3), CΓ the constant in
the discrete trace inequality (3.42) and M the maximum multiplicity of the multiset
{κ ∈ {κ+

s , κ
−
s } : s ∈ Sh}.

Remark. The maximum multiplicity M in Lemma 1 indicates the maximum number
of occurrences of any one element in connection to any segment s ∈ Sh as a member
of the set {κ+

s , κ
−
s }. For instance, in Figure 3.3, the element κ+

a = κ−a = κ+
b has

multiplicity 3. One can infer that M is bounded by the maximum number of faces of
any element in the mesh, increased by 2 for interior segments.

Proof. We first separate the integral on Γ into a sum of contributions from the seg-
ments and apply (3.3) and the Cauchy-Schwarz inequality to obtain∣∣(b, {σν(vh)})Γ

∣∣ =

∣∣∣∣2−1
∑
s∈Sh

(
b, ν · γ+

Γ (σ(vh)) + ν · γ−Γ (σ(vh))
)
s

∣∣∣∣
≤ 2−1cA

∑
s∈Sh

‖b‖s
(∥∥γ+

Γ (∇vh)
∥∥
s

+
∥∥γ−Γ (∇vh)

∥∥
s

) (3.46)

where γ±Γ (·) denotes the trace of (·) from within Ω±. Noting that vh ∈ V h is element-
wise polynomial, we deduce from the discrete trace inequality (3.42), the arithmetic-
geometric mean inequality and (3.44):∣∣(b, {σν(vh)})Γ

∣∣ ≤ 2−1cACΓ

∑
s∈Sh

h−1/2
s ‖b‖s

(
‖∇vh‖κ+

s
+ ‖∇vh‖κ−s

)
≤ 2−1/2 cACΓ

( ∑
s∈Sh

h−1
s ‖b‖2s

)1/2( ∑
s∈Sh

‖∇vh‖2κ+
s

+ ‖∇vh‖2κ−s

)1/2

≤ 2−1/2 cACΓM
1/2 ‖b‖Th,Γ ‖vh‖1,Ω

(3.47)

To determine the global approximation properties of the WSM formulation in
the H1-norm, we note that the WSM formulation is inconsistent : The solution of
the weak formulation of the Volterra dislocation problem (3.11) violates the WSM
weak form (3.23) by (b, {σν(v)})Γ, for all v ∈ V h. The second Strang lemma [26,
Lemma 2.25] then provides the following characterization of the global approximation
properties of WSM:
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Theorem 2 (Global approximation properties of WSM in the H1-norm). Assume
that the conditions of Lemma 1 hold. Let u ∈H1

0,D(Ω \ Γ) denote the solution to the
Volterra dislocation problem (3.11) and let uh ∈ V h denote its WSM approximation
according to (3.23). It holds that

‖u−uh‖1,Ω\Γ ≤
(
1+CP c

−1
A cA

)
inf

vh∈V h

‖u−vh‖1,Ω\Γ+CP c
−1
A sup

vh∈V h\{0}

|(b, {σν(vh)})Γ|
‖vh‖1,Ω

(3.48)

Proof. We first recall that the bilinear form aΓ(·, ·) is bounded on H1
0,D(Ω \ Γ)×V h

and coercive on V h × V h; see (3.14) and (3.15). For arbitrary vh ∈ V h, we have the
chain of inequalities:

‖uh − vh‖21,Ω\Γ ≤ CP c
−1
A |aΓ(uh − vh, uh − vh)|

= CP c
−1
A |aΓ(uh − u, uh − vh) + aΓ(u− vh, uh − vh)|

≤ CP c−1
A

(
|(b, {σν(uh − vh)})Γ|+ cA|u− vh|1,Ω\Γ|uh − vh|1,Ω\Γ

)
(3.49)

which leads to

‖uh − vh‖1,Ω\Γ ≤ CP c−1
A sup

wh∈V h\{0}

|(b, {σν(wh)})Γ|
‖wh‖1,Ω

+ CP c
−1
A cA‖u− vh‖1,Ω\Γ

(3.50)
The bound (3.48) then follows from the triangle inequality.

For quasi-uniform meshes, Lemma 1 and Theorem 2 lead to a simple asymptotic
characterization of the global approximation properties of WSM in the H1-norm.
This characterization is detailed in the following corollary:

Corollary 3. Assume that the conditions of Lemma 1 hold and that the sequence of
partitions TH is quasi-uniform with respect to the mesh parameter, i.e., for all h ∈ H
there exist constants C > 0 and C > 0 independent of h such that Ch ≤ diam(κ) ≤ Ch
for all κ ∈ Th. It then holds that

‖u− uh‖1,Ω\Γ ≤ Ch−1/2 (3.51)

as h→ 0.

Proof. Subject to the quasi-uniformity condition on the sequence of partitions, we
have

‖b‖Th,Γ =

( ∑
s∈Sh

h−1
s ‖b‖2s

)1/2

≤ 2C−1/2h−1/2

( ∑
s∈Sh

‖b‖2s
)1/2

= 2C−1/2h−1/2‖b‖Γ

(3.52)
It then follows from (3.47) and (3.48) that

‖u−uh‖1,Ω\Γ ≤
(
1 + CP c

−1
A cA

)
inf

vh∈V h

‖u−vh‖1,Ω\Γ + 2−1/2CP c
−1
A cACΓM

1/2‖b‖Th,Γ

≤ C + Ch−1/2

(3.53)
and the assertion follows in the limit h→ 0.
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The potential divergence of the bound in Corollary 3 does of course not imme-
diately imply that the error in the WSM approximation itself increases as h → 0.
However, Theorem 4 below asserts that ‖u − uh‖Ω vanishes as h → 0. From this
result, the continuity of uh and the discontinuity of u, one can infer that, indeed,
‖u− uh‖1,Ω\Γ must diverge as h→ 0.

Theorem 2 conveys that for each h > 0, it holds that u − uh ∈ L2(Ω). Based
on the Aubin-Nitsche Lemma, we can therefore construct an estimate of the error in
the WSM approximation in the L2-norm. The estimate is formulated in Theorem 4
below. Some auxiliary conditions on the domain Ω are required, as specified in the
premises of the theorem.

Theorem 4 (Global approximation properties of WSM in the L2-norm). Assume that
the conditions of Lemma 1 hold. In addition, assume that Ω is convex or of class C2.
Let u denote the solution to (3.11) and let uh ∈ V h denote the WSM approximation

according to (3.23). Let T h denote the intersection of γΓ(V h) with H
1/2
0 (Γ). It holds

that∣∣(u− uh, ϕ)
∣∣ ≤ C

(
|u− uh|1,Ω\Γ + ‖b‖Th,Γ

)
inf

vh∈V h

|zϕ − vh|1,Ω

+ C inf
λh∈T h

(
‖ϕ‖Ω

∥∥b− λh∥∥Γ
+
(
‖λh‖1/2,Γ + ‖λh‖Th,Γ

)
inf

wh∈V h

|zϕ − wh|1,Ω\Γ
)

(3.54)

for arbitrary ϕ ∈ L2(Ω) and a corresponding zϕ ∈ H2(Ω) ∩ H1
0,D(Ω) such that

‖zϕ‖2,Ω ≤ C ‖ϕ‖Ω, with ‖ · ‖Th,Γ defined by (3.43).

Proof. For arbitrary ϕ ∈ L2(Ω), consider the dual problem (in the sense of distribu-
tions):

−div σ(zϕ) = ϕ in Ω (3.55a)

zϕ = 0 on D (3.55b)

σn(zϕ) = 0 on N (3.55c)

or, equivalently, in weak form:

z ∈H1
0,D(Ω) : aΓ(v, zϕ) = (v, ϕ)Ω ∀v ∈H1

0,D(Ω) (3.56)

By virtue of the smoothness conditions on the elasticity tensor (3.27), the conditions
on the domain, and the smoothness of the (homogeneous) boundary data in (3.55b)
and (3.55c), the dual problem (3.55) possesses an elliptic-regularity property (see,
e.g., [27, 11]). The regularity property implies that the dual solution resides in
H2(Ω) ∩H1

0,D(Ω) and satisfies the estimate ‖zϕ‖2,Ω ≤ C ‖ϕ‖Ω.

Denoting by `b ∈H1
0,D(Ω \ Γ) a suitable lift of b such that J`bK = b, it holds that

u − `b ∈ H1
0,D(Ω). Moreover, the WSM approximation uh resides in H1

0,D(Ω). The
dual problem (3.56) therefore gives:

(u− uh, ϕ)Ω = (u− `b, ϕ)Ω + (`b, ϕ)Ω − (uh, ϕ)Ω

= aΓ(u− `b, zϕ) + (`b, ϕ)Ω − aΓ(uh, zϕ)

= aΓ(u, zϕ)− aΓ(uh, zϕ)−
(
aΓ(`b, zϕ)− (`b, ϕ)Ω

) (3.57)
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By means of (3.33), the term in parenthesis in the ultimate expression can be identi-
fied as the weak formulation of (b, {σν(zϕ)})Γ. However, for zϕ ∈H2(Ω) ∩H1

0,D(Ω),
the trace theorem asserts that σν(zϕ) ∈ L2(Γ) and (b, {σν(zϕ)})Γ coincides with its
extension to a duality pairing. From the weak form of the Volterra dislocation prob-
lem (3.11) it moreover follows that aΓ(u, zϕ) = l(zϕ). The Galerkin-orthogonality
property of the WSM approximation (3.23) then yields the following identities:

(u− uh, ϕ)Ω = l(zϕ − vh)− aΓ(uh, zϕ − vh) + (b, {σν(vh)})Γ − (b, {σν(zϕ)})Γ

= aΓ(u− uh, zϕ − vh)− (b, {σν(zϕ)} − {σν(vh)})Γ

(3.58)
which are valid for all vh ∈ V h.

For the first term in the final expression in (3.58) we can construct an appropriate
bound without further digression. However, the second term, pertaining to the dif-
ference between the average traction of z ∈H2(Ω) ∩H1

0,D(Ω) and the average of the
direct evaluation of the traction of the finite-element function vh ∈ V h, is more diffi-
cult to estimate. The essential complication in constructing an estimate, is that the
direct evaluation of the traction of the Galerkin finite-element approximation of (3.56)
in V h does not coincide with the weak formulation, because V h /∈ H1

div σ(Ω); see
also [14]. Approximation results are available for the weak formulation of the traction
(see, for instance, [13]) but, to our knowledge, not for the direct formulation.

To estimate the second term in (3.58), we will use an auxiliary Nitsche-type
approximation [54] to the dual problem. We consider the broken approximation

spaces V̂ h according to (3.19). Moreover, we define V̂ (h) :=
(
H2(Ω \ Γ) ∩H1

0,D(Ω \
Γ)
)

+ V̂ h. We equip V̂ (h) with the mesh-dependent inner product

(u, v)V̂ (h) = aΓ(u, v) + ζ
∑
s∈Sh

h−1
s (JuK, JvK)s (3.59)

and the corresponding norm ‖ · ‖V̂ (h). We note that the embedding of H2(Ω \ Γ)

into V̂ (h) is continuous, i.e., ‖v‖V̂ (h) ≤ C ‖v‖2,Ω\Γ for all v ∈H2(Ω \ Γ). We define

the bilinear operator âΓ : V (h)× V h → R according to:

âΓ(u, v) = aΓ(u, v)− (JvK, {σν(u)})Γ + θ
∑
s∈Sh

(JuK, JvK)s (3.60)

with θ a suitable constant. For a suitable choice of the constants ζ and θ, the bilinear
form in the left member of (3.61) is continuous and coercive on V̂ h×V̂ h and âΓ(u, ·) :

V̂ h → R represents a continuous linear functional for all u ∈ V (h). Let zϕh ∈ V̂ h

denote the solution to the following Nitsche-type projection problem:

zϕh ∈ V̂ h : âΓ(zϕh, wh) = âΓ(zϕ, wh) ∀wh ∈ V̂ h (3.61)

By virtue of the continuity and coercivity of âΓ on V̂ h × V̂ h and the continuity of
âΓ(zϕ, ·) on V̂ h, the projection problem (3.61) defines a unique element zϕh ∈ V̂ h

which satisfies

‖zϕ − zϕh‖V̂ (h) ≤ C inf
wh∈V̂ h

‖zϕ − wh‖V̂ (h) ≤ C inf
wh∈V h

|zϕ − wh|1,Ω (3.62)
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The first inequality in (3.62) is a straightforward consequence of Céa’s lemma. The

second inequality follows from V h ⊂ V̂ h, the continuity of functions in V h and
(3.14a).

By adding a suitable partition of zero to the second term in (3.58) and applying
the triangle inequality, we obtain:∣∣(b, {σν(zϕ)} − {σν(vh)})Γ

∣∣ ≤ ∣∣(b, {σν(zϕ − zϕh)})Γ

∣∣+
∣∣(b, {σν(vh − zϕh)})Γ

∣∣ (3.63)

For the first term in the right-member of (3.63), we derive from (3.61) and (3.62):∣∣(b, {σν(zϕ − zϕh)})Γ

∣∣ =∣∣(b− JwhK, {σν(zϕ − zϕh)}
)

Γ
+ aΓ(wh, zϕ − zϕh)− θ

∑
s∈Sh

h−1
s (JwhK, JzϕhK)s

∣∣
≤
∥∥b− JwhK

∥∥
Γ

(
‖{σν(zϕ)}‖Γ + ‖{σν(zϕh)}‖Γ

)
+ cA|wh|1,Ω\Γ|zϕ − zϕh|1,Ω\Γ + θ

∥∥JwhK∥∥Th,Γ∥∥JzϕhK∥∥Th,Γ (3.64)

for all wh ∈ V̂ h. The trace theorem implies ‖{σν(zϕ)}‖Γ ≤ C ‖zϕ‖2,Ω ≤ C ‖ϕ‖Ω.
The continuity of âΓ and aΓ implies that ‖{σν(zϕh)}‖Γ ≤ C ‖zϕh‖V̂ (h). Moreover,

by virtue of (3.62) and the continuity of the embedding of H2(Ω) into V̂ (h) it holds
that ‖zϕh‖V̂ (h) ≤ C ‖zϕ‖V̂ (h) ≤ C ‖zϕ‖2,Ω ≤ C ‖ϕ‖Ω. Hence, we have ‖{σν(zϕ)}‖Γ +

‖{σν(zϕh)}‖Γ ≤ C ‖ϕ‖Ω. Noting that T h = γΓ(V h) ∩H
1/2
0 (Γ) coincides with {JwhK :

wh ∈ V̂ h}, for all λh ∈ T h there exists a wh ∈ V̂ h such that JwhK = λh and
|wh|1,Ω\Γ ≤ C ‖λ‖1/2,Γ. From (3.62)–(3.64) we deduce:∣∣(b, {σν(zϕ − zϕh)})Γ

∣∣ ≤ C
(
‖ϕ‖Ω

∥∥b− λh∥∥Γ

+
(
‖λh‖1/2,Γ + ‖λh‖Th,Γ

)
inf

wh∈V h

|zϕ − wh|1,Ω\Γ
)

(3.65)

for all λh ∈ T h, with ‖ · ‖Th,Γ according to (3.43). For the second term in the right-
member of (3.63) we deduce from (3.47), the triangle inequality and (3.62):∣∣(b, {σν(vh − zϕh)})Γ

∣∣ ≤ 2−1/2cACΓM
1/2‖b‖Th,Γ|vh − zϕh|1,Ω\Γ

≤ C ‖b‖Th,Γ
(
|zϕ − vh|1,Ω + inf

wh∈V h

|zϕ − wh|1,Ω
) (3.66)

with C independent of h. Collecting the results in (3.58)–(3.66) and taking the
infimum with respect to vh and λh, one obtains the estimate in (3.54).

Under slightly stronger conditions on the regularity of the slip distribution b,
we can derive from Theorem 4 a straightforward characterization of the asymptotic
approximation properties of WSM in the L2-norm for quasi-uniform meshes in the
limit as h→ 0:

Corollary 5. Assume that the conditions of Corollary 3 and Theorem 4 hold and,

moreover, b ∈H1(Γ)∩H1/2
0 (Γ). Let u denote the solution to (3.11) and let uh ∈ V h

denote the WSM approximation according to (3.23). It holds that

‖u− uh‖Ω ≤ Ch1/2 (3.67)

as h→ 0.
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Proof. Based on the estimate ‖zϕ‖2,Ω ≤ C ‖ϕ‖Ω, it follows from standard interpola-
tion theory in Sobolev spaces (see, for instance, [26, 12]) that infvh∈V h

|z − vh|1,Ω ≤
Ch‖ϕ‖Ω. Similarly, for b in H1(Γ)∩H1/2

0 (Γ), we have infλh∈T h ‖b−λh‖Γ ≤ Ch‖b‖1,Γ.
Setting λ∗h = arg infλh∈T h ‖b − λh‖Γ, it holds that ‖λ∗h‖1/2,Γ ≤ C and ‖λ∗h‖Th,Γ ≤
Ch−1/2. From (3.52) we obtain ‖b‖Th,Γ ≤ Ch−1/2 and, in turn, it follows from Theo-
rem 2 that |u− uh|1,Ω ≤ Ch−1/2 as h→ 0. Inserting the above estimates into (3.54),
we derive:

‖u− uh‖Ω = sup
ϕ∈L2(Ω)\{0}

|(u− uh, ϕ)Ω|
‖ϕ‖Ω

≤ sup
ϕ∈L2(Ω)\{0}

1

‖ϕ‖Ω

(
Ch−1/2h‖ϕ‖Ω + Ch‖ϕ‖Ω +

(
1 + h−1/2

)
h‖ϕ‖Ω

)
(3.68)

as h→ 0. The estimate in (3.67) then follows straightforwardly by combining terms.

Remark. The reinforced regularity condition b ∈ H1(Γ) ∩H
1/2
0 (Γ) on the slip dis-

tribution ensures that infλh∈T h ‖b − λh‖Γ ≤ Ch as h → 0. Noting that the weaker
estimate infλh∈T h ‖b − λh‖Γ ≤ Ch1/2 suffices to obtain the result in Corollary 5,
one is lead to question whether the reinforced regularity condition on b is actually
necessary. If the condition is dismissed, however, an interpolation estimate in the
fractional Sobolev space H

1/2
0 (Γ) is required. Interpolation estimates in fractional

Sobolev spaces are technical (see, for instance, [23]) and the particular result required
here is to our knowledge not available.

It is noteworthy that the asymptotic convergence behavior according to Corollary 5
is consistent with the notion that the continuous WSM approximation incurs an
O(1) error, pointwise, in the O(h) neighborhood of the discontinuity composed of the
intersected elements as h→ 0. In particular, denoting by Γh the union of the elements
for which the intersection of the fault with the closure of the element is non-empty,
it holds that

‖1‖Γh =
(
measN (Γh)

)1/2
= O(h1/2) (3.69)

as h→ 0, with measN (Γh) the N -Lebesgue measure of Γh.

3.3.3 Local approximation properties

Next, we consider the local approximation properties of WSM, i.e., on Ω excluding a
small neighborhood of the fault. To this end, we will relate the WSM approximation to
the standard Galerkin approximation associated with a locally supported lift, outside
the support of the lift.

For arbitrary ε > 0, let κε := {x ∈ Ω : dist(x,κ) < ε} denote the open
ε-neighborhood of the dislocation fault. We consider a lift `b ∈ H1

0,D(Ω \ Γ) of b
with compact support in κε. Let ūh ∈ V h denote the Galerkin approximation of
the continuous complement of the solution with respect to the jump lift `b according
to (3.17). As a straightforward consequence of Céa’s lemma, it follows that ūh + `b is
endowed with the quasi-optimal approximation property:

‖u− (ūh + `b)‖1,Ω\Γ ≤ C inf
vh∈V h

‖u− (vh + `b)‖1,Ω\Γ (3.70)
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A meaningful characterization of the local approximation properties of WSM is there-
fore provided by an estimate for the deviation ‖ūh + `b − uh‖1,Ω\κε between the
WSM approximation uh and the local-lift-based approximation ūh + `b. Note that
κε ⊃ supp(`b) implies that `b vanishes on Ω \κε and, hence, the estimate pertains to
the deviation between ūh ∈ V h and uh ∈ V h.

The characterization of the local approximation properties of WSM in the H1-
norm in Theorem 7 below is based on the interpolation of a particular extension of
functions in V h onto κε. Specifically, we consider an extension corresponding to the
operator E : V h →H1(Ω):

E(vh) = vh in Ω \ κε (3.71a)

−div σ
(
E(vh)

)
= 0 in κε (3.71b)

in the sense of distributions, and its optimal approximation in the norm defined by
aΓ(·, ·):

Eh(vh) = arg min
wh∈vh+V h,κε

aΓ

(
E(vh)− wh, E(vh)− wh

)
(3.72)

where V h,κε := {vh ∈ V h : supp(vh) ⊆ κε} 6= ∅ denotes the class of approximation
functions of which the support is confined to κε. Note that V h,κε 6= ∅ implies ε ≥ Ch.

Equations (3.71a) and (3.72) imply that E(vh) and Eh(vh) coincide with vh out-
side κε. Inside κε, the extension E(vh) is defined by the homogeneous elasticity
problem (3.71b). From E(vh) ∈H1(Ω) it follows that E(vh) is continuous at ∂κε in
the trace sense, which implies that (3.71b) is complemented by the Dirichlet boundary
condition E(vh) = vh on ∂κε. By virtue of the smoothness condition on the elasticity
tensor in (3.27), the extension operator according to (3.71) exhibits an interior regu-
larity property on κε. In particular, for all vh ∈ V h it holds that E(vh) ∈ H2

loc(κε)
(i.e., φE(vh) ∈ H2(κε) for any φ ∈ C∞(Ω) with compact support in κε) and the
following estimate holds for each open subset K b κε:

‖E(vh)‖2,K ≤ C ‖E(vh)‖κε ∀vh ∈ V h; (3.73)

see, for instance, [27, §6.3.1] or [46, §2.3] for further details. It is important to note
that estimate (3.73) in conjunction with the trace theorem implies that∥∥{σν(E(vh))}

∥∥
κ ≤ C

∥∥E(vh)
∥∥

1,κε ∀vh ∈ V h , (3.74)

for some C > 0 independent of vh, provided that there exists an open subset K b κε
such that κ ⊂ K. This provision implies that the dislocation must be properly con-
tained in Ω. The proof of Theorem 7 involves an estimate of the difference between the
average traction of E(vh) and its approximation Eh(vh) according to (3.72). In gen-
eral, we can estimate (b, {σν(E(vh)−Eh(vh))})Γ in the same manner as in the proof
of Theorem 4. The bound (3.74) in combination with the optimal-approximation
property of Eh(vh) in (3.72) however suggests that in this case a sharper estimate
can be established. The derivation of such a refined estimate is intricate, however,
as (b, {σν(·)})Γ is unbounded on H1(Ω) and the estimate involves the difference be-
tween E(vh) and Eh(vh), which reside in different subspaces of H1(Ω). We therefore
formulate the refined estimate in the form of a conjecture:
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Conjecture 6. Assume that there exist an ε∗ > 0 and an open subset K b κε
such that κ ⊂ K. Consider a sequence of approximation spaces V H, the extension
operator according to (3.71) and its approximation according to (3.72). For all ε ≥ ε∗
and all vh ∈ V h, it holds that∥∥{σν(E(vh)− Eh(vh))}

∥∥
κ ≤ C

∥∥E(vh)− Eh(vh)‖1,κε (3.75)

for some constant C > 0 independent of h.

Theorem 7 below presents a general characterization of the local approximation
properties of WSM, independent of Conjecture 6, and a refinement, which is contin-
gent on the conjecture.

Theorem 7 (Local approximation properties of WSM in the H1-norm). Assume
that there exist an ε∗ > 0 and an open subset K b κε such that κ ⊂ K. For
arbitrary ε ≥ ε∗, let `b ∈ H1

0,D(Ω \ Γ) denote a lift of b such that supp(`b) ⊂ κε.
Given a sequence of approximation spaces V H, for each h ∈ H let ūh denote the
approximation of the continuous complement corresponding to `b in (3.17) and let
uh ∈ V h denote the WSM approximation according to (3.23). Consider the extension
operator in (3.71) and its approximation in V h according to (3.72). It holds that

‖ūh + `b − uh‖21,Ω\κε ≤ C ‖`b‖1,κε\Γ‖E(ūh − uh)− Eh(ūh − uh)‖1,κε

+ C
∣∣(b, {σν(E(ūh − uh)− Eh(ūh − uh))}

)
Γ

∣∣ (3.76)

for some constant C > 0 independent of h and ε. If, in addition, Conjecture 6 holds,
then

‖ūh + `b − uh‖1,Ω\κε ≤ C
(
‖`b‖1,κε\Γ + ‖b‖Γ

)
sup

vh∈V h

inf
wh∈vh+V h,κε

‖E(vh)− wh‖1,κε
‖vh‖1,Ω\κε

(3.77)
for some constant C > 0 independent of h and ε.

Proof. We use the condensed notation Eh := Eh(ūh−uh). Noting that (3.72) implies
that Eh coincides with ūh − uh on Ω \ κε and that supp(`b) ⊂ κε, it holds that

‖ūh + `b − uh‖1,Ω\κε = ‖ūh − uh‖1,Ω\κε ≤ ‖Eh‖1,Ω (3.78)

Using the Poincaré inequality (3.15) and the strong positivity of aΓ(·, ·) according
to (3.14b), we obtain the following bound:

‖Eh‖21,Ω ≤ (1 + Cp)c
−1
A

∣∣aΓ

(
Eh, Eh

)∣∣ (3.79)

By introducing a suitable partition of zero, we derive from the WSM formulation
(3.23) and the lift-based Galerkin approximation (3.17):

aΓ

(
Eh, Eh

)
= aΓ

(
ūh − uh, Eh) + aΓ(Eh − (ūh − uh), Eh)

=
(
b, {σν(Eh)}

)
Γ
− aΓ(`b, Eh) + aΓ(Eh − (ūh − uh), Eh)

(3.80)

By virtue of (3.71b), aΓ(vh, E(ūh − uh)) vanishes for all vh ∈ V h,κε . The optimality
condition associated with (3.72) therefore reduces to:

aΓ(vh, Eh) = 0 ∀vh ∈ V h,κε . (3.81)

54



Noting that Eh−(ūh−uh) ∈ V h,κε , Equation (3.81) implies that the right-most term
in the ultimate expression in (3.80) vanishes. By virtue of the interior regularity of
E(ūh − uh), the following identity holds:

aΓ

(
`b, E(ūh − uh)

)
=
(
b, {σν(E(ūh − uh))}

)
Γ

(3.82)

Let us note that (3.82) corresponds to the (admissible) identification of the duality

pairing between b ∈ H
1/2
0 (κ) and {σν(E(ūh − uh))} ∈ H−1/2(κ) to an L2 inner

product. From (3.80)–(3.82) and the triangle inequality we then deduce that:∣∣aΓ(Eh, Eh)
∣∣ ≤ ∣∣aΓ(`b, E(ūh − uh)− Eh)

∣∣+
∣∣(b, {σν(E(ūh − uh)− Eh)})Γ

∣∣ (3.83)

We recall that E(ūh − uh) − Eh vanishes on Ω \ κε. Estimate (3.76) then follows
straightforwardly from (3.78), (3.79), (3.83) and the continuity of aΓ(·, ·) according
to (3.14a).

To prove the auxiliary assertion (3.77), we note that ‖E(vh) − Eh(vh)‖1,Ω in
fact depends only on the trace of vh on ∂κε and, by the trace theorem, it holds
that ‖E(vh)−Eh(vh)‖1,Ω ≤ C ‖vh‖1,Ω\κε . Therefore, if Conjecture 6 holds, we obtain
from (3.76):

‖ūh − uh‖21,Ω\κε ≤ C
(
‖`b‖1,κε\Γ + ‖b‖Γ

)∥∥E(ūh − uh)− Eh(ūh − uh)
∥∥

1,κε

≤ C
(
‖`b‖1,κε\Γ + ‖b‖Γ

)
sup

vh∈V h

‖E(vh)− Eh(vh)‖κε
‖vh‖1,Ω\κε

‖ūh − uh‖1,Ω\κε

(3.84)
Estimate (3.77) follows directly from the identity in (3.78), the ultimate bound
in (3.84) and the definition of Eh in (3.72).

Theorem 7 essentially implies that if the lift-based approximation (3.17) displays
optimal global convergence, then the WSM approximation (3.23) displays optimal
local convergence.

Corollary 8. Assume that Conjecture 6 holds and that there exist an ε∗ > 0 and
an open subset K b κε∗ such that κ ⊂ K. Assume that Aijkl ∈ Ck+1(Ω) for
some integer k ≥ 0 and that Ω is convex or of class Ck+2. Assume that b ad-
mits a sufficiently smooth local lifting, in particular, that there exists an `b such that
{σν(`b)} = 0, div σ(`b) ∈ Hk(Ω) and supp(`b) ⊂ κε. Let V H denote a sequence of
H1(Ω)-conforming piecewise polynomial approximation spaces of degree p ≥ 1 with
approximation property (3.18). Let u denote the solution to the Volterra dislocation
problem (3.11) and let uH denote the sequence of WSM approximations (3.23) corre-
sponding to the approximation spaces V H. It holds that

‖u− uh‖1,Ω\κε ≤ Chl (3.85)

as h→ 0 with C > 0 independent of h and l = min{p, k + 1}.

Proof. Note that the following integration-by-parts identity holds for all v ∈H1(Ω):

aΓ(`b, v) =

∫
∂(Ω\Γ)

v · σn(`b)−
∫

Ω\Γ
v · div σ(`b)

=

∫
Γ

v · {σν(`b)} −
∫

Ω\Γ
v · div σ(`b)

(3.86)
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The second identity follows by rearranging terms and applying (3.8). The first term in
the ultimate expression in (3.86) vanishes by virtue of the conditions on `b. Moreover,
because l(v) = (f, v) = 0, the right member of (3.12) corresponds to

l(v)− aΓ(`b, v) = −
∫

Ω\Γ
v · div σ(`b) (3.87)

By virtue of div σ(`b) ∈ Hk(Ω) and the conditions on the elasticity tensor and the
domain, it then holds that the continuous complement ū in (3.12) resides in Hk+2(Ω);
see, for instance, [27, Theorem 6.3.5]. The quasi-optimality of the Galerkin approx-
imation (3.17) in combination with the optimal approximation properties of V h ac-
cording to (3.18) implies that ‖ū − ūh‖1,Ω ≤ Chl. Moreover, the conditions on the

elasticity tensor imply that E(vh) ∈Hk+2
loc (κε) and, in turn, (3.18) yields:

sup
vh∈V h

inf
wh∈vh+V h,κε

‖E(vh)− wh‖1,κε
‖vh‖1,Ω\κε

≤ Chl (3.88)

The estimate (3.85) then follows from

‖u− uh‖1,Ω\κε ≤ ‖ū− ūh‖1,Ω + ‖ūh + `b − uh‖1,Ω\κε (3.89)

and Theorem 7.

3.4 Numerical results

We will assess the approximation properties of the Weakly-enforced Slip Method
on the basis of three different test cases. All three test cases are designed to have
analytical results available. This allows us to compare the exact solution of boundary
value problem (3.5) with the WSM solution (3.23) and study the behavior of errors
and convergence under refinement of the finite finite-element mesh.

The considered test cases are:

I. a two-dimensional infinite domain loaded in plane strain, with a straight, finite
dislocation and smooth slip distribution,

II. a three-dimensional semi-infinite domain with traction-free surface, a planar,
non-rupturing dislocation and constant slip, and

III. a three-dimensional semi-infinite domain with traction-free surface, a planar,
surface rupturing dislocation and constant slip.

All three test cases are in principle set on infinite domains. To make the problems
amenable to treatment by the finite-element method, we truncate the domains, and
restrict the analyses to suitably large, but finite, neighbourhoods of the dislocation.
In order to focus on the treatment of the dislocations, boundary truncation errors are
controlled by constraining the finite-element approximation to the analytical solution
at the artificial lateral boundaries.

Let us note that of the three test cases, only the first one is by design in full
accordance with the theory developed in Section 3.3. Test case II and III feature a
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η ξ

κ

Ω = [−1, 1]× [−1, 1]

D

Figure 3.4 – Schematic overview of test case I. The dashed line marks the computational
domain, which is a truncation of the actual (infinite) domain. A unit-length dislocation κ is
placed at an arctan(3/4) angle with the horizontal axis at the center of the computational
domain.

piecewise constant slip to match available analytical solutions, violating the condition
of Lemma 1 which states that the slip can be lifted into H1

0,D(Ω\Γ), i.e., b ∈H
1/2
0 (κ).

Test case III moreover considers a rupturing fault and, accordingly, it has nonzero
slip at the intersection with the domain boundary. The results below convey that the
main results of the theory nonetheless uphold, suggesting that the conditions under
which they apply can be relaxed.

3.4.1 Test case I: 2D plane strain

The first test case is a line dislocation in plane strain in an infinite two-dimensional
isotropic domain. The dislocation is straight and of unit length, with a smoothly
varying slip that is tangent to the dislocation line, making it a pure shear dislocation.
Figure 3.4 shows a schematic of the computational setup.

Introducing an arclength coordinate ξ along the fault, we consider a smooth,
piecewise quadratic slip distribution according to:

b : R→ b0


3
2 + 6ξ + 6ξ2 − 1

2 < ξ < − 1
6

1− 12ξ2 − 1
6 < ξ < 1

6
3
2 − 6ξ + 6ξ2 1

6 < ξ < 1
2

0 otherwise

(3.90)

The dislocation, which corresponds to the support of the slip, is located in the interval
ξ ∈ [− 1

2 ,
1
2 ]. The slip is symmetric, with zero displacement at the tips and smoothly

opening and closing. We set the scaling factor b0 = 0.1. The value of b0 is however
non-essential on account of the linearity of the problem. An analytical solution to
this problem can be constructed for an infinite, homogeneous, isotropic domain, by
adapting the well known solution for edge dislocations [38]. Introducing a perpendic-
ular coordinate η, the resulting displacement along the (ξ, η) coordinates is expressed
in terms of Lamé parameters λ and µ as

u(ξ, η) = b0
[
6U(ξ − 1

2 , η)− 18U(ξ − 1
6 , η) + 18U(ξ + 1

6 , η)− 6U(ξ + 1
2 , η)

]
(3.91)
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A finite sized problem is obtained by truncating the domain to Ω = (−1, 1)2 and
introducing a Dirichlet condition at the boundary ∂Ω = D with data corresponding
to the exact solution. The fault is located in the center of the domain at an angle of
arctan(3/4). All numerical results are generated for Lamé parameters λ = 1, µ = 1.

Figure 3.5 shows the exact solution of Eqn. (3.91) (left) in the deformed config-
uration, side by side with the WSM approximation for linear shape functions on a
16 × 16 mesh (right). The colors indicate displacement magnitude on a log scale.
The grid-line pattern represents the distortion of a mesh that is uniform in the un-
deformed configuration. The lines coincide with element edges for the finite element
computation on the right, and are matched on the left to facilitate visual compari-
son. Because the test case is symmetric, we expect the images to be approximately
rotationally symmetric. We observe that the rotational symmetry breaks at the dis-
location, where the exact solution is discontinuous, while the WSM approximation is
continuous throughout the domain.

The global symmetry of the displacement pattern of Figure 3.5 indicates that the
error induced by the WSM approximation diminish with distance from the dislocation.
To quantify this observation, Figure 3.6 shows the errors for a 16 × 16 mesh (left),
and for a sequence of meshes along the line B–B’ perpendicular to the fault (right).
The latter shows that for every mesh the error decays exponentially with increasing
distance from the fault, with the exception of a narrow zone in the vicinity of the
dislocation, where the error displays a transition to the constant error 1

2b0 at the
dislocation. One may observe that the error at the dislocation is independent of
element size. Away from the dislocation, errors are seen to decrease with element
size, approximately reducing by 100.6 ≈ 4 whenever the mesh width is halved. This
error reduction provides a first indication that local L2 convergence is optimal at
O(hp+1) as h→ 0.
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Figure 3.7 – Mesh convergence of WSM applied to test case I, showing the L2-norm (top)
and H1-norm (bottom) of the error for linear (left) and quadratic (right) shape functions.
The markers corresponds to mesh sequences of {4×4, 8×8, . . . , 128×128} elements are con-
sidered. The global error is computed by integration over the entire computational domain
Ω, the local error by integration over the >0.1 distance exterior around κ, bounded by the
dotted line in Figure 3.6.
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Convergence of the WSM approximation under mesh refinement is further exam-
ined in Figure 3.7, which displays the L2-norm and H1-norm of the error for both
linear (p = 1) and quadratic (p = 2) shape functions. The curve marked ‘global’
shows the error integrated over the entire computational domain. The curve marked
‘local’ shows the error integrated over the domain excluding an 0.1-neighborhood of
the dislocation, corresponding to the dotted area in Figure 3.6. We observe that for
both linear and quadratic approximations, the global H1-norm of the error diverges
as O(h−1/2) as h→ 0, while the global L2-norm of the error converges as O(h−1/2),
independent of the order of approximation. This asymptotic behavior is in accor-
dance with the estimates in Corollaries 3 and 5. Figure 3.7 moreover corroborates
that the local H1-norm of the error converges as O(hp) as h→ 0, in agreement with
the estimate in Corollary 8. The local L2-norm of the error, for which no theory was
developed, also displays an optimal convergence rate of O(hp+1) as h→ 0.

3.4.2 Test case II: 3D traction-free halfspace

The second test case is a planar dislocation buried in a semi-infinite, three dimensional,
homogeneous, isotropic domain with a flat, traction-free surface. The dislocation is a
rectangular plane, the sides of which are displaced over a constant distance in both
strike and in dip direction, such that in geodetic terms the setting is that of an
oblique left-lateral thrust fault. Figure 3.8 shows a schematic of the computational
setup. Analytical solutions to this problem have been derived by Okada [55, 56]. We
use homogeneous Lamé constants λ = 1, µ = 1 for all subsequent computations.

Computations are performed on a truncated domain Ω = [−1, 1]× [−1, 1]× [−1, 0],
with Dirichlet conditions enforcing the Okada solution at the five truncation planes.
Figure 3.9 shows displacements along the intersection planes A-A’ and B-B’ indicated
in Figure 3.8. The topmost figure shows the exact solution according to Okada’s
equations. The middle and bottom figures display the WSM approximation of the
displacement on a 16× 16× 8 mesh, for linear and quadratic shape functions, respec-
tively. The displacement fields in the WSM approximations are seen to be continuous
everywhere, though they become highly irregular at the dislocation. At further dis-
tances from the dislocation, however, the approximations exhibit very good agreement
with the exact solution, despite the coarseness of the considered mesh.

Figure 3.10 examines convergence of the global and local norms of the error under
mesh refinement. The results confirm the O(h−1/2) divergence and the O(h1/2) con-
vergence of the global H1-norm and global L2-norm, respectively, in agreement with
the estimates in Corollaries 3 and 5. Furthermore, we observe O(hp) convergence
of the local H1-norm in accordance with the estimate in Corollary 8 and O(hp+1)
convergence for the local L2-norm. Figure 3.10 moreover displays the L2-norm of
the displacement error at the surface, which exhibits an optimal convergence rate of
O(hp+1). It is to be noted that the agreement of the observed convergence rates for
the global H1-norm and L2-norm and the local H1-norm with the estimates in Sec-
tion 3.3 is non-obvious, as a piecewise constant slip cannot be lifted into H1

0,D(Ω\Γ),
and the test case under consideration therefore fails to meet the conditions imposed
in Section 3.3.
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Figure 3.8 – Schematic overview of test case
II. A 1 × 3−1/2 sized dislocation plane is po-
sitioned at 15◦ strike and 30◦ dip, spanning
a 0.25–0.75 depth range. The surface is trac-
tion free. Dashed faces mark the computa-
tional domain, which is a truncation of the ac-
tual (semi-infinite) domain. The fault is rep-
resented by the B–B’ plane, where at κ the
medium is dislocated by a constant 0.2 dis-
placement in strike direction and a constant
0.1 displacement in dip direction. The perpen-
dicular intersection plane A–A’ serves visual-
ization purposes only; see Figures 3.9 and 3.12.
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Figure 3.9 – Cross-section views of the displacement field of test case II, corresponding
to the A-A’ and B-B’ intersection planes of Figure 3.8: exact displacement as derived by
Okada [56] (top) and WSM approximation on a 16 × 16 × 8 mesh with linear (middle)
and quadratic shape functions (bottom). Colors indicate the displacement magnitude on a
logarithmic scale analogous to Figure 3.5. Arrows indicate direction only.
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Figure 3.10 – Mesh convergence of WSM for test case II. The figures are analogous to
Figure 3.7, with the addition of the L2-norm of the error in the displacement at the traction-
free surface.

3.4.3 Test case III: 3D traction-free rupturing halfspace

The third test case is in everything equal to the second, except that the dislocation is
now extended in vertical direction to span a depth range of 0–0.75, and the dip slip
direction is reversed to form the geodetic equivalent of a rupturing reverse fault; see
Figure 3.11. Figure 3.12 shows the cross section displacements, and Figure 3.13 the
norms of the displacement-error under mesh refinement. We observe that the global
(resp. local) H1-norm and L2-norm of the error are again proportional to h−1/2

and h1/2 (resp. hp and hp+1), respectively. In addition to the L2-norm of the error
in the displacement field at the traction-free boundary, Figure 3.13 also presents the
local L2-norm of the error at the traction-free boundary, i.e., the error on the surface
excluding an 0.1-neighborhood of the dislocation. The global L2-norm of the surface
error converges with an asymptotic rate of O(h1/2). This suboptimal convergence
behavior is caused by the fact that in this case the discontinuity reaches the surface.
The local L2-norm of the error at the surface again display optimal convergence at a
rate of O(hp+1). It is to be noted that the convergence results for the global H1-norm
and L2-norm and the local H1-norm agree with the estimates in Section 3.3, despite
the fact that the analysis in Section 3.3 is restricted to non-rupturing faults.
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Figure 3.11 – Perspective pro-
jection of a WSM computation of
test case III, using linear shape
functions on a 128 × 128 × 64
mesh. Deformations are am-
plified by a factor 2 for visu-
alization purposes; colors repre-
sent displacement magnitude on
a log scale. The orientation aligns
roughly with that of Figure 3.8.
A spherical cut-out exposes part
of the interior of the domain, re-
vealing a zone of large displace-
ments local to the dislocation.
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Figure 3.12 – Cross-section views of the displacement field of test case III. The figures are
analogous to Figure 3.9.
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Figure 3.13 – Mesh convergence of WSM applied to test case III. The figures are analogous
to Figure 3.10, except that the L2-norm of the error on the surface is now indicated by ‘global
surface’ and additionally a ‘local surface’ L2-norm of the error has been plotted, excluding
an 0.1-neighborhood of the dislocation.

3.5 Conclusions

To solve Volterra’s dislocation problem by standard finite-elements techniques, the
dislocation is required to coincide with element edges. This requirement links the
finite-element mesh with the fault geometry, which prohibits the reuse of compu-
tational components in situations where multiple geometries have to be considered.
In particular, it renders the finite-element method infeasible in nonlinear inversion
problems.

To overcome the problems of standard finite-element techniques in nonlinear inver-
sion processes, in this paper we introduced the Weakly-enforced Slip Method (WSM), a
new finite-element approximation for Volterra’s dislocation problem in which the slip
discontinuity is weakly imposed in the right-hand-side load functional. Accordingly,
the bilinear form in the formulation and, hence, the stiffness matrix are independent
of the fault geometry. The method is summarized by the following weak formulation:

u ∈ V h : a(u, v) = −
∫

Γ

b · {σν(v)} ∀v ∈ V h .

The stiffness matrix depends on properties of the continuous domain only, namely,
variations in the elasticity and topology and geometry of the domain, and remains in-
dependent of fault geometry. Fault dependence manifests in the right-hand-side load
functional only. The load functional is formed by integrating over the fault, which is
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allowed to cut through elements. The integration along the fault is a non-standard
operation in finite-element methods, but we expect that it can be incorporated in most
existing finite-element toolkits with minor effort. We further note that no approxi-
mations are required regarding fault geometry and slip distribution, unlike lift-based
methods, which require a parametrization for both.

We established that as a consequence of the continuous approximation in WSM,
the dislocation is not resolved. Accordingly, the WSM approximation displays subop-
timal convergence in the L2-norm under mesh refinement. In particular, the L2-norm
of the error decays only as O(h1/2) as the mesh width h tends to 0, independent of the
order of approximation. Furthermore, the H1-norm of the error generally diverges
as O(h−1/2) as h → 0, independent of the order of approximation. In addition, we
however proved that WSM has outstanding local approximation properties, and that
the method generally displays optimal convergence in the H1-norm on the domain
excluding an arbitrarily small neighborhood of the dislocation. In particular, for any
ε-neighborhood κε of the dislocation, the ‖ · ‖1,Ω\κε norm of the error in the WSM
approximation generally converges as O(hp) as h→ 0, with p the polynomial degree
of the finite-element space.

Numerical experiments in 2D and 3D were conducted to verify and scrutinize the
approximation properties of WSM. The asymptotic error estimates for the global H1-
norm, the global L2-norm and the local H1-norm of the error were confirmed in all
cases, despite the fact that two of the test cases violate some of the conditions un-
derlying the asymptotic error estimates. In particular, the numerical results indicate
that the error estimates extend to rupturing faults, where the dislocation fissures the
traction-free surface. The numerical experiments moreover conveyed that the WSM
approximation displays optimal local convergence in the L2-norm, i.e., the ‖ · ‖Ω\κε-
norm of the error decays as O(hp+1) as h→ 0. For the non-rupturing-fault test case,
the error in the surface displacement converges optimally in the L2-norm at O(hp+1).
For the rupturing-fault test case, the L2-norm of the error at the surface converges at
O(h1/2), while the local L2-norm excluding a small neighborhood of the dislocation
again converges optimally at O(hp+1). Overall, the approximation obtained via WSM
is very well behaved, and the method proves remarkably robust.

Given the compelling properties of WSM one might be tempted to seek applica-
tion in other than our intended field of tectonophysics. Dislocation plasticity comes to
mind as one heavily relying on superposition of elastic dislocations. For many prob-
lems, however, the location of the fault will be known a-priori, in which case there is
no reason to avoid strong imposition. Moreover, often the internal stress is an impor-
tant quantity to be resolved, which with WSM suffers from inaccuracies in regions
close to the fault. In tectonophysics the primary observable is the displacement of
the free surface, which WSM is very well capable of resolving.

We believe that WSM can play an important, if specific, role in the application
of tectonic fault plane inversions. Being able to precompute the stiffness matrix and
a quality preconditioner, for any fault geometry and slip distribution under study, it
remains only to integrate over the 2D manifold and solve the system. This makes
it feasible to use finite elements in a direct nonlinear inversion. In the hands of
geophysicists, this tool will allow all available in-situ knowledge to be made part of
the forward model. We hope this will help to improve the accuracy of future co-seismic
analyses.
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4 | Inverting elastic
dislocations using the
WSM

Earthquakes cause lasting changes in static equilibrium, resulting in global
deformation fields that can be observed. Consequently, deformation mea-
surements such as those provided by satellite based InSAR monitoring can
be used to infer an earthquake’s faulting mechanism. This inverse problem
requires a numerical forward model that is both accurate and fast, as typ-
ical inverse procedures require many evaluations. The Weakly-enforced
Slip Method (WSM) was developed to meet these needs, but it was not
before applied in an inverse problem setting. Consequently, it was un-
known what effect particular properties of the WSM, notably its inherent
continuity, have on the inversion process.

Here we show that the WSM is able to accurately recover slip distri-
butions in a Bayesian-inference setting, provided that data points in the
vicinity of the fault are removed. In a representative scenario, an element
size of 1 km was found to be sufficiently fine to generate a posterior prob-
ability distribution that is close to the theoretical optimum. For rupturing
faults a masking zone of 10 km sufficed to avoid numerical disturbances
that would otherwise be induced by the discretization error. These results
demonstrate that the WSM is a viable forward method for earthquake in-
version problems. While our synthesized scenario is basic for reasons of
validation, our results are expected to generalize to the wider gamut of
scenarios that finite element methods are able to capture. This has the
potential to bring modeling flexibility to a field that is often forced to
impose model restrictions in a concession to computability.

This chapter is a verbatim copy of “Inverting elastic dislocations using the Weakly-
enforced Slip Method” by G.J. van Zwieten, E.H. van Brummelen and R.F. Hanssen;
International Journal for Numerical and Analytical Methods in Geomechanics, 2022
[76].

With the advent of satellite based interferometry, or InSAR, routine measurements
of the earth’s surface deformation have become available, providing a wealth of in-
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formation about subsurface processes [9]. One of these processes is tectonic faulting,
along with its violent manifestation, earthquakes. While the dynamics of the quake
itself cannot be measured from space in the way that seismometers do, what can be
measured to great accuracy is the lasting adjustments of static equilibrium to the de-
fect that results from the relative displacement, or slip, of two adjacent masses along
a fault.

Given two measurements of the earth’s surface covering the area of an earthquake,
of which one taken just prior, the other just after, it can be reasonably assumed
that the differences can be wholly attributed to the process of tectonic faulting [58].
Separation of co-seismic and post-seismic signal can be controlled by shortening the
satellite revisit time [25]. However, to establish the details of the faulting mechanism
that corresponds to the observed co-seismic deformation, such as the location and
orientation of the fault, and the amount, depth and direction of the slip that occurred,
we require an understanding of the physics bridging the two.

It is generally assumed that on the near-instantaneous time scale of co-seismic
deformation, the earth behaves to a good approximation elastically [62]. The default
model connecting the fault mechanism and surface observations, therefore, is that of
static, elastic dislocations. While a formal definition of this problem will be presented
in Section 4.1, sufficing at present is that this type of problem has been studied for
well over a century, during which a range of solution methods has been devised [78].

Of the many solution methods available, the most powerful is arguably the Finite
Element Method (FEM) [75], which is capable of incorporating all available knowledge
of material heterogeneity and surface topography and thus capturing the system to
the greatest detail. While FEM is occasionally used to establish slip [1], which is a
linear problem, inversion studies that aim to establish the fault plane geometry as
well as the slip distribution are commonly forced to the other end of the complexity
spectrum for reasons of computational cost. This is why such analyses are often
based on the assumption of a homogeneous halfspace [63, 28, 71], for which cheaply
evaluable analytical expressions are available. It is with this situation in mind that
we proposed the Weakly-enforced Slip Method (WSM) [77] to strike a better balance
between modelling complexity and computational cost.

The key strength of the WSM is that it decouples the computational mesh from the
geometry of the fault, so that the mesh does not need to be updated for every distinct
fault geometry as would be the case in ordinary FEM. Crucially, this means that the
stiffness matrix, as well as derived products such as LU factors, can be constructed
once and be reused throughout the inversion process. While the remaining vector
that needs to be constructed for a given fault geometry is nonstandard, it should
be relatively straightforward to integrate this in existing FEM softwares, as well as
combine it with domain specific innovations such as Agata et al.’s Fast FEA [1].

The efficiency of WSM does come at a price: the displacement field it produces
is continuous, and therefore unable to capture the jump at the fault. It was however
shown [77] that the error thus incurred decays exponentially with distance to the
fault. It was therefore hypothesized that this drawback is of little consequence in
the context of satellite observations, as most surface measurements are sufficiently
far removed from the dislocation. Only rupturing or near-rupturing faults will cause
numerical errors that significantly interfere with the observables, and even that only
locally. As InSAR data tends to be of low quality in these regions with damage leading
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to decorrelation, it is hoped that a reduction of numerical accuracy in this region will
be of little consequence.

It bears repeating that the above considerations are speculative. While the math-
ematical soundness of the WSM was proved [77], it is in the present paper that we
set out to thoroughly test the utility of the WSM in the problem setting for which
it was devised. To this end a number of synthetic but otherwise fully representative
case studies are presented and analysed using the WSM, as well as validated against
the exact solutions. For the sake of this validation the scenarios will be restricted to
homogeneous half spaces so that exact solutions are available in the form of analytical
expressions, but it is to be understood that the presented methodology is valid for
the wider class of problems including material heterogeneity and topography.

The first two sections will lay the theoretical groundwork for the analysis. Sec-
tion 4.1 presents the forward problem of determining surface displacements for a
given fault location and slip distribution, focusing both on the construction of an ex-
act solution and on approximating it using the WSM. Section 4.2 then considers the
inverse problem, of determining fault location and slip distribution for given surface
displacements, using the framework of Bayesian interence. Section 4.3 will define the
methodology and introduce case studies, and Section 4.4 will present the results of
the comparative study.

4.1 Forward Problem: Linear Elastic Dislocation

To formally define the dislocation problem that will stand as the model to the earth’s
response to tectonic faulting, we will denote by Ω the solid domain, by d its spatial
dimension, and by u : Ω→ Rd the deformation field, i.e. the displacement of the solid
compared to its reference configuration. We assume that it is possible to create a
mapping from the deformation field u to the corresponding state of internal stress σ.
In particular, we assume that the stress depends linearly on the deformation gradient,
leading to the well known constitutive relation

σ(u) = C : ∇u, (4.1)

where C : Ω→ Rd×d×d×d is the stiffness tensor representing local material properties,
subject to symmetry relations Cijkl = Cklij = Cjikl = Cijlk. For the medium to be at
rest, Newton’s second law states that the divergence of stress must be in balance with
the applied loading. Rather than incorporating the loading conditions of the earth’s
gravitational field, we use the linearity of the stress-strain relation of Equation (4.1)
to have u represent only the deviations relative to the existing equilibrium. The
earth’s gravitational field being constant in time, this means the stress field (4.1) is
divergence free.

Through the remainder of this document we will use a consistent notation for the
four spaces that form the basis of our mathematical framework. By X we denote the
space of local fault plane coordinates ξ ∈ Rd−1. By M we denote the space of all
possible fault geometries m : X → Rd that position the manifold in physical space. By
B we denote the space of slip distributions pulled back to X , the slip vector b(ξ) being
the jump in the displacement field when passing from one side of the manifold to the
other. By D we denote the space of surface displacements d : Rd−1 → R as measured
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Figure 4.1 – Adapted
from Van Zwieten et
al. [78], visualization
of the forward prob-
lem and all entities of
Equation (4.2).

in line of sight to the satellite. With this notation in place we can reformulate the
forward problem as follows:

(Forward problem) Determine the surface observations d ∈ D corresponding to a
given manifold m ∈M and slip distribution b ∈ B.

We denote the fault plane F = m(X ) and the domain boundary Γ as shown in
Figure 4.1. At any fault point x ∈ F we demand that the displacement field u jumps
discontinuously by a displacement b(m−1(x)). Since this makes the displacement field
locally non-differentiable, the stress is locally not defined, and our general equilibrium
condition does not apply. Instead, Newton’s second law transforms into a jump
condition for the traction, stating that the tractions on either side of the fault plane
must be in balance. At the earth’s surface Γsurf we assume traction-free conditions,
and the remaining domain boundary Γfar is assumed to be sufficiently far away for
the relative displacements to be zero. Taken together, this results in the following
system of equations for the forward problem:


div σ(u) = 0 at Ω \ F (static equilibrium, continuum)

JuK = b ◦m−1 at F (fault slip)
Jσ(u)Kν = 0 at F (static equilibrium across fault)
σ(u)n = 0 at Γsurf (traction-free surface)

u = 0 at Γfar (zero displacement at far field)

(4.2)

Before looking into solution strategies for this system, it is readily apparent that
solutions to this problem are linear in b. Hence, for any manifold m ∈M, there exists
a linear map from the space of slip distributions to the corresponding observations:

Fm : B → D. (4.3)

If B and D are finite-dimensional and endowed with a basis, we can identify every
linear operator with a matrix, Fm ∈ R#B×#D, where #(·) denotes the cardinality of
set (·).
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4.1.1 Analytical solutions

The general expression for solutions to (4.2) was presented in integral form by Volterra
[67]:

un(y) =
∑
ijkl

∫
ξ∈X

bi(ξ)νj(ξ)Cijkl(m(ξ))
∂unk
∂xl

(m(ξ), y) det

∣∣∣∣∂m∂ξ
∣∣∣∣ dξ, (4.4)

where the Green’s function unk (x, y) is the k-th component of the displacement vector
in x due to a unit point force at y in direction n. Note that (4.4) has an equivalent
alternative form owing to the symmetry relation unk (x, y) = ukn(y, x), which is a direct
result of Betti’s reciprocal theorem [47].

To obtain closed form expressions for the Green’s function we need to place addi-
tional constraints on our system. Firstly, we require that the elastic properties of our
medium are homogeneous and isotropic, thus reducing the constitutive model to hav-
ing two independent parameters. Choosing as our parameters the Young’s modulus
E and Poisson’s ratio ν, the constitutive tensor becomes

Cijkl =
E

2 + 2ν

[
2ν

1− 2ν
δijδkl + δikδjl + δilδjk

]
. (4.5)

Since the displacement resulting from a unit force is inversely proportional to the
Young’s modulus, we observe that the displacement field resulting from Volterra’s
equation (4.4) depends only on the Poisson’s ratio of the medium.

Secondly, for closed form expressions for the Green’s functions ukn(x, p) to be
available, we require the physical domain Ω to be a half space, that is, to have an
infinite, flat surface as its free surface Γsurf and the far field boundary Γfar at infinity.
The Green’s functions for the 2D half space were derived by Melan [50], those for the
3D half space by Mindlin [52].

Building on Mindlin’s results, closed form expressions for Volerra’s equation have
been presented by Yoffe [73] and Okada [56], subject to further restrictions in terms of
fault planes and slip distributions. While it is these results that are typically used in
practical applications, for the purposes of our study we shall apply Volterra’s equation
directly so as not to incur additional and unnecessary restrictions to our case studies
that would diminish the value of the present study.

4.1.2 The Weakly-enforced Slip Method

The Weakly-enforced Slip Method is a special case of the Finite Element Method,
which is in turn a Galerkin method, employing shape functions to construct a finite
system of equations that can be solved numerically. Contrary to classical finite ele-
ment treatments of Equation (4.2), in which the domain must be discretized such that
the mesh conforms to the manifold m, the defining property of the Weakly-enforced
Slip Method is that the finite element mesh can be formed independent of m.

Foregoing derivations and proofs, which are presented in detail in Van Zwieten et
al. [77], we present the WSM only in terms of its core result. Given a finite element
discretization for the computational domain Ω, and generating from it a discrete,
vector-valued function space V̂ , the WSM solution to Equation (4.2) is the field
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û ∈ V̂ that satisfies, for all test functions v̂ ∈ V̂ ,∫
Ω

∇û : C : ∇v̂ =
∑
ijkl

∫
ξ∈X

bi(ξ)νj(ξ)

{
Cijkl(m(ξ))

∂v̂k
∂xl

(m(ξ))

}
det

∣∣∣∣∂m∂ξ
∣∣∣∣ dξ. (4.6)

Here {·} is the mean operator, which takes effect only in case m coincides with an
element boundary, making σ(vh) multi-valued; in the general case it reduces to a
single evaluation. It is noteworthy that upon substitution of the Green’s function
unk (m, y) for the test function v̂k(m), the left-hand-side reduces to ûn(y) and we
obtain Volterra’s Equation (4.4).

The advantage of constructing the discrete solution space V̂ independently of m
is directly apparent from Equation (4.6): the stiffness matrix, which results from
the left hand side of the equation, as well as solution primitives such as LU factors,
are independent of m and can thus be created once and reused for many different
faulting scenarios. The right hand side vector, resulting from the right hand side of
the equation, while dependent of m, is constructed by integrating over the fault plane
alone and is therefore considerably cheaper to construct.

The disadvantage, as touched upon before, is that in constructing function space
V̂ independently of m it cannot possibly allow for discontinuities at any subsequently
defined manifold. The main qualitative difference between the exact solution u and
the WSM solution û, therefore, is that where the former is discontinuous, jumping at
the manifold by a distance d, the latter exhibits a smeared out transition extended
in the adjacent area. It was shown [77] that the size of the transition zone can be
controlled through mesh refinement, and that the error decreases exponentially with
distance to the fault. Moreover, the method is shown to have optimal convergence
for any subdomain that excludes the manifold.

4.2 Inverse Problem: Bayesian Formulation

The endeavour to infer the fault geometry and slip distribution from observed displace-
ments is known as the inverse problem. With notation as introduced in Section 4.1,
this problem can be formulated as follows:

(Inverse problem) Determine the manifold m ∈ M and slip distribution b ∈ B
corresponding to given observations d ∈ D.

While this problem was proved [4] to have a unique solution (subject to regularity
assumptions) when observations are exact and cover an entire surface patch, real world
observations are inherently discrete and noisy, and no statement of this kind can be
made in practice. On the contrary, inverse problems tend to be highly sensitive to
overfitting and often require some means of regularization for stability. To this effect
we follow the typical strategy of adding a priori information, in the form of quantified
notions on expected fault geometries and slip distributions, and use it to select the
most likely solution out of a multitude of good fits.

Observing that noisy data and prior likelihoods are stochastic concepts, the prob-
lem naturally presents itself in terms of random variables, and we select Bayesian
inference [65, Ch.1] as a suitable framework for solving stochastic problems of this
kind in an approach that is similar to that of Xu et al. [71]. Our stochastic framework
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consists of three random variables: manifold M ∈ M, slip distribution B ∈ B, and
line-of-sight surface measurements D ∈ D. The probability density of finding a man-
ifold M = m and slip distribution B = b given that we observe surface displacements
D = d is given by Bayes’ theorem as being proportional to the likelihood of observing
D = d given M = m and B = b, and the prior probability of M = m and B = b in
the absence of observations:

posterior︷ ︸︸ ︷
fMB|D(m, b, d) =

likelihood︷ ︸︸ ︷
fD|MB(d,m, b)

prior︷ ︸︸ ︷
fMB(m, b) /

marginal︷ ︸︸ ︷
fD(d) . (4.7)

The marginal represents the probability of observing D = d. Its distribution
follows directly from the likelihood and the prior, owing to the fact that the poste-
rior probability density integrates to one. We present this relation for completeness,
though we will not need to evaluate it for our purposes:

fD(d) =

∫
m∈M

∫
b∈B

fD|MB(d,m, b)fMB(m, b) (4.8)

This means that the only terms that require further elaboration are the prior, the
likelihood, and the posterior, which we shall explore in the following sections.

4.2.1 Prior Distribution

The prior fMB(m, b) is the probability density of finding a manifold m and fault
slip b absent any observations. It is a quantification of all prior knowledge relating
to manifolds, slip distributions, and the local tectonic setting. The prior distribution
could be based on a general understanding of physics, or it could introduce knowledge
from other sources, such as seismic data. The latter is done for instance by Xu et
al. [71], who construct a Gaussian prior around the moment magnitude.

Constructing a truly accurate quantification of prior knowledge is difficult, if not
impossible. For this reason the distribution is in practice often parameterized with
what is known as hyperparameters: tunable constants that are optimized using addi-
tional criteria such as Akaike’s Bayesian Information Criterion (ABIC) [72, 31]. Since
the present work does not deal with real world data, we are in the special position
that prior knowledge can be considered a known quantity. It should be emphasized
that this circumstance relates only to the design of the current study, and is in no
way implied by the use of WSM as a forward model.

A useful first step in the construction of our prior is to decompose it. Since
fault slip is defined on the manifold, a natural, universally valid decomposition is the
following:

fMB(m, b) = fM (m)fB|M (b,m), (4.9)

where fM (m) is the prior probability density of the manifold, and fB|M (b,m) the
prior probability density of the fault slip conditional to the manifold.

Before constructing a prior for the manifold we must identifyM with a parameter
space. For instance, three coordinates, two angles and two lengths define a rectangu-
lar plane. Additional parameters can encode curvature, forks, or other irregularities
as appropriate. Once defined, the simplest prior is constructed by taking all param-
eters to be uncorrelated, and every parameter either normally distributed around an
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expected value or uniformly distributed within a chosen interval based on available
in-situ information. In case actual data is available about a-priori correlations and
distributions, this can directly be translated into a high quality prior. If limited infor-
mation is available, this can be encoded in a weakly informative prior, e.g. a normal
distribution with large standard deviation.

Regarding the probability density fB|M , the conditionality of the slip b on the
manifold m is immediately apparent from the observation that beyond certain dip
angles there is a strong predominance of normal faults over reverse faults, which
translates in an asymmetric probability on the sign of the slip distribution. Real
world inversions would benefit grately from encoding this and other mechnisms in
a high quality prior, though at the expense of making the slip inversion nonlinear.
For reasons of simplicity, however, we shall consider the manifold and fault slip to be
independent:

fB|M (b,m) = fB(b). (4.10)

Adopting this simplification, we further wish the slip vectors to be strongly correlated
at points that are close together, and weakly correlated at points that are spaced
far apart, based on a general understanding of the physics underlying slip events.
These notions are formalized in the positive semi-definite autocovariance function
K : X ⊗ X → Rd−1×d−1:

Kij(ξ1, ξ2) = cov(Bi(ξ1), Bj(ξ2)), (4.11)

which we are free to design in any way that reflects existing prior knowledge. Typ-
ically, K(ξ1, ξ2) depends only on ξ1, ξ2 via their Euclidean distance in relation to a
specified correlation length.

For practical reasons we cannot operate on the infinite dimensional space B,
but will instead operate on a finite dimensional subspace and discrete random vari-
ables B̂ ∈ B̂ ⊂ B. To aid its construction we define a vector-valued basis h =
{h1, h2, . . . , hN} for the discrete space of slip distributions, and thus associate with any
random slip B̂ ∈ B̂ a random vector Bh ∈ RN such that B̂(ξ) =

∑
n=1...N B

h
nhn(ξ).

We now take Bh to be normally distributed with covariance matrix ΣhB , which we
aim to construct in such a way that (4.11) still holds to good approximation, i.e.,
K(ξ1, ξ2) ≈ hT (ξ1)ΣhBh(ξ2). To this end we multiply both sides of the equation by
h(ξ1)h(ξ2)T and integrate over the domain to form the following projection:∫
ξ1∈X

∫
ξ2∈X

h(ξ1)K(ξ1, ξ2)h(ξ2)T︸ ︷︷ ︸
HK

=

(∫
ξ1∈X

h(ξ1)h(ξ1)T
)

︸ ︷︷ ︸
Hδ

ΣhB

(∫
ξ2∈X

h(ξ2)h(ξ2)T
)

︸ ︷︷ ︸
Hδ

(4.12)
The extent to which the projection ΣhB = H−1

δ HKH
−1
δ approximates the autocovari-

ance function depends on the details of the autocovariance function K in relation to
the approximation properties of the basis, but can in general be controlled fully by
adding basis vectors, i.e. increasing the dimension of B̂.

One remaining issue with the above construction is that the resulting ΣhB may
not be positive semi-definite, which is a requirement for it to qualify as a covariance
matrix. We therefore proceed by diagonalizing the result as ΣhB = V ΛV T , where Λ
and V are the real-valued eigenvalues resp. Hδ-orthogonal eigenvectors of the gen-
eralized eigenvalue problem HKV = HδV Λ. Eliminating the negative eigenvalues
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and corresponding eigenvectors we arrive at the covariance matrix that approximates
our autocovariance function K. In fact, we could go a step further and eliminate
small positive eigenvalues as well, as these modes are seen to not contribute much to
the overall expansion (more details on this in Section 4.3.2) — this process has the
potential to greatly reduce the dimension of B̂ and hence improve numerical efficiency.

For the purposes of construction we were forced to make the difference explicit
between the true space of slip distributions, B, and the finite dimensional subspace
that we will use for the analysis, B̂. We note that, even though we did not need to
make this formal, a similar distinction applies to all spaces: our parametric spaceM
is really a finite dimensional subspace of the much larger space of possible manifolds,
and the observation space D is arguably a discrete subspace of a continuous signal
space. Since our analysis is finite dimensional, however, we consider only (sufficiently
rich) finite dimensional subspaces. For this reason we shall also drop this distinction
for slip distributions, and have B denote the finite dimensional space going forward.

Finally, note that the covariance matrix is specific to the chosen basis h. We could
therefore still strive to create a basis h′ in such a way that the corresponding covariance
matrix Σh

′

B becomes an identity and all slip coefficients become independent random
variables. Indeed, the diagonalization provides us with the tools we need in the form
of the recombination matrix V Λ1/2, post removal of unwanted modes. The resulting
basis is known as a Karhunen-Loeve expansion [48], and it is what we shall be using in
our practical implementation. However, while we shall drop the suffix h from here on,
we shall continue to write ΣB , rather than I, in the interest of preserving structure
and keeping our derivations general.

4.2.2 The Likelihood

Given a manifold m and slip distribution b, using a linear map Fm of the type of
Equation (4.3) we expect surface observations to equal Fmb. Due to model errors
and measuring noise, we take the likelihood of observing d to be normally distributed
around this expected value with covariance ΣD:

fD|MB(d,m, b) = GΣD (d− Fmb), (4.13)

with the Gaussian probability density function defined as

GΣ(x) =
exp(− 1

2x
TΣ−1x)√

det |2πΣ|
. (4.14)

Since the sum of independent, normally distributed random variables is in turn nor-
mal, the covariance matrix ΣD can be seen as the superposition of several noise
mechanisms. Spatially uncorrelated noise resulting directly from the properties of
the InSAR measurement system contributes to the diagonal, with entries possibly
varying to reflect dependence on distance or incidence angle, or local factors such
as those caused by damage or other sources of temporal decorrelation. Off-diagonal
terms may be added to account for spatially-correlated noise, such as errors caused
by atmospheric delay.

Furthermore, it is through the covariance that we may account for the quality
of the forward model itself. In the context of the WSM we expect a large error in
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locations where the continuous solution space is not able to follow local discontinuities.
Making the variance locally large is a convenient way of downweighing the data in
this area, while the extreme case of making it locally infinite effectively masks out the
area, keeping only the intermediate and far field data for the inversion.

4.2.3 Posterior Distribution

Substituting the prior probability distribution and the likelihood into Bayes’ theo-
rem (4.7), we can rework terms to obtain the following result:

fMB|D(m, b, d) =

fD|MB(d,m,b)︷ ︸︸ ︷
GΣD (d− Fmb)

fB(b)︷ ︸︸ ︷
GΣB (b) fM (m)/fD(d)

= GΣ′B(m)(b− b′(m, d))︸ ︷︷ ︸
fB|MD(b,m,d)

fD|M (d,m)︷ ︸︸ ︷
GΣ′D(m)(d) fM (m)/fD(d)︸ ︷︷ ︸

fM|D(m,d)

(4.15)

with the posterior covariance and expected value of B conditional to M and D,

Σ′B(m)−1 = Σ−1
B + FTmΣ−1

D Fm (4.16)

b′(m, d) = Σ′B(m)FTmΣ−1
D d. (4.17)

and the posterior covariance of D conditional to M ,

Σ′D(m)−1 = Σ−1
D − Σ−1

D FmΣ′B(m)FTmΣ−1
D (4.18)

The identity of Equation (4.15) is verified through direct substitution of the
posterior covariances and expected value in the Gaussian probability density func-
tion (4.14). Of particular use in this exercise is the Weinstein-Aronszajn identity,
det |I +AB| = det |I +BA|, which, taking A = Fm and B = −Σ′B(m)FTmΣ−1

D , results
in the following useful relationship:

det |ΣB |det |ΣD| = det |Σ′B(m)|det |Σ′D(m)| (4.19)

While the identity of Equation (4.15) is itself entirely algebraic, the interpretation
of the individual terms as conditional probabilities fM |D, fB|MD and fD|M is not
immediately apparent. The first follows from marginalizing over B: since the marginal
of GΣ′B(m) is 1 by definition, (4.15) directly leads to the identity

fM |D(m, d) = GΣ′D(m)(d)fM (m)/fD(d). (4.20)

Interpretation of the remaining conditional probabilities then follows readily from the
conditional probability relation fB|MD(b,m, d) = fMB|D(m, b, d)/fM |D(m, d), and
from Bayes’ theorem, fD|M (d,m) = fM |D(m, d)fD(d)/fM (m).

The result of Equation (4.20) is particularly useful as it allows us to evaluate
the total probability density of manifold m conditional to observations d, leaving the
study of the slip b to a separate, later stage. To aid this evaluation we use definition
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(4.14) of the multi-variate Gaussian, together with identities (4.17), (4.18) and (4.19),
to expand the marginal distribution (4.20) into

fM |D(m, d) =

(
exp

(
− 1

2d
TΣ−1

D d
)

fD(d)
√

det |2πΣD|det |ΣB |︸ ︷︷ ︸
independent of m

)
fM (m) exp

(
1
2d
TΣ−1

D Fmb
′(m, d)

)√
det |Σ′B(m)|−1

.

(4.21)
While the expression contains the marginal fD, which though a known quantity is im-
practical to evaluate, this inconvenience is circumvented by using sampling techniques
that are scaling invariant, meaning that fD(d) and other m-independent terms can
be ignored. An example of such a technique is Markov Chain Monte Carlo (MCMC),
which allows one to obtain low order moments of the conditional probability density
of m using a feasibly low number of evaluations.

Using any technique to single out a particular manifold, the probability density of
slip b conditional to measurements d and manifold m is normally distributed around
expected value b′(m, d) with posterior covariance Σ′B(m). Interestingly, the latter
is independent of the measurements, meaning we can evaluate a-priori how a certain
combination of measurement noise properties, satellite viewing geometry and manifold
position results in a variance of the estimated slip along the length of the manifold.

In the expected value of Equation (4.17) we recognize the solution to a weighted
least squares problem with Tikhonov regularization:

b′(m, d) = arg min
b∈B

(
‖Fmb− d‖2Σ−1

D

+ ‖b‖2
Σ−1
B

)
. (4.22)

While this is a standard method for solving ill-posed problems, the stochastic interpre-
tation thus obtained helps us in three ways. Firstly, it provides a confidence measure
of the result in the form of a posterior covariance matrix. Secondly, it lends meaning
to ΣB and ΣD that helps us to construct the required matrices. And lastly, it enables
one to design numerical experiments that match the stochastic underpinnings of the
method.

4.3 Methodology

To test the WSM-based inversion of tectonic faulting, we synthesize a deformation
field for certain fault parameters m and slip distribution b, and then try to estimate
the fault parameters m̂ and slip distribution b̂ from noisy line-of-sight data using both
the WSM and Volterra’s equation. The process can be divided in five steps:

1. Select fault parameters m from M ;

2. Draw a slip distribution b from B (or construct it manually);

3. Draw observation data d from D conditional to M and B using Volterra’s equa-
tion (4.4) as the forward model according to Sections 4.1.1 and 4.1.2;

4. Evaluate the posterior expected value m̂ = E(M |D = d) and covariances using
either the WSM or Volterra’s equation as the forward model;
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Figure 4.2 – Fault parameters and their representation in 2D and 3D scenarios. The invalid
parameter combination shown in gray in the 2D scenario is not a member of M.

4*. Alternatively set m̂ = m to study a linear-only inversion limited to B.

5. Evaluate the posterior expected value b̂ = E(B|M = m̂,D = d) and covariances
using the same forward model as in 4.

In the following we will elaborate on each of these steps.

4.3.1 Constructing fault parameters

Though any real world situation naturally concerns three-dimensional space, it is ad-
vantageous to study a two-dimensional analogue as well as this allows us to study the
entire work flow in a setting that is less expensive and easier to visualize. We will there-
fore construct two different sets of fault parameters, one for one-dimensional faults
in two-dimensional space, the other for two-dimensional faults in three-dimensional
space.

We limit ourselves to the space of straight faults of fixed dimensions, that are
placed anywhere in a box of 50 km width, 50 km breadth (for 3D scenarios) and 25
km depth. In order to distinguish between the class of rupturing and non-rupturing
faults (a distinction that can often be made on the basis of field observations) we set
the minimum depth to remain fixed. This leaves two parameters in 2D space and four
parameters in 3D space to parameterize the entire space, as summarized in Figure 4.2.

We note that while the fixed dimensions of the fault plane form an upper bound
for the dimensions of the fracture zone, the support of the slip distribution can still
localize within these confines. Introducing additional parameters for length and width
would therefore not add actual degrees of freedom but rather ambiguities between the
two spaces M and B, manifested in additional expenses for the nonlinear inversion
due to the increased dimension ofM. While omitting dimensions from the parameter
space means that we require expert judgement to define what size is sufficiently large
for a given situation, we can verify the validity of this assumption a postiori, for
example by testing if the inverted slip is sensitive to fault plane enlargement.

Similar considerations apply to fault location, where in-plane variations can to
some degree be captured by B. This is what allows us to fix the depth, while the
actual onset of slip might be deeper still. Relatedly, in the 3D scenario we encode the
location as a ‘position’ that is normal to strike, and an ‘offset’ along strike. While we
could conceivably eliminate the latter and rely entirely on B to capture the in-plane
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component, we choose to keep the offset in M, as the fault plane would otherwise
have to be undesirably large in order to still cover the search box in all orientations.
However, we anticipate that its posterior variance will be significantly larger than
that of the position due to the remaining ambiguities between M and B.

The fault size is the largest size that fits the box given the vertical offset. Rup-
turing faults are thus of 25 km length, while faults that close 5 km below the surface
are of 20 km length. For the 3D scenario both dimensions of the fault are always kept
equal. The mapping to physical space m(ξ) is an affine transformation, supporting
the assumption that the slip distribution b(ξ) can be considered independently. As it
is for our purposes important that the entire fault fits inside the search box, we define
M to contain no positions that fall outside of it, nor any angle that causes the fault
to intersect its boundary. Figure 4.2 shows an example of this in the 2D scenario. On
the resulting oblique domain we take the prior distribution of M to be uniform.

4.3.2 Constructing the slip distribution

To construct a space of slip distributions we take the local fault plane coordinates to
be the unit line or unit square, X = [0, 1]d−1, mapping through m onto a fault plane of
dimensions L. We take slip components in orthogonal directions to be independent,
which is a non-restrictive assumption in practice. This reduces the distribution of
the vector field to a series of identically distributed scalar fields, for which we define
an exponential autocorrelation function with correlation length ` and maximum slip
amplitude β:

K(ξ1, ξ2) = β2w(ξ1)w(ξ2) exp
(
− 1

2
|ξ1−ξ2|2
(`/L)2

)
. (4.23)

Here w is a window function. The window sets the variance to zero on all boundaries
for non-rupturing faults, or for all but the surface edge for rupturing faults. In
2D space (with a 1D fault) these window functions are wclosed(ξ) = 4ξ(1 − ξ) and
wopen(ξ) = ξ(2 − ξ), respectively. In 3D space (with a 2D fault) they are the tensor
product of wclosed ⊗ wclosed and wclosed ⊗ wopen.

A Karhunen-Loève expansion is constructed for this autocovariance function via
the projection of Equation (4.12) using a truncated trigonometric series for the basis
h — though we remark that a mesh-based construction can be used instead in case
more flexibility is required. Similar to the window functions, we distinguish the non-
rupturing and the rupturing situations. For non-rupturing faults in one dimension,
we use the orthonormal sine series hn(ξ) =

√
2 sin(ξnπ). For rupturing faults we use

a modified cosine series hn(ξ) =
∑
i=0...n αni cos(ξiπ), with coefficients αni chosen

such that hn(1) = 0 and the basis functions are orthonormal. For two-dimensional
faults we use the outer products to form a scalar basis on the unit square, preserving
orthonormality.

While orthonormality is not a requirement, it is a convenient property as we
no longer need to form Hδ (now an identity) and the generalized eigenvalue problem
reduces to a conventional eigenvalue problem HKV = V Λ — the size of which depends
on the truncation point of the trigonometric series. Selecting the n largest eigenvalues,
the Karhunen-Loève expansion is formed by recombining the modes by V Λ1/2 causing
the corresponding covariance matrix to reduce to an identity; drawing a sample from
the distribution then amounts to independently drawing n coefficients from a standard
normal distribution. Since orthogonal slip components are taken to be independent

79



0 200 400 600 800
Karhunen-Loève mode number

10 20

10 17

10 14

10 11

10 8

10 5

10 2
ei

ge
nv

al
ue

 m
ag

ni
tu

de

0.0 0.1 0.2 0.3 0.4 0.5
distance [L]

0.0

0.5

1.0

co
rre

la
tio

n

8x8 Fourier modes
16x16 Fourier modes
24x24 Fourier modes
32x32 Fourier modes

1 2

3 4

5 6

7 8

9 10

Karhunen-Loève
modes

Figure 4.3 – The eigenvalue spectrum Λ of the HK matrix for a rupturing fault in three-
dimensional space and a correlation length ` = 0.1L, computed at different truncation points
of the trigonometric series. The inset shows the autocorrelation of the 153-mode Karhunen-
Loève expansion based on 1024 randomly selected point pairs (blue) along with the target
autocorrelation function (red). Shown to the right are the first 10 Karhunen-Loève modes
V Λ1/2.

in our choice of autocovariance function, it suffices to form a scalar basis for each of
the components of the vector. Figure 4.3 shows the spectrum Λ for first nine scalar
bases functions for illustration.

For our experiments we set the correlation length to ` = 2.5 km and the slip
amplitude to β = 1 m. These values are representative of actual geophysical conditions
but otherwise arbitrary. To determine the number of Karhunen-Loève modes to retain,
we set a maximum error of ‖HK−V ΛV T ‖ < 10 mm2 measured in the Frobenius norm.
By this process we establish that n = 12 Karhunen-Loève modes are sufficient for the
2D scenario and n = 153 modes for the 3D scenario. Repeating this process for
different truncation sizes of the original trigonometric series we find that this result
is stable beyond 16 modes per dimension, and decide based on this that 32 basis
functions per dimension is a sufficiently rich starting point for the expansion.

In a practical application one may wonder if the constructed prior distribution is
an accurate representation of reality, and indeed if the true slip distribution is even an
element of B at all. To make sure that a slip distribution drawn from the prior does not
represent an artificial best case scenario with little real world value, we additionally
construct a slip distribution that has local support at a select area of the fault. In
addition to testing the robustness of the method to incorrect assumptions, the local
support also allows us to test whether fault dimensions can indeed be captured via
the slip, rather than via additional fault parameters.
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Figure 4.4 – Visualisation of the search box containing a non-rupturing fault at position
5 km (0.2L) and dip angle 72◦ (0.4π), and in 3D additionally offset 2.5 km (0.1L) and
strike angle 54◦ (0.3π) (Section 4.3.1), a slip distribution drawn from the prior distribution
(Section 4.3.2) and corresponding synthesized deformation data at a 30◦ incidence angle
(Section 4.3.3). Left: a 2D scenario. Right: a 3D scenario in orthographic projection normal
to the fault, showing line of sight deformations modulo 2.8 cm to mimic a typical C-band
interferogram.

4.3.3 Synthesizing observation data

Selecting a fault plane m from the space defined in Section 4.3.1, and drawing a
random slip b from the distribution defined in Section 4.3.2, we obtain the 2D and
3D configurations shown in Figure 4.4. While it is readily apparent that neither
outcome is physically plausible, we note that this merely highlights the limitations of
the constructed prior. In the 2D scenario we observe the hanging wall moving upward
relative to the footwall, at an angle at which reverse faulting is not likely to occur in
nature. This is a direct consequence of the assumption made in Section 3.1 that the
random variables M and B are independent, so that the direction of slip cannot be
made to depend on the orientation of the fault. The 3D scenario shows a fairly wild
slip distribution that is equally unlikely to occur in practice, underscoring the fact
that a prior distribution based solely on correlation lengths is a poor quantification of
actual expert knowledge. Nevertheless, since the inverse problem measures likelihood
only by the prior distribution from which the scenarios are drawn, these considerations
of non-physicality are not important for the purposes of this study.

We proceed by synthesizing a displacement field based on the assumption that
the free surface is flat and infinite, and the material properties are homogeneous,
fixing Poisson’s ratio at ν = 0.25 for all experiments. In this situation we have a
fundamental solution available in the form of Melan’s (2D) and Mindlin’s (3D) solu-
tion, which means we can synthesize the displacement field by evaluating Volterra’s
Equation (4.4). The integral is evaluated numerically by means of Clenshaw-Curtis
quadrature up to a truncation error that is well below the selected noise level. The
displacement field is evaluated in a uniformly spaced grid at a 50 meter resolution,
covering the top of the search box defined in Section 4.3.1. These displacements are
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then projected onto a vector at a 30 degrees incidence angle, simulating line-of-sight
observations as obtained from a typical satellite mission. Finally, Gaussian noise is
added to the line-of-sight data that is spatially uncorrelated (thus ignoring atmo-
spheric delays) and normally distributed with a standard deviation of 1 mm. Note
that, while the displacement in Figure 4.4 is displayed without noise, the assumed
noise is so small relative to the magnitude of the signal that adding it would not make
a visible difference.

A difference between the raw synthesised data and deformation data received
from a satellite mission is that the SAR sensor provides deformation data modulo
the sensor’s semi-wave length (for details see e.g. Hanssen [36]), measuring d+ kλ/2
for an unknown integer value of k. While this is typically solved through phase
unwrapping (under the assumption that |∆d| < λ/4 for adjacent points) it leaves
the data inherently lacking an absolute reference. As we aim for this synthesized
study to be representative of real world situations, we need to make sure that our
measurement data is similarly relative. To this end we select one measurement point
as a reference and subtract its deformation from that of the other measurement points.
The inversion is then performed based on the differenced data, using a forward model
that reflects the identical differencing procedure.

To formalize this procedure we introduce the unit vector r ∈ Rn that selects
the reference point, and e ∈ Rn the vector of ones. With that we can express the
differencing operator as

D = I − erT . (4.24)

The differencing is followed by a restriction operation that removes the reference point
from the data, for which we introduce the operator R ∈ Rn×n−1. Note that r and R
are related via rTR = 0 and RRT + rrT = I.

Regardless of the covariance of the measurement noise, all differenced data is
correlated due to the shared reference point: E((di − dref)(dj − dref)) 6= 0 in general
due to the nonzero variance of dref . Using the differencing and restriction operators
we can express the covariance matrix of the differenced data in terms of that of the
original measurements, which we shall denote henceforth as Σ̌D:

ΣD = RTDΣ̌DD
TR. (4.25)

The additional covariances render the matrix fully dense. Fortunately, we note that
we can express the inverse covariance of the differenced data in terms of that of the
original measurements. Therefore, if the original covariance matrix can be inverted
efficiently (for instance if it is diagonal) then this property carries over to the new
covariance matrix:

Σ−1
D = RTXΣ̌−1

D R, (4.26)

where X is a rank-1 update defined as

X = I −
Σ̌−1
D eeT

eT Σ̌−1
D e

. (4.27)

While our choice of spatially uncorrelated noise implies that the covariance matrix is
diagonal, (4.26) holds for any Σ̌D and is easily verified using the identities DTX = X,
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DXT = D and XΣ̌−1
D = Σ̌−1

D XT , together with DR = R, RRTD = D and RTR = I.
Using the same identities it further follows that

DTRΣ−1
D RTD = XΣ̌−1

D . (4.28)

This last result (4.28) is noteworthy for two reasons. Firstly, in Equations (4.16)
and (4.17) the inverse covariance occurs only surrounded by either the forward model
or the data, both of which need to be differenced as Fm = RTDF̌m and d = RTDď.
The result shows that it is not necessary to perform these operations explicitly, and
that a rank-1 update of the original covariance matrix inverse is all it takes to switch
from an inversion of absolute measurements to that of relative measurements. Sec-
ondly, the absence or R and r in (4.27) proves that the inversion is entirely insensitive
to the chosen reference point — indeed, we do not need to make any choice at all.

4.3.4 Sampling the posterior distribution

We are interested in evaluating the expected value and auto-covariance of M |D, i.e.
the posterior distribution of fault parameters given the measurements at the surface.
The probability density function fM |D(m, d) was presented in (4.20). However, eval-
uation of this expression for a particular value of m is problematic because of the
marginal fD(d) contained within, which, while defined in Equation (4.8), does not
have a closed form expression. As such we cannot feasibly evaluate the Lebesgue
integral to compute the desired quantities.

We find a solution in the class of Markov Chain Monte Carlo (MCMC) methods,
which provides an algorithm for drawing samples from M |D while relying only on the
ratio of the probability density function at two points m1 and m2, thereby cancelling
the marginal and other factors that are independent of m. As the sample sequence
{m1,m2, . . . } thus produced has an empirical probability measure that coincides with
the posterior distribution, the expected value and higher moments can be evaluated
using Monte Carlo integration

E(g(M |D)) = lim
N→∞

1

N

∑
i=1...N

g(mi), (4.29)

for any g, which we can truncate at any N depending on the desired level of accuracy.
Building on the result of (4.21), we observe that we can additionally isolate the

prior distribution fM as being independent of m, as we choose it to be uniformly
distributed in our setup. This leaves the following linearity relation to feature in out
MCMC method:

fM |D(m, d) ∼
exp

(
1
2d
TΣ−1

D Fmb
′(m, d)

)√
det |Σ′B(m)|−1

(4.30)

Every evaluation of this function involves a linear inversion of the slip for given m,
as is seen directly from the presence of the posterior expected value b′(m, d) and
covariance matrix Σ−1

B (m). The construction of these and of the forward model Fm
will be discussed in Section 4.3.5, which details the linear slip inversion process. Of
note presently is that when the required inversion of Σ−1

B (m) is performed via a
Cholesky decomposition, then the trace of the Cholesky matrix conveniently equals
the square-root determinant in Equation (4.30).
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The particular MCMC method selected for our purpose is the Metropolis-Hastings
[37] algorithm, which performs a random walk through the sample space M using a
proposal distribution to generate candidates, combined with an acceptance/rejection
step based on the ratio of probability densities. The algorithm as it is employed here
consists of the following steps:

1. initialize m0 ∈M

2. for i = 1, 2, . . . , N :

(a) draw a random update vector δm ∈M from the proposal distribution

(b) draw a uniform random number u ∈ [0, 1]

(c) set mi = mi−1 +

{
δm if fd(mi−1 + δm) ≥ ufd(mi−1) (accept update)

0 otherwise (reject update)

Note that condition of step 2c implies that the update is always accepted if it leads
to a state of higher probability. Note further that if an update is rejected the current
state is repeated in the sequence, thereby adding weight to the empirical distribution
and subsequent Monte Carlo integration (4.29).

What remains is to define the starting vector and the proposal distribution. While
the proven convergence of the Markov chain suggests that both can be chosen arbi-
trarily if we take N sufficiently large, this approach is not feasible in practice as the
number of iterations required to escape from a local maximum can be prohibitively
large. Instead, we require the starting point to be reasonably close to where fd takes
its maximum, and the proposal distribution to be locally similar to fd in order to
have a reasonable acceptance rate.

Aiming for the global maximum, we select the starting vector m0 using a grid
search to find local maxima followed by the Nelder-Mead uphill simplex method. The
proposal distribution is taken to be Gaussian with covariance ΣP , which we would
like to resemble the distribution of fd local to m0. Aiming to use a projection in
logarithmic space, we wish to form a symmetric matrix A such that, for all m̂ in the
vicinity of m0,

− 1
2 (m̂−m0)TA(m̂−m0) ≈ log fd(m̂)− log fd(m0). (4.31)

As this relation is linear in the matrix coefficients Aij we can optimize it using the
weighted linear least squares method, in which we reuse the sequence {m̂i} of Nelder-
Mead iterates as data points, and fd(m̂i) as weights in order to downweigh the tails of
the distribution. We note that, while it is convenient to reuse available data, we are
at liberty to augment the series with extra evaluations in the vicinity of the optimum
to increase the quality of the projection, even though we have found no need to do so
for the cases considered.

Finally, we use the optimal scaling result of Roberts et al. [59] to form the covari-
ance matrix of our proposal distribution,

ΣP =
(2.38)2

#M
A−1. (4.32)
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4.3.5 Evaluating the posterior expected slip

The expected value E(B|MD) of the slip distribution given a fault m and surface
measurements d is provided in closed form by Equation (4.17). The posterior covari-
ance matrix is defined in Equation (4.16), in which ΣB is the identity matrix owing to
the properties of the Karhunen-Loève expansion. Crucially, both involve the forma-
tion of the forward model Fm, which maps the coefficient vector that encodes the slip
distribution onto the corresponding vector of surface deformation gradients. It follows
that the rows of the matrix Fm are formed by the surface deformations corresponding
to the slip distribution that is represented by the individual basis vectors hn(ξ) that
we constructed in Section 4.3.2.

If the selected forward model is Volterra’s equation then Fm is formed by repeated
evaluation of Equation (4.4). If the selected model is the WSM then constructing Fm
involves constructing a finite element matrix and solving it for a block of right-hand-
side vectors. Having discussed the evaluation of Volterra’s equation in Section 4.3.3,
we will use the remainder of this section to elaborate on details of the latter.

A first step in any finite element computation is the formation of the computational
mesh on which the discrete basis is formed, in our case to describe the displacement
field. Recall from Section 4.3.1 that all fault planesM will be confined in a rectangular
box of given size. We now create a regularly spaced grid of elements spanning this
search box, allowing us to cheaply trace any physical coordinate inside the box to
the containing element and its element-local coordinate which will greatly aid the
efficiency of the fault plane integration. We note, however, that efficient lookup
procedures exist for other mesh types as well, for example using quad trees [45] or
alternating digital trees [10].

Since our computational domain is a halfspace we have no boundary conditions
to place on the walls of the search box, except for the free surface which is traction
free. Instead we take the infinite element approach of extending our mesh with several
rows of extra elements and using a geometric map to continuously stretch the elements
outside the search box towards infinity. Specifically, if 2L is the width of the box,
2nbox the number of elements spanning the box and 2ninf the number of elements
spanning infinity, we apply the following piecewise hyperbolic map to every spatial
dimension:

xi(e) =
L

nbox

 e− (nbox + e)2/(ninf + e) −ninf < e < −nbox

e −nbox ≤ e ≤ +nbox

e+ (nbox − e)2/(ninf − e) +nbox < e < +ninf

(4.33)

Note that this includes the depth direction, in which case we take −ninf < e ≤ 0.
Unless stated otherwise we will select a infinity-to-box ratio of ninf/nbox = 3

2 , which
means that in 3D the treatment of the far field increases the number of elements by
a factor ( 3

2 )3 ≈ 3.38 relative to the number of elements in the search box.

In creating the discrete function space Vn we make use of the fact that our mesh
is structured by creating a C1 quadratic spline basis, also known as isogeometric
analysis [39], which we showed [77] to have better accuracy to degrees of freedom,
and we remove the outermost basis functions to impose the far field constraint. With
that we are in a position to evaluate the left hand side of Equation (4.6) to form
the stiffness matrix. Since this matrix will be reused many times we also invest the
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Figure 4.5 – Linear inversion of the slip distribution in the 2D non-rupturing scenario of
Figure 4.4 using Volterra’s equation. Left: The exact slip distribution b, the inverted slip dis-
tribution b′(m, d), and the one standard deviation, 68% confidence interval ±

√
hT Σ′B(m)h.

Right: The difference between the exact surface deformation and the deformation that cor-
responds to the inverted slip distribution b′(m, d) using Volterra’s equation as the forward
model.

time to construct a high quality preconditioner, opting, in fact, to form a complete
Cholesky decomposition.

The right-hand side of Equation (4.6) involves an integral over X for which we use
the same Clenshaw-Curtis quadrature scheme that we used for the synthetization of
observation data in Section 4.3.3, while making use of the rectilinearity of the mesh in
the search box to locate the corresponding element coordinates necessary to evaluate
the basis functions. Having formed the right-hand side vector we can solve the system
and form the discrete solution uh ∈ Vn, which can then be evaluated in any point of
our choosing.

4.4 Results

We will present several results of the process outlined in Section 4.3, with the aim of
illustrating the many variables and their effect on the overall computation. While we
are mainly interested in applications in three-dimensional space, we find that most
computational aspects appear identically in the two-dimensional analogue. Appreci-
ating the advantages for visualisation we therefore present most of our observations
in this setting, adding 3D results mainly to confirm these findings. For structure we
will use the scenarios of Figure 4.4 as a baseline test case, with minor modifications
where required.

4.4.1 Linear inversion: slip distribution

We will study first the linear inversion process, in which we keep the fault parameters
m equal to the exact values and invert the slip distribution b only — referring to the
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Figure 4.6 – Linear inversion of the slip distribution in the 2D non-rupturing scenario of
Figure 4.4 using the WSM forward model on a 76 × 38 element mesh, of which 50 × 25
elements form the search box. The graph layout is identical to that of Figure 4.5, with the
addition of the ‘forward’ deformation error that corresponds to the exact slip distribution,
rather than the inverted slip distribution.

methodology of Section 4.3 we set m̃ = m in step 4. A natural starting point is to
establish the best case solution by inverting using Volterra’s equation, the forward
model that was used to synthesize the data. The results of this are shown in Figure 4.5.
While the inverted slip distribution does not match the exact slip due to the smoothing
effect of the prior distribution, we observe in the left panel a reasonable fit that
is in keeping with the posterior variance. In the right panel we observe that the
deformation error stays well below the 1 mm measurement noise standard deviation.

Repeating this process with the WSM on a 76 × 38 element mesh we obtain the
result of Figure 4.6, showing that the expected slip and standard deviation are almost
identical to those obtained using Volterra’s equation. Paradoxically, the corresponding
deformation error in the right panel (‘inverted’) is relatively large. It is noteworthy
that the deformation error is characterized by a significant offset (approximately 3
mm) with a relatively small variation (approximately 0.2 mm). A similar offset can be
seen in the (‘forward’) error that the model produces with the exact slip as input, thus
representing the discretization error for this particular computational setting. From
this we can conclude that the offset does not result from the inversion process, but is
in fact a side effect of the discrete model. Fortunately, by virtue of the differencing
approach layed out in Section 4.3.3, the inversion is insensitive to offsets of this kind.
We observe that the errors are small relative to the offset, with a peak to peak error
range that is well below 1 mm, which explains the perceived paradox.

In addition to the 3 mm offset, the forward error curve of Figure 4.6 shows a
distinct spatial trend, dropping by 0.35 mm over the length of the domain. Both
aspects of the discretization error are studied in Figure 4.7, which shows two variations
of the mesh resolution. On the left we see the effect of increasing the resolution in
the far field while keeping that in the search box fixed. Comparing to Figure 4.6, we
observe that both the offset and the trend are greatly reduced, indicating that these
phenomena are caused largely by the treatment of the far field. At the same time
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Figure 4.7 – Linear inversion of the slip distribution in the identical setting to Figure 4.6
except for different finite element meshes. Referencing Equation (4.33), the baseline mesh
was constructed for nbox = 25 and ninf = 38, resulting in a 76 × 38 element mesh of which
50×25 elements form the search box. Left: nbox = 25 and ninf = 200, keeping the search box
resolution fixed while adding elements to the far field. Right: nbox = 100 and ninf = 150,
keeping the infinity-to-box ratio fixed while increasing resolution by a factor 4.

the errors did not change significantly relative to the offset, confirming that this far
field-induced error should not strongly affect the inversion. On the right we see how
an eight-fold uniform mesh refinement results in a stark reduction of the discretization
error, and in an inverted deformation error that closely resembles that of the baseline
result of Figure 4.5 modulo the remaining offset and trend.

Taken together, the results of Figure 4.7 uphold our result [77] that the discretiza-
tion error can be made arbitrarily small via mesh refinement. However, as we have
already seen, it is by no means necessary to drive the error orders below the noise
level of the deformation measurements. To see what happens in the opposite direc-
tion, Figure 4.8 compares the Volterra and WSM-based inversion at a noise level that
is 100 times smaller while maintaining the mesh. While Volterra’s equation correctly
tightens the error margin around the exact slip, the WSM-based inversion deviates
significantly from the exact slip due to the dominant numerical error. At this noise
level it takes an eightfold uniform mesh refinement for the WSM-based inversion to
return to being indistinguishible from the Volterra based inversion, beyond which the
inversion is essentially mesh-independent. Based on these results, we consider that
a mesh at which the discretization error does not exceed half the standard deviation
of the measurement noise appears to strike a good balance between accuracy and
numerical efficiency.

There is one situation where we cannot control the discretization error through
mesh refinement, which is in the case of a rupturing fault. As the approximation
is inherently continuous, the error at the point of intersection equals half the slip
magnitude regardless of element size. Since this violates the established rule that the
discretization error may not exceed the measurement noise, care must be taken to
avoid the detrimental effects we observed in the right panel of Figure 4.8. Arguably
the simplest way to achieve this is to discard measurements close to the rupture and
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Figure 4.8 – Linear inversion of the slip distribution in the identical setting to Figure 4.6
except for a 100× reduction of the measurement noise to 0.01 mm. Left: Volterra-based
inversion. Right: WSM-based inversion on a 76×38 element mesh, of which 50×25 elements
form the search box. This is an illustration of the adverse effects on the inversion when the
noise level undercuts the discretization error.

use only the remaining intermediate to far field data. Incidentally, the masking out of
data in the rupture zone is not uncommon in the context of SAR interferometry, as
local destruction tends to lead to decorrelation of the radar signal. We hypothesize,
therefore, that no valuable data need be discarded in practice.

An example of a rupturing fault can be seen in Figure 4.9. The right panel shows
the absolute displacement (rather than the displacement error) in which we observe
continuous oscillations at the 5 km position where the exact displacement exhibits a
discontinuity. The oscillations decay rapidly, reaching sub-millimeter scale amplitudes
at a 5 km distance from the surface rupture. The left panel shows the inversion result
based on the deformation data outside of this ±5 km interval that is marked gray
in the right panel. The result accurately recovers the exact slip distribution, and is
virtually indistinguishable from the Volterra-based inversion (not displayed) subject
to the same data mask, confirming that data masking is a suitable strategy to deal
with the continuous representation of discontinuities in the WSM. We note that since
WSM displays optimal convergence away from the dislocation [77, Cor.7] the required
masking zone can be made arbitrarily narrow by sufficiently refining the mesh.

So far we have drawn a slip distribution from the prior distribution, the same
that is subsequently used in the inversion procedure to reconstruct the slip from
measurements. Since it is difficult in practice to accurately capture prior knowledge
in terms of a distribution, it is relevant to study the robustness of the procedure to slip
distributions not being elements of our discrete space B. Examples of this can be seen
in Figure 4.10, which shows two Gaussian slip distributions, one rupturing, the other
non-rupturing. Though neither is a member of B, both distributions are recovered
with reasonable accuracy, confirming that the methodology has at least some lenience
to inadequacies in the choice of the prior. This also confirms our premise that the
size of the fault plane need not be an independent parameter if we have reasonable
upper bounds, as the areas of zero slip are captured accurately.
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Figure 4.9 – Linear inversion of the slip distribution in a 2D rupturing scenario. The
graph layout is similar to that of Figure 4.5, with the difference that the right panel shows
the absolute displacements rather than the displacement errors with the black ‘exact’ curve
representing the synthesized displacement field. The gray band in the the right panel cor-
responds to the area that was masked out in order for the locally meter-scale errors not to
affect the inversion.
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Figure 4.10 – Linear inversion of a manually constructed Gaussian slip distribution in a
2D scenario, solved on a 76× 38 element mesh. Left: a non-rupturing scenario with the slip
centered at 40% dip. Right: a rupturing scenario with the slip centered at 20% dip and a
masked area of 5 km.
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Figure 4.11 – Linear inversion of the slip distribution in a 3D non-rupturing scenario
using the WSM forward model on a 76 × 76 × 38 element mesh, of which 50 × 50 × 25
elements form the search box. Left: The exact slip distribution b as black quivers, the
inverted slip distribution b′(m, d) as blue quivers, and the local one standard deviation or
47% confidence region resulting from the 2 × 2 posterior covariance matrix hT Σ′B(m)h as
blue ellipses, centered at the expected value and at matching scale. Right: the vector norm
of the deformation gradient error. The solid rectangle shows the outline of the fault plane.

Finally we turn to the 3D scenario (right panel) of Figure 4.4. Employing the
identical methodology, Figure 4.11 shows the slip distribution and the corresponding
error in deformation gradient, in which we recognize similar patterns to those we
observed in the direct 2D equivalent of Figure 4.6. Taking into account the local
standard deviation, the inverted and exact slip distributions are in good agreement.
We also confirmed that the result is indistinguishable from that obtained via Volterra’s
equation. The error is largest in the vicinity of the fault, but stays well clear of the
1 mm noise level. Interestingly, the error offset that we observed in the 2D results is
much less pronounced in the 3D situation.

4.4.2 Nonlinear inversion: fault parameters

We proceed by studying the nonlinear inversion of the fault parameters. Referring
again to the methodology of Section 4.3, in step 4 we now evaluate the posterior
expected value for the fault parameters m using the Metropolis-Hastings MCMC
process. This process samples the posterior distribution through repeated evaluation
of fd(m) as defined in Equation (4.30), being proportional to the posterior probability
density function fM |D. As this entails evaluation of the expected value b′(m, d), all
aspects of the linear inversion process as explored in the previous section remain in
effect.

Returning to the non-rupturing 2D baseline scenario (left panel) of Figure 4.4,
Figure 4.12 shows the results of a MCMC process comparing Volterra’s equation to
the WSM. We use the same relatively coarse mesh that we used for Figure 4.6 to see
if there are adverse effects in pushing against the boundary of the discretization error.
Both distributions are seen to capture the fault parameters correctly, pinpointing the
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Figure 4.12 – Binned results of a 50.000-sample MCMC process for M |D using Volterra’s
equation in the 2D non-rupturing scenario of Figure 4.4, which has fault parameters
position=0.2L and dip angle=0.4π. Left: reference results from Volterra’s equation. Right:
results from the WSM on a 48 × 24 element mesh, of which 32 × 16 elements form the
search box. The bottom row shows the marginalized distributions for fault position (left)
and the dip angle (right), with axis labels showing mean value ± standard deviation or,
equivalently, the 68% confidence interval. The orange overlay shows the corresponding nor-
mal distribution. Grid lines are spaced at one standard deviation. The top row shows the
cross correlation of x coordinate and dip angle, with the orange overlay showing the bivariate
normal distribution at two standard deviations or, equivalently, the 91% confidence region.
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Figure 4.13 – Contour lines and local maxima of fM|D for the same 2D non-rupturing
scenario as that of Figure 4.12. The coloured areas represent (inverse) watersheds of the
probability landscape, that is, the collection of points from which an uphill gradient method
converges to the associated local maximum. Left: reference result from Volterra’s equation.
Right: results from the WSM on a 48 × 24 element mesh. Powers smaller than -100 are
shortened using scientific notation, denoting e.g. 10−31826 as 10−3e4.
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exact values to a high degree of accuracy both in terms of a nearly exact expected
value and of the equally narrow confidence interval. Furthermore, both distributions
are in excellent agreement to each other, demonstrating the robustness of the method
with regard to discretization errors.

We started the MCMC random walk from the global maximum, obtained via the
Nelder-Mead uphill simplex method, that in turn was started from where we know
the exact solution to be. Knowledge of an exact solution is a luxury that is not
available in any practical application, which means a global search algorithm will
typically be required to prepare for the final gradient ascent. A relevant question,
therefore, is whether the WSM has a disturbing effect in this regard. To explore this,
Figure 4.13 compares the posterior probability density function obtained through di-
rect evaluation of Volterra’s equation against that obtained via the WSM, identifying
local maxima as well as the associated watersheds. While the WSM introduces some
spurious local maxima, the global maximum as well as its watershed appear identical,
suggesting that there is no difference with regard to global optimization strategies.

For the rupturing scenario we mask out an area of 7.5 km centered at the point
of rupture. While it may seem contradictory to mask out the rupture zone while
simultaneously inverting for the rupture coordinate, this process should be understood
in the context of having prior information in the form of in situ observations. Even
though the precise trajectory of the rupture may not be known to sufficient accuracy,
it may well be sufficient to define a masking zone. In fact, though not employed here,
we are at liberty to modify the prior distribution to have it reflect this knowledge as
well. Selecting the uniformly refined grid of Figure 4.9, the 7.5 km zone is 50% wider
than the observed minimum in order to not artificially limit mobility of the rupture
coordinate, but rather give it some freedom to find its optimum within the confines
of the broader mask.

Figure 4.14 shows the side by side results of Volterra’s equation and the WSM.
Note that the mask was applied to Volterra’s equation as well for sake of comparison,
even though the method does not require it. The distributions in the rupturing
scenario are less precise as a result of data masking, but are otherwise in excellent
agreement.

Figure 4.15 again explores the posterior probability density function, where this
time we see a very large qualitative difference between Volterra’s equation and the
WSM. While both show a clear delineation at (0.2 ± 0.3)L, corresponding to the
applied data mask, the WSM produces many more local maxima, clustering in par-
ticular at the crossover points and at shallow dip angles. The global maximum still
has a fairly large associated watershed, however, suggesting that the multitude of
local maxima is not necessarily problematic in a global optimization context. Note
also that the global optimization algorithm needs only consider positions inside the
masked region — the non-shaded region in the figure — as ruptures outside of the
mask are in violation of its premise.

We conclude again with the 3D scenario (right panel) of Figure 4.4. Using the
same mesh as was used for the slip inversion of Figure 4.11, Figure 4.16 shows the
posterior distribution of the 3D fault parameters. One can observe that the expected
values accurately match the parameters that were used to generate the synthetic data.
The position along strike has a markedly larger variance than that perpendicular to
it, which matches the expectations laid out in Section 4.3.1 relating to ambiguities

93



position: 0.1946±0.0042 dip: 0.3917±0.0067

di
p:

 0
.3

91
7±

0.
00

67

position: 0.1952±0.0042 dip: 0.3907±0.0069
di

p:
 0

.3
90

7±
0.

00
69

Figure 4.14 – Binned results of a 50.000-sample MCMC process for M |D using the WSM
forward model in a 2D rupturing scenario with the same parameters as in Figure 4.12:
position=0.2L and dip angle=0.4π. A radius 0.3L data mask is applied centered at x=0.2L.
Left: reference results from Volterra’s equation. Right: results from the WSM on a 96× 48
element mesh, of which 64× 32 elements form the search box.
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Figure 4.15 – Contour lines, local maxima and watersheds of fM|D for the same 2D non-
rupturing scenario as that of Figure 4.14, with an overlay delineating the masked region.
Left: reference result from Volterra’s equation. Right: results from the WSM on a 96 × 48
element mesh. Powers smaller than -100 are shortened using scientific notation, denoting
e.g. 10−31826 as 10−3e4.
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Figure 4.16 – Binned results of a 10.000-sample MCMC process for M |D corresponding
to the 3D non-rupturing scenario of Figure 4.4, which has fault parameters offset=0.1L,
position=0.2L, strike angle=0.3π and dip angle=0.4π. The bottom row shows from left to
right the marginalized distributions for fault offset, position, strike and dip, with axis labels
showing mean value ± standard deviation or, equivalently, the 68% confidence interval. The
orange overlay shows the corresponding normal distribution. Grid lines are spaced at one
standard deviation. The remaining rows show from top to bottom the fault parameters y,
strike and dip, thus covering all cross correlations. The orange overlay shows the bivariate
normal distribution at two standard deviations or, equivalently, the 91% confidence region.
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with the slip distribution. Though the high computational costs involved in evalu-
ating the Volterra solution in a 3D space prohibit running the MCMC process using
Volterra’s equation to verify the correctness of this result, we consider the foregoing
to be sufficient support to present this as a demonstration of the WSM driving a
realistic, nonlinear inversion of a 3D fault plane.

4.5 Conclusions

In this paper we performed for the first time a full inversion of fault plane parameters
and fault slip distribution using the Weakly-enforced Slip Method (WSM) that was
developed explicitly for this purpose. By restricting the domain to a homogeneous
halfspace we were able to synthesize the deformation data and to compare the WSM-
based inversion against a reference result obtained from the exact solution. This
allowed us to study in detail the effect that the discretization error has on different
aspects of the inversion process. To provide our study with a mathematical framework
we placed the inverse problem in a Bayesian setting, in which a prior probability
distribution is refined though observations into a posterior probability that quantities
the likelihood of various faulting mechanisms.

For linear inversions, the WSM was found to be competitive with Volterra’s equa-
tion in terms of accuracy, showing excellent agreement already at coarse meshes (5
elements per 10 km for the situation considered) in case of non-rupturing faults. As
a practical rule of thumb for the minimum required mesh density, we demonstrated
empirically that the discretization errors must not exceed the standard deviation of
the measurement noise in order to avoid large numerical errors. Conversely, increasing
the mesh density beyond this point contributes little to the accuracy of the inversion.

A WSM-based inversion of rupturing faults requires additional measures to ac-
count for the local smearing out of the discontinuity, but it is argued that similar
measures are often required in practice regardless. When a simple data mask is ap-
plied to disregard data points in the vicinity of the rupture, the WSM and exact
method again show excellent agreement, albeit at a finer mesh that is required to
localize the discrization error to the rupture zone. Local to the rupture the error is
observed to decay exponentially, at a rate that is inversely proportional to the element
size of the computational mesh. It is expected that this relation holds as well in the
case of local, rather than uniform, refinements.

While the WSM was originally analyzed on a finite domain with exact boundary
conditions [78], real world applications cannot rely on the availability of such data.
Instead of introducing artificial boundaries, we opted for a finite-to-infinite mapping
for the treatment of the far field in order not to introduce assumptions that might
limit the validity of our results. Though this treatment introduces a fairly significant
error, we observe that the relative displacement error of two nearby points remains
dictated by the local element size. This circumstance fits remarkably well with the
fact that satellite-based InSAR observations are inherently relative, which means that
treatment of the data must be insensitive to global offsets. While successful in this
regard, meshing the far field is arguably an expensive solution, increasing the number
of degrees of freedom by a factor 3.38 in the test cases considered. Further study in
this direction is therefore warranted.
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For non-linear inversions, any global search algorithm followed by a gradient-based
optimization is shown to perform equally well for the WSM as it does for the exact
forward method, as demonstrated by a full comparison of the posterior probability
density. Furthermore, we demonstrated that the iterates of the Nelder-Mead uphill
simplex method can be reused in a linear least squares projection to provide a high
quality Gaussian proposal distribution for a subsequent exploration of the posterior
probability using the Metropolis-Hastings Markov Chain Monte Carlo method.

In an observation that is unrelated to the WSM we have remarked that certain
parameters that are customarily added to the space of fault parameters, such as the
fault plane dimensions, can instead be captured at lesser cost by the slip distribution.
In situations where an ambiguous relationship remains between a fault parameter and
the slip distribution, this translates to a large variance of the posterior distribution,
as demonstrated by the along-strike offset of the fault plane in the 3D scenario.

In conclusion, we believe that the present work convincingly demonstrates the
utility of the WSM in real world applications, combining the power and flexibility
of finite element analysis with a highly efficient reuse of computational effort. It
also provides a practical framework by which such studies can be performed. While
the current experiments have been restricted to homogeneous halfspaces for reasons
of verification, none of these restrictions were required by the methodology as it is
presented here; nor do we have reason to believe that our findings are limited to these
conditions.
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5 | Conclusions and Outlook

The objective of this thesis has been to develop a fast but versatile numerical method
for the simulation of dislocations in general elastic domains, to be used in the specific
inverse setting of the inference of earthquake mechanisms from InSAR data.

This objective was met with the introduction of the Weakly-enforced Slip Method
(WSM) in Chapter 3 and its application in a Bayesian inversion setting in Chapter 4.
The following section will substantiate this by revisiting the research questions. This
is followed by recommendations for future research.

5.1 Research Questions

The research was guided by four research questions, which will be answered here with
reference to the relevant sections.

Solution space

Compared to the split-node method, what alternative decisions could be considered in
devising a method for the simulation of dislocations while staying within the broader
framework of the Finite Element Method?

A key design decision of the split-node method, discussed in Section 2.5.2, is to
align the dislocation to element boundaries. The reasons for doing so are compelling.
Firstly, the per-element assembly routine is identical to that of a non-dislocated
medium, which means that the implementation is near standard with adjustments
only in the global assembly. Secondly, as a dislocation implies not only a discontinu-
ity but also discontinuous normal gradients, the C1-discontinuities (kinks) of a typical
FEM basis at the interface between elements allow for excellent approximation of the
displacement field local to the dislocation.

The general finite element formulation was reached in Section 3.1.3, which noted
that the lift is “in principle arbitrary”. In other words, the link with element bound-
aries is not mandated by any underlying theory, and alternative methodologies are
possible even though the section concludes that “the use of an arbitrary lift carries
severe algorithmic complexity”. For example, the ε-local lift of Figure 3.2 can be con-
structed independently of the finite element mesh, but the required distance metric
is nontrivial for curved faults and the resulting assembly non-standard.

Algorithmic complexity might be a price worth paying, however, when it allows
many different fault geometries to be considered on a fixed finite element mesh. Since
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the dislocation manifests only in the right-hand side of (3.23), the most expensive
steps such as matrix assembly and factorization, as well as mesh generation itself, can
be reused between simulations. On balance, therefore, the resulting method will be
significantly cheaper in a multi-query setting, even if integration of the lift is more
expensive than that of the split-node method.

Speed

Is it possible to devise a computational method that is fast enough to be feasibly used
in iterations mandated by the inversion procedure? How does computational effort
compare to existing techniques?

As typical inversion procedures require many evaluations of the forward model,
a mesh-independent lift will result in an overall significantly cheaper procedure as
it allows substantial parts of the computation to be reused, such as the stiffness
matrix and its factorization. Remaining steps per evaluation are assembly of the
right-hand-side vector and solving of the linear system. To minimize costs of assembly,
Section 3.2.1 presents the Weakly-enforced Slip Method (WSM) as the limit of a
sequence of lifts with increasingly narrow support, which reduces assembly to an
integral over the dislocation manifold.

Assembly of the WSM is still non-standard, involving the evaluation of basis func-
tions in arbitrary domain points, rather than in the usual Gaussian quadrature points.
But there exist efficient strategies for this, with Section 4.3.5 providing some point-
ers. Furthermore, compared to situations dealing with any non-degenerate lift, the
required number of quadrature points is greatly reduced owing the fact that the man-
ifold is a lower dimensional structure. Finally, evaluation of the integrand is cheap,
involving only gradients of the basis functions, the local stiffness tensor, the normal
vector, and the Burgers vector.

To compare the computational effort of the WSM to existing techniques, one
should not compare with the split-node method but rather with analytical expressions,
such as the widely used Okada’s solution detailed in Section 2.2.3. The difference in
nature between both methods make a direct comparison difficult. Whereas the cost
of analytical expressions scales linearly with the number of surface points evaluations,
the WSM is virtually insensitive to the number of surface points, but scales instead
with mesh density. As such, there is a cross-over point where the WSM becomes
the cheaper method. Complicating matters further, analytical solutions are usually
superposed to simulate slip distributions, scaling the costs of per-point evaluations
and sliding the cross-over point in favour of the WSM.

Regardless of the above, based on experience gathered in generating the results of
Section 4.4 the WSM is estimated to be the slower method in most realistic scenarios.
This means that in situations for which, for instance, a homogeneous halfspace is
a sufficiently good model, analytical solutions are likely the best choice. Crucially,
though, the study of Chapter 4 has proven the WSM to be a feasible method for
the inversion of realistic three-dimensional displacement data, meaning that model
simplifications are no longer a prerequisite for computability.
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Flexibility

Is it possible to make significant speed improvements while keeping the power and
flexibility of the Finite Element Method intact? If not, what are the limitations of the
new method?

The WSM achieves its speed improvements by severing the connection between
the manifold and the finite element mesh, without imposing restrictions of any type in
its stead. Any mesh that is suited for the FEM, therefore, can be used for the WSM,
granting full flexibility for describing surface topology and other relevant structures.
Material heterogeneity, including anisotropy, is supported within the confines of lin-
ear elasticity theory. Finally, the dislocation manifold can be arbitrarily shaped,
may intersect the surface, and supports any slip distribution including out of plane
components.

The approximation proofs of Section 3.3 are subject to moderately restrictive
conditions: the elasticity tensor is assumed to be C1 continuous on the entire domain,
including across the dislocation; and the domain is assumed to be Lipschitz, placing
regularity constraints on the shape of the dislocation. The regularity constraint is
unlikely to be limiting in practice. The continuity condition is not debilitating either,
though it may be inconvenient to adhere to. There are reasons to expect that this
condition may be relaxed to include sharp and even discontinuous feature transitions,
but further study is required to confirm this.

The main limitation of the WSM ties in with its main strength, which is that
its computational efficiency derives from the fact that the stiffness matrix can be
reused. Geologically, tectonic faults may represent discontinuities not only in the
displacement field, but also in the material properties due to the nature of the tectonic
process. However, as this would reintroduce a link between the fault and the stiffness
matrix, most of the WSM’s advantages would vanish if this effect were to be modelled
accurately. Instead, feasibility demands that the transition be averaged to the general
area where the fault is thought to be.

Errors

If speed gains come at the expense of accuracy, essentially replacing model errors by
discretization errors, how will these errors affect the accuracy of a typical inversion?

Corollary 8 of Section 3.3.3 states that the WSM converges optimally on any
subdomain that excludes the dislocation manifold. This directly implies that, for any
domain point that does not lie directly on the manifold, the displacement error can
be made arbitrarily small through mesh refinement, to the point where it will no
longer significantly affect the inversion. As this would require an infeasibly fine mesh,
however, this is not a useful argument in practice. A characterization of the WSM’s
discretization error and its influence on the inversion process is therefore warranted.

The absence of a discontinuity introducing lift, combined with the inherent con-
tinuity of the discrete solution space, implies that the WSM solution is continuous.
Consequently, the error at the dislocation equals half the Burgers vector, regardless
of mesh size. At the same time, Corollary 8 states that the error at any distance
converges optimally, suggesting the formation of an error cone that narrows with
element size. This is experimentally confirmed by Figure 3.6, which shows progres-
sively narrowing error cones, pointwise exponential convergence, as well as spatially
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exponential error decay.
The error decay suggests that sufficiently buried faults will not be affected by the

peculiar nature of the WSM’s discretization error, as the surface measurements are
naturally removed from the manifold. This is confirmed numerically in Section 4.4,
which found that near-optimal results could be obtained with element sizes as coarse
as 1 km. In a Bayesian interpretation, it was found empirically that the largest
deformation error should be less than the sensor noise for its influence on the inversion
to become insignificant.

Rupturing faults, on the other hand, will require special treatment as the error cone
will affect a region around the surface rupture. The proposed solution, to disregard
data in this region and perform the inversion based on the remaining intermediate
and far field data, was numerically shown to be effective. While masking data a priori
may appear conflicting with the goals of establishing a fault geometry, the nature of
a rupturing fault is that it is a visible feature, and as such locally well constrained.
The approach is further thought reasonable in the context that InSAR data is often
less reliable in regions of considerable damage, leading some of it to be discarded, and
that the width of the masking zone can be controlled via mesh refinement.

5.2 Recommendations

This thesis recommends four topics for further study.

1. The convergence proofs of Section 3.3.3 presently assume C1 continuity of the
elasticity tensor. Though this assumption can always be satisfied by means
of a smooth approximation, doing so would add unwelcome complexity to the
method. Particularly relevant are discontinuous material properties resulting
from horizontal stratification, which the general Finite Element Method is well
equipped to handle though layer-conforming meshing. It is considered worth-
while to investigate if the continuity assumption is a requirement for the WSM,
or whether it can be relaxed to accommodate this fairly common situation.

2. Section 4.4 showed that the inversion of rupturing faults requires a masking zone
local to the rupture. The width of this zone can be controlled through mesh
refinement. However, this thesis considered only uniform refinements, meaning
that a narrowing of the masking zone implies a uniform increase in degrees of
freedom, regardless of whether the additional detail is desired. It is expected
that the same narrowing can be achieved through local refinement of the rupture
zone, which would not substantially increase the problem size, but this needs
to be confirmed in further study.

3. The WSM has several capabilities that were not explored in this thesis. Most
prominently, it allows for material heterogeneity and anisotropy, neither of which
were used in the case studies considered. The fault plane can be arbitrarily
shaped, allowing for additional fault plane parameters such as curvature to be
made part of the inversion. And the WSM allows for opening modes, making
it relevant for other geophysical processes such as dyke intrusions. Further
research is warranted to explore these topics in practice.
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4. Finally, the inversion methodology of Section 4.3 took elastic properties to be
a known quantity, which in most locations is not a realistic assumption. The
Stochastic Finite Element Method is developed to solve problems that involve
uncertainty, and it is reasonable to assume that its methods apply to the WSM
as well. It appears to be worthwhile, therefore, to explore an extension to the
Bayesian approach set forth in Section 4.2 which accounts for uncertainties in
the material properties, so as to obtain more accurate posterior distributions.
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Summary

A vital component in the management of seismic hazard is the study of past seismic
events. Classically, this has been the domain of seismology, which studies the dynamic
manifestations of the event to infer properties such as epicenter and moment magni-
tude. More recently it has become possible to perform similar analyses on the basis
of the static consequences of a seismic event, as satellite borne Synthetic Aperture
Radar (SAR) data allows us to compare the local surface geometries before and after
a seismic event. The locality of the deformation data promises reconstructions with
greater detail and subject to fewer model uncertainties.

With current technology, it is not possible to use SAR to their full potential.
The non-linearity of the static dislocation problem that links faulting mechanisms
to observed deformations causes any inverse method to require many evaluations of
the forward model. This poses limits on the permissible cost of solving the disloca-
tion problem, restricting most approaches to simplified model assumptions such as
material homogeneity and absence of topography. In situations where more accu-
rate information is available, this presents a clear opportunity for improvement by
accelerating the computational methods instead.

This thesis presents the Weakly-enforced Slip Method (WSM), a modification of
the Finite Element Method (FEM), as a fast approach for solving static dislocation
problems. While the computational cost of the WSM is similar to that of the FEM
for single dislocations, the WSM is significantly faster when many different dislo-
cation geometries are considered, owing to the reuse of computationally expensive
components such as matrix factors. This property makes the method ideally suited
for inverse settings, opening the way to incorporating all available in situ data in a
forward model that is simultaneously flexible and cheaply evaluable. Moreover, we
prove that the WSM retains the essential convergence properties of the FEM.

A limitation of the WSM is that it produces continuous displacement fields, which
implies a large error local to the dislocation. We show that this error decreases rapidly
with distance, and that in a typical scenario the majority of deformation data has
a discretization error that is smaller than observational noise, particularly when a
fault is buried. In the case of shallow or rupturing faults, neighbouring data needs to
be discarded from the analysis to avoid disruption. With this measure in place, we
show via Bayesian inference of synthesized datasets that the discretization errors of
the WSM do not significantly affect the inverse problem.
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Samenvatting

Een belangrijk onderdeel van het in kaart brengen van seismisch risico is de bestu-
dering van de lokale historie van seismische gebeurtenissen. Dit is van oudsher het
domein van seismologie: de discipline die de dynamiek van een beving analyseert om
hieruit karakteristieken te destilleren als epicentrum en magnitude. Met het beschik-
baar komen van satelliet-gebaseerde Synthetic Aparture Radar (SAR) is het mogelijk
geworden om soortgelijke studies uit te voeren op basis van de statische gevolgen van
een seismische gebeurtenis, door de blijvende vervorming van het aardoppervlak te
nemen als primaire waarneming. Het lokale karakter van deze data belooft recon-
structies met groter detail op basis van minder ingrijpende modelaannames.

Met de huidige technologie is het niet mogelijk om SAR ten volle te benutten.
De niet-lineariteit van het statische dislocatieprobleem, nodig om aarbevingsmecha-
nismen te koppelen aan waargenomen vervormingen, maakt dat elke inverse-methode
zeer veel evaluaties van het voorwaartse model vereist. Dit stelt praktische grenzen
aan de kosten van het dislocatieprobleem, dat om deze reden doorgaans sterk wordt
versimpeld, leidend tot veelal onrealistische aannames als materiële homogeniteit en
afwezigheid van topografie. In situaties waarin nauwkeurigere informatie beschik-
baar is ligt hier evident potentie voor verbetering, door in plaats van het model te
versimpelen de rekenmethode te versnellen.

Dit proefschrift presenteert de Weakly-enforced Slip Method (WSM), een modi-
ficatie van de eindige elementen-methode (Finite Element Method, FEM) voor het
efficient oplossen van statische dislocatieproblemen. Hoewel de rekenkosten van de
WSM vergelijkbaar zijn met die van de FEM bij de analyse van individuele dislocaties,
is de WSM aanzienlijk sneller wanneer een veelvoud van dislocatiegeometrieën wordt
beschouwd door mogelijk hergebruik van computationeel kostbare componenten als
matrixfactoren. Deze eigenschap maakt de WSM bij uitstek geschikt voor inverse-
problemen, die hiermee meer in-situ data in het model kunnen betrekken. Bovendien
bewijzen we dat essentiële convergentie-eigenschappen van de FEM behouden blijven.

Een belangrijke beperking van de WSM is dat het verplaatsingsvelden genereert
die continu zijn over het domein, wat een grote fout impliceert ter plaatse van de
dislocatie. We laten zien dat deze fout snel afneemt met de afstand tot de dislocatie,
en op de meeste plaatsen typisch kleiner is dan de waarnemingsruis, zeker wanneer het
breukvlak niet tot de oppervlakte reikt. Wanneer dit wel het geval is kan meetdata uit
de directe omgeving uit de analyse worden verwijderd om verstoringen te voorkomen.
Op basis van een vergelijkend onderzoek met gesynthetiseerde gegevens laten we zien
dat deze ingreep afdoende is om te voorkomen dat de discretisatiefouten van de WSM
het inverseprobleem significant bëınvloeden.
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