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A B S T R A C T

Modeling ground penetrating radar (GPR) reflection data on glaciers with methods that require the discretiza-
tion of the full subsurface domain is extremely computationally expensive because of the combination of a
large domain size and the comparatively short wavelength of the signal. To address this issue, we build on
and extend a previously proposed approach based on the assumption of a homogeneous background medium
(ice) in which various scattering objects (e.g., crevasses, channels, boulders) are embedded far from each other
such that multiple scattering can be ignored. The glacier bed, below which no scatterers are assumed to exist,
represents the lower limit of the modeling domain. With this method, the two-way propagation of the radar
waves through the ice is simulated in a semi-analytical way, whereby scattering surfaces are represented with
a set of planar elements of different electric and reflective properties, allowing a wide range of objects to
be simulated. As we also take the antenna radiation pattern at the air-ice interface into account, this simple
algorithm is able to produce realistic 3D GPR data in a fast and memory efficient way. In this study, we
validate the presented algorithm with an analytical solution for a layered model, and we simulate radar data
for a model of the Otemma glacier in Switzerland featuring a realistic topography of the glacier bed and a
subglacial channel.
1. Introduction

Ground Penetrating Radar (GPR) has become an increasingly pop-
ular tool in the field of glaciology (Plewes and Hubbard, 2001; Wood-
ward and Burke, 2007; Schroeder et al., 2020). To allow for a quanti-
tative interpretation of these data and to test hypotheses, numerical
modeling tools are required. Unfortunately, grid-based modeling ap-
proaches such as, for example, finite-differences, which are usually
the tools of choice for numerical simulation of GPR data, are far too
computationally expensive for use with glaciological problems. This
results because of the large penetration depth of the GPR signal in
combination with the relatively short wavelengths involved. Indeed,
in temperate ice, structures have been imaged using GPR at depths of
hundreds of meters (e.g., Arcone et al., 1995; Moorman and Michel,
2000; Irvine-Fynn et al., 2006; Murray et al., 2007). Reflections from
depths of up to several kilometers have been observed, for example, in
Greenland (e.g., Hodge et al., 1990; Jacobel and Hodge, 1995; Keisling
et al., 2014) and Antarctica (e.g., Jacobel et al., 1996, 2009; Arcone
et al., 2012a,b; Christianson et al., 2012; Gillespie et al., 2017).

As a hypothetical example, let us imagine that we wish to sim-
ulate the propagation of radar waves in a small glacier domain of
size 70 × 20 × 20 m using the finite-difference time-domain (FDTD)

∗ Corresponding author.
E-mail address: jurg.hunziker@unil.ch (J. Hunziker).

approach. To properly sample the radar waves, we require approxi-
mately ten grid points per wavelength (Giannopoulos, 1997). If we
assume that the ice contains water pockets or water-filled channels, the
smallest wavelength of the GPR signal would be approximately 30 cm
for a 100 MHz signal. Thus, a grid size of just a few centimeters is
required for the numerical modeling, which translates to a 3D mesh
containing approximately 1 billion grid points. Such a mesh would lead
to impractically long runtimes and would further require approximately
24 GB of memory to store the three electromagnetic field-components
in double precision for just one time step.

The problem of huge spatial simulation grids can be alleviated
somewhat through the use of finer subgrids in zones of shorter wave-
length (e.g., where water is present), which are embedded in a coarser
grid (Diamanti and Giannopoulos, 2009). However, the computational
load remains rather large and, additionally, a stable interface between
the grid in the ice and the subgrids discretizing the water pockets
would need to be established. For all of the above reasons, grid-based
numerical modeling of GPR data on glaciers is expensive and difficult.

Here, we address the above limitation and present GPR model-
ing software that is based on the approximation that the glacier ice
can be described as homogeneous in terms of its radar propagation
velocity. Reflecting interfaces within the ice and at the glacier bed
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are then considered explicitly as scatterers within the homogeneous
domain. Under these conditions, modeling can be performed in a
highly computationally and memory efficient manner using Fourier
methods. Note that, although similar approaches have been proposed in
previous studies (Moran et al., 2003; Shakas and Linde, 2015, 2017),
the corresponding computer codes were not made publicly available
and lack the flexibility to handle (in a single code) (i) antennas aligned
in any orientation on the ice surface with the correct radiation pattern;
and (ii) a variety of different reflecting objects (i.e., point scatterers,
glacier bed, subglacial channels).

In the following, we outline the theory of our developed algorithm
and present a validation example comparing the code with the analyti-
cal solution for a layered subsurface model. This is followed by a more
complex simulation of 3D GPR data acquired at the Otemma glacier
in Switzerland, wherein realistic topography of the glacier bed and a
subglacial channel are included. Finally, we discuss the efficiency and
the limitations of the proposed method.

2. Theory

In the proposed algorithm, the glacier is treated as homogeneous in
terms of its radar propagation velocity and is bounded by the air-ice
interface on top and the glacier bed at the bottom. The assumption
of a constant velocity in glacier ice is commonly made when both
modeling and processing glacier GPR data (e.g., Moran et al., 2003;
Egli et al., 2021), and can be generally well justified by the limited
variations in ice porosity and thus water content. The body of ice can
contain several objects that are assumed to be far enough from each
other such that secondary scattering can be neglected without too much
loss of realism. Radar pulses are emitted and received by antennas
located at the surface and the corresponding radiation pattern is taken
into account by analytical far-field formulations (Engheta et al., 1982).
Propagation of the radar waves through the glacier ice is done in a
semi-analytical way, making the gridding of the domain unnecessary.
Only the surfaces of the scattering objects inside the ice and the glacier
bed need to be discretized. In the case of large objects or surfaces, this
is done using a multitude of small planar scattering elements, whereas
small objects are represented by a single point scatterer. Each scattering
element produces a response to the emitted signal. Summing up all of
these responses results in the final trace that would be recorded by the
GPR receiver antenna.

The following three steps are carried out in the frequency domain
separately for each scatterer, planar scattering element or point scat-
terer: (1) Emission and propagation of the radar wave from the source
antenna through the ice to the scatterer, (2) reflection of the signal at
the scatterer, and (3) propagation back to the surface and reception of
the signal at the receiver antenna. Note that, to increase the efficiency
of the code, we combine the first and the third steps. Finally, the
responses from all of the scatterers are summed and the data are
multiplied with the spectrum of the GPR source-wavelet. The last step
is an inverse Fourier transformation in order to obtain the final trace
in the time domain. A flowchart summarizing the essential steps of the
algorithm is provided in Fig. 1.

2.1. Antenna radiation pattern and wave propagation

The GPR antennas are represented in our algorithm as horizontal
infinitesimal electric dipoles. As the scatterers are typically far away
from the antennas in a glacial setting, neglecting the size of the anten-
nas is a simplification that has little impact on the simulated data. The
antennas are located at the air-ice interface and oriented at an arbitrary
angle, whereby an angle of 0◦ corresponds to an orientation parallel to
the 𝑥-axis. The electric field 𝐸 caused by a Dirac-impulse emitted by
such an antenna parallel to the 𝑥-axis is described in the far field by the
xpressions given by Engheta et al. (1982) and later studied by Arcone
1995). The spherical components of the electric field in the upper
2

Fig. 1. Flow chart of the algorithm.

halfspace consisting of air, 𝐸1,𝜃 and 𝐸1,𝜙, are given in the frequency
domain as a function of dip from the vertical (𝜃), horizontal azimuth
measured from the negative 𝑥-axis (𝜙), and radial distance from the
source (𝑟) as

𝐸1,𝜃 = 𝐾(𝑟)
cos𝜙
𝑛

[

cos2 𝜃

cos 𝜃 +
√

𝑛2 − sin2 𝜃

− sin2 𝜃 cos 𝜃 cos 𝜃 −
√

𝑛2 − 𝑠𝑖𝑛2𝜃

𝑛2 cos 𝜃 +
√

𝑛2 − sin2 𝜃

]

, (1)

𝐸1,𝜙 = −
𝐾(𝑟) cos 𝜃 sin𝜙

√
. (2)
𝑛 cos 𝜃 + 𝑛2 − sin2 𝜃
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As electromagnetic waves are transverse, the radial component 𝐸𝑟 is
zero. In the above equations, 𝑛 is the index of refraction at the air-ice
nterface, which is given by

=

√

𝜀𝑟,ice
𝜀𝑟,air

, (3)

with 𝜀𝑟,ice and 𝜀𝑟,air being the relative electric permittivity in ice and
air, respectively. The factor 𝐾(𝑟) is given by

𝐾(𝑟) =
𝑖𝐼𝛿𝑧𝑘𝑚𝜂𝑒𝑖𝑘𝑚𝑟

2𝜋𝑟
, (4)

here 𝜂 = 𝜇0∕
√

𝜀0𝜇0 is the electromagnetic impedance of free space
ith 𝜇0 and 𝜀0 being the free-space magnetic permeability and electric
ermittivity, respectively, 𝑘𝑚 = 𝜔

√

𝜀𝑟,𝑚𝜀0𝜇0 is the vertical wavenumber
in the medium having relative permittivity 𝜀𝑟,𝑚 and with 𝜔 being the
angular frequency. Parameter 𝐼 is the current amplitude (set to 1 A
throughout this paper), 𝛿𝑧 is the dipole element length (set to 0.5 m
throughout this paper), and 𝑖 =

√

−1 is the imaginary unit. Note that
the parameters 𝐼 and 𝛿𝑧 are of minor importance as they only scale the
overall amplitude of the radiated signal by a constant factor.

In the lower halfspace consisting of ice, the electric-field compo-
nents 𝐸2,𝜃 and 𝐸2,𝜙 depend additionally on the critical angle 𝜃𝑐 =
sin−1(1∕𝑛). For 𝜋 − 𝜃𝑐 ≤ 𝜃 ≤ 𝜋 we have

𝐸2,𝜃 = 𝐾(𝑟) cos𝜙

[

sin2 𝜃 cos 𝜃

√

1 − 𝑛2 sin2 𝜃 + 𝑛 cos 𝜃

𝑛
√

1 − 𝑛2 sin2 𝜃 − cos 𝜃

− cos2 𝜃
√

1 − 𝑛2 sin2 𝜃 − 𝑛 cos 𝜃

]

, (5)

2,𝜙 = 𝐾(𝑟)
cos 𝜃 sin𝜙

√

1 − 𝑛2 sin2 𝜃 − 𝑛 cos 𝜃
. (6)

or 𝜋∕2 ≤ 𝜃 ≤ 𝜋 − 𝜃𝑐 we have

𝐸2,𝜃 = 𝐾(𝑟) cos𝜙

[

sin2 𝜃 cos 𝜃

√

𝑛2 sin2 𝜃 − 1 − 𝑖𝑛 cos 𝜃

𝑛
√

𝑛2 sin2 𝜃 − 1 + 𝑖 cos 𝜃

+ 𝑖 cos2 𝜃
√

𝑛2 sin2 𝜃 − 1 + 𝑖𝑛 cos 𝜃

]

, (7)

𝐸2,𝜙 = −𝑖𝐾(𝑟)
cos 𝜃 sin𝜙

√

𝑛2 sin2 𝜃 − 1 + 𝑖𝑛 cos 𝜃
. (8)

Eq. (1) through (8) provide the radiated electric field at a distance
from the source antenna. Note that the equations are only valid in

he far field. To investigate the errors associated with the use of these
xpressions in the near and intermediate fields, we compare in Fig. 2
he radiation pattern obtained using Eq. (1) through (8) with the exact
olution to Maxwell’s equations for a point dipole on the interface of
wo halfspaces in the horizontal-wavenumber frequency domain, where
he inverse spatial Fourier transformation is computed using numerical
ntegration by quadratures (Slob and Fokkema, 2002). Note that the
ntenna radiation pattern predicted by the far-field expressions (Eq. (1)
o (8)) will not change with distance from the antenna aside from a
hange in overall amplitude. In contrast, the shape of the radiation
attern calculated with the exact solution also changes as a function of
istance 𝑟. Therefore, in Fig. 2, we plot the radiation patterns obtained
ith the exact solution for various distances 𝑟 and normalize them to

acilitate the comparison of their shapes.
We observe that the nulls appearing in the E-plane of the far-field

adiation pattern around 150◦ and 210◦ do not exist in the exact
olution. However, the exact solution features side lobes growing as

function of distance from the antennas proving that the far-field
adiation pattern is close to the true one for large distances. The side
obes of the exact solution consist of multiple smaller side lobes, while
he far-field solution shows only one clear side lobe. These multiple
maller side lobes come from the interaction between the head-wave
nd the spherical wave in the lower halfspace in the exact solution.
3

There is only one clear main side lobe in the far-field solution, because
there the head-wave is not modeled.

In the H-plane, the near-field radiation is equally distributed be-
tween 120◦ and 240◦ for the exact solution, but with increasing dis-
tance from the source, radiation peaks in the ranges 120◦ to 150◦

s well as 210◦ to 240◦ form, similarly to those observed in the
orresponding far-field radiation pattern.

Thus, for targets that are at least 50 m away from the antennas,
he far-field radiation pattern (Fig. 2a and c) is sufficiently close to the
ull-field radiation pattern (Fig. 2b and d). As the targets considered in
his study are indeed at least separated by 50 m from the antennas, the
ar-field radiation pattern is adequate enough for this study, but one
hould keep in mind that errors are introduced for targets close to the
ntennas.

.2. Reflection coefficients

If the particular scattering object being considered is represented by
collection of small planar elements that together form the surface of

he scatterer, then one of two reflection coefficients is used to calculate
he reflection response. The simple Fresnel reflection coefficient is used
o mimic objects that are large in volume, such as for example the
edrock at the glacier bed. It has the same formulation in the transverse
lectric (TE) and the transverse magnetic (TM) modes:

TE,TM =
𝑘1 − 𝑘2
𝑘1 + 𝑘2

, (9)

where 𝑘1 and 𝑘2 are the vertical wavenumbers of the ice and the scat-
terer, respectively, where vertical refers to the direction orthogonal to
the scattering element. In contrast, the three-layer reflection coefficient
can be used to model objects of limited thickness, such as sediment
layers or channels. It is given by Bradford and Deeds (2006):

𝑅TE =
𝑘1 − 𝑘3 − 𝑖

(

𝑘1𝑘3
𝑘2

− 𝑘2
)

tan(𝑘2𝑑)

𝑘1 + 𝑘3 − 𝑖
(

𝑘1𝑘3
𝑘2

+ 𝑘2
)

tan(𝑘2𝑑)
, (10)

𝑅TM =
𝑘1𝜀3 − 𝑘3𝜀1 − 𝑖

(

𝑘1𝑘3𝜀2
𝑘2

− 𝑘2𝜀1𝜀3
𝜀2

)

tan(𝑘2𝑑)

𝑘1𝜀3 + 𝑘3𝜀1 − 𝑖
(

𝑘1𝑘3𝜀2
𝑘2

+ 𝑘2𝜀1𝜀3
𝜀2

)

tan(𝑘2𝑑)
, (11)

where 𝑘1, 𝑘2, and 𝑘3 refer to the vertical wavenumbers of the ice, the
scatterer, and the medium below the scatterer, respectively, and 𝜀1,
𝜀2, and 𝜀3 refer to the electric permittivities of these three media. For
n object embedded in the ice, 𝑘1 = 𝑘3 and 𝜀1 = 𝜀3. To model the

glacier bed with a sediment layer between the ice and the bedrock, the
subscripts 1, 2, and 3 would refer to the ice, the sediment layer, and the
bedrock, respectively. The thickness of the middle layer is represented
by the variable 𝑑.

Before the reflection coefficient can be applied, the three orthogonal
components of the electromagnetic wave, 𝐸𝜃 , 𝐸𝜙, and 𝐸𝑟, must be
xpressed in terms of three different orthogonal components such that
wo of these components are parallel and the third one orthogonal to
he scattering element under consideration. The parallel components
re then multiplied with the TE-mode reflection coefficient, while
he orthogonal component is multiplied with the TM-mode reflection
oefficient.

.3. Point scatterers

We represent small objects inside the ice as point scatterers instead
f as planar scattering elements. To this end, we use the analytical
xpression for the wavefield scattered by a point-like disturbance of
he background electric permittivity given by Saintenoy and Tarantola
2001):

= ln
( 𝜀ps

)

𝑉 [

�̂�rec ×
(

−𝜔2)𝐄inc
]

× �̂�rec, (12)

𝜀1 4𝜋𝑟rec𝑣2
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Fig. 2. Radiation patterns for a dipole antenna oriented parallel to the x-axis. Above the horizontal axis (90◦ - 270◦ line), radiation into the air is shown, while the lower part
depicts radiation into the ice (𝜀𝑟 = 3.2). Each plot has been normalized to allow for a comparison regardless of distance from the source. The analytical radiation pattern used in
this paper (Engheta et al., 1982; Arcone, 1995) is shown in (a) and (c), and the radiation pattern based on the exact solution of Maxwell’s equations (Slob and Fokkema, 2002) is
shown for various distances from the antennas in (b) and (d). Note that the analytical far-field solution does not change shape as a function of distance from the source. (a) and
(b) show the radiation patterns in the E-plane or xz-plane and (c) and (d) show the radiation patterns in the H-plane or yz-plane.
where bold quantities represent three-component vectors, 𝜀ps is the
electric permittivity of the point scatterer, 𝑉 is its volume, 𝑟rec is the
distance between the point scatterer and the receiver antenna, 𝑣 is
the velocity of the electromagnetic wave in ice, �̂�rec is the unit vector
pointing from the point scatterer to the receiver antenna, and 𝐄inc
is the incident electric field vector at the point scatterer in Cartesian
coordinates, and 𝐄 is the scattered field vector.

Note that Eq. (12) gives the scattered electric field vector 𝐄 at the
location of the point scatterer. To obtain the response of the point
scatterer at the receiver location, 𝐄 needs to be propagated to the
corresponding position at the surface. In our implementation, this is
carried out in conjunction with the calculation of the radiation pattern
of the receiver antenna described in the previous subsection.

2.4. Wavelet

After propagation and reflection, the response of all of the scatterers
is summed to obtain the complete GPR trace in the frequency domain.
Before applying the inverse Fourier transformation to obtain the time-
domain trace, the frequency spectrum of the signal is multiplied with
the spectrum of the GPR source wavelet 𝑊 .

For all of the examples shown in this paper, we consider a source
wavelet equal to the double derivative of a Gaussian function having
a center frequency of 100 MHz and a time shift of 12 ns to ensure
causality. However, any other function could be considered.
4

Fig. 3. Subsurface model for the validation of the FROGS code (not to scale). The
inverted triangle indicates the depth of the GPR antennas and the arrows represent the
ray paths of the three events shown in Fig. 4.

3. Validation

Our implementation of the algorithm described in the previous
section is available on github as a MATLAB package. We call our code
‘‘Fast Radar-On-Glacier Simulation’’ or, for short, ‘‘FROGS’’.

In this section, we present a validation of the code, where we
compare the results obtained with FROGS with those corresponding to
a semi-analytical solution for a layered Earth (Hunziker et al., 2015;
Werthmüller, 2017). The considered subsurface model consists of an
infinite, horizontal plane at 50.5 m depth that could be considered to be
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Fig. 4. Comparison of results obtained using the FROGS code with those obtained
using the semi-analytical solution for the layered model shown in Fig. 3. A three-layer
reflection coefficient was used in FROGS to simulate the sediment layer on top of the
bedrock. The labeled events are ➀ the reflection from the top of the sediment layer, ➁

the reflection from the top of the bedrock, and ➂ an internal multiple reflection inside
the sediment layer. The ray paths of these events are graphically depicted in Fig. 3.

bedrock. This plane is covered by a 0.5 m thick layer of sediments. The
colocated GPR antennas are placed on the ice surface at 0 m depth. A
sketch of the model and the corresponding relative electric permittivity
values is shown in Fig. 3.

In FROGS, we represent the infinite horizontal plane of scattering
elements as a circle of radius of 20 m and place the GPR antennas at the
center of the circle, 50 m above the plane. The circle is discretized into
5024 scattering elements of size 0.5 × 0.5 m. Note that, as we use the
three-layer reflection coefficient, we only need one plane of scattering
elements to represent both, the sediment surface at 50 m depth and the
bedrock surface at 50.5 m depth.

In Fig. 4 we compare the GPR traces obtained using the analytical
solution with those obtained using the FROGS numerical modeling
code. We see that the results are identical, which confirms that use of
expressions (1) through (8) is fully appropriate for this example. Three
events can be seen on these traces, which are the reflection from the
top of the sediment layer (event ➀ in Figs. 3 and 4), the reflection from
the top of the bedrock (event ➁) and an internal reflection inside the
sediment layer (event ➂).

Note that, for the example shown in Fig. 3, a surface multiple should
normally appear in the GPR trace at approximately twice the travel
time of the bedrock reflection, which is beyond the time limits of the
plot shown in Fig. 4. While FROGS correctly accounts for multiple
reflections inside the sediment layer through the use of the three-layer
reflection coefficient, it will not reproduce this surface-based multiple.
The semi-analytical solution, on the other hand, correctly accounts for
this behavior.

4. Example

In order to show the capabilities of FROGS in a more realistic
context, we use the code to simulate 3D GPR data that would be
acquired over a glacier bed containing a subglacial meltwater-channel.
Our example is based on the Otemma glacier in the canton of Wallis
in Switzerland. In this regard, we obtained the topography of the
glacier bed from the 2020 release of the Swiss Glacier Thickness
database (Grab et al., 2021) and the position of a channel from Egli
et al. (2021), who considered the Shreve potential for fully pressurized
flow to calculate the theoretically most likely flow path near the
glacier snout. We set the channel to be four meters wide and its cross-
section to be a semicircle with a maximum height of two meters. The
topography of the glacier bed in the area of interest is shown in Fig. 5.
Superimposed are the position of the channel (red) and the area in
which the 3D GPR simulation was conducted (black).

For the simulation, we positioned the GPR antennas at a constant el-
evation of 2700 m, approximately 200 m above the glacier bed. A total
of 89 lines were simulated, which were oriented north-west to south-
east. Each line consisted of 85 antenna positions. The spacing in in-line
direction as well as in the cross-line direction was 0.5 m, meaning that
5

Fig. 5. Topography of the Otemma glacier bed with the hypothetical position of a
channel in red and the outline of the simulated 3D GPR survey in black.

a rectangular region of 42 × 44 m was modeled. Considering the typical
size of a glaciological domain of interest, the chosen area is relatively
small. This allows for a fast reproduction of our results by readers and is
at the same time sufficient to demonstrate the capabilities of the code.
The antennas were oriented orthogonal to the line direction and the
source and the receiver antennas were colocated.

If data are to be simulated close to the edge of the glacier, the region
outside of the defined glacier bed (in white in Fig. 5) must be filled
with topographic data to avoid boundary effects. In this regard, we
propose to fill each empty pixel with the same value as at the edge of
the glacier bed at the same north–south distance and smooth the result
with a convolutional filter.

The resulting topographic data were divided into 26.5 million scat-
tering elements of size 0.3 × 0.3 m. Calculating the response for all of
these elements in FROGS is unnecessarily time consuming, as scattering
elements far away from the source and the receiver antennas do not
influence the resulting data. For this reason, we decided to ignore all
scattering elements that were more than 200 m laterally away from the
antennas. To avoid boundary effects, the responses between 190 and
200 m lateral distance from the antennas were gradually weighted to
have lesser importance before being summed to obtain the final trace.

To model the glacier bed, the simple Fresnel reflection coefficient
between ice (𝜀𝑟 = 3.2) and bedrock (𝜀𝑟 = 7) was used. At the location of
the subglacial channel, the three-layer reflection coefficient was used
with a layer of water (𝜀𝑟 = 81) between the ice and the bedrock.

A horizontal and a vertical slice through the simulated data are
shown in Figs. 6a and 6d, respectively. Note that the time range of
the vertical slice is focused only upon the region of the data containing
the glacier bed reflection. To isolate the effect of the channel, we also
simulated data without the channel (Figs. 6b and 6e). Subtracting the
dataset without the channel from the dataset containing the channel
resulted in the response of the channel alone (Figs. 6c and 6f).

We observe that the glacier bed produces a strong reflection includ-
ing the typical tripling or bow-tie structure of the reflection caused
by the valley topography at around 30 m inline distance in Fig. 6e.
The channel is seen as a diffraction hyperbola, which is broad due to
the large vertical distance between the GPR antennas and the channel
(Fig. 6f). The top and bottom of the channel produce two strong single
reflections as well as several weaker reflections due to reverberations
of the electromagnetic waves inside the channel (below 2650 ns in
Fig. 6f).

In the horizontal slices (Figs. 6a and 6c), the channel is visible
as two tails of the corresponding diffraction hyperbola. The distance
between the two tails varies as the topography is not flat at the glacier
bed. The superimposed red line showing the position of the channel lies
in the middle between the two tails.
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Fig. 6. Simulated data above the area indicated by the black rectangle in Fig. 5. Subfigures (a) to (c) are time slices at 2600 ns and subfigures (d) to (f) are vertical cross-sections
along the line measured at 14.5 m. a) and (d) contain the reflections from the glacier bed as well as from the channel, (b) and (e) contain only the reflections from the glacier
bed, and (c) and (f) only the reflections from the channel. The red lines show the position of the channel and the blue dashed lines show the position of the intersections between
the time slices (a) to (c) and the vertical slices (d) to (f).
Note that, to accurately simulate a single GPR trace with a finite-
difference code using the geometry considered in this example, we
would require a domain size of 400 × 400 × 240 m to capture all
reflections that can arrive at the antenna and a spatial discretization
of 2.5 × 2.5 × 2.5 cm. This corresponds to a memory demand of 172
TB, which is far greater than the computer resources available to us at
the time of writing. This illustrates that FROGS has a clear place on the
spectrum of GPR numerical modeling methods, opening the possibility
for simulation for certain 3D domains where traditional methods will
fail.

5. Discussion

5.1. Runtime

For the validation example presented in Section 3, FROGS needed
2.7 s to compute the red dashed trace shown in Fig. 4 on a laptop ma-
chine containing an Intel i7-4600M CPU at 2.90 GHz. For the Otemma
glacier example, which features roughly 5000 times more scattering
elements, FROGS, parallelized over the scattering elements, needed
9304 s to calculate the response of 85 antenna positions (excluding the
time required for the parametrization of the glacier bed) on our dated
computer cluster using 32 AMD Opteron 6136 processors at 0.8 GHz.
This amounts to 110 s per antenna position. Instead of parallelizing
FROGS over the scattering elements, parallelization of the code across
the antenna positions may be more computationally efficient when the
number of antenna positions is large.

Concerning the runtime of FROGS, one should be aware that it
is greatly affected by the complexity of the subsurface domain to be
modeled, but not by the domain size. If more scattering elements are
required for a simulation, the runtime will increase even though the
domain size remains the same. On the other hand, if the subsurface
domain can be represented with a rather small number of scattering
elements, the runtime will be low even though the size of the overall
domain is large. This is in contrast to a grid-based numerical modeling
approach, for which the runtime will always increase with increasing
domain size.
6

5.2. Size of scattering elements

The size of the scattering elements is an important parameter for ef-
ficient simulations as making the elements bigger allows for a reduction
of their number and, thus, a reduction in computational time. To assess
the optimal size of the scattering elements for the validation example
presented earlier, we run the example for scattering elements having
side lengths of 1, 2, 4 and 6 m. The resulting traces are plotted in Fig. 7.
Note that the red trace plotted in each subfigure corresponds to a side
length of 𝑙 = 0.5 m and is identical to the red dashed trace depicted in
Fig. 4.

The results in Fig. 7 show that, for this example, a side length of 1 m
yields an equally acceptable result as a side length of 0.5 m (Fig. 7a).
Doubling the side length reduces the runtime on the first author’s
laptop from 2.7 s to 1 s. We see that increasing the side length of the
scattering elements to 2 or 4 m introduces high-amplitude oscillations
behind the first arrival (Figs. 7b and 7c), which result from imperfect
interference of the responses produced by the different scattering ele-
ments. Note that the reflection from the top of the sediment layer is
still correct in these cases, whereas using a side length of 6 m (Fig. 7d)
also affects this arrival.

As we expect the optimal size of the scattering elements to vary as
a function of the distance between the target and the GPR antennas, as
well as the topography of a reflector, such an experiment as outlined
here should be carried out before FROGS simulations are performed in
order to find the optimal value for this parameter.

5.3. Assumptions and limitations

Behind our efficient algorithm are several simplifications that war-
rant further discussion. First of all, we assume that the sampled medium
can be described as a homogeneous domain containing several scat-
tering objects that are far enough away from each other and from
the surface to make the effects of multiple scattering negligible. As
we aim to use this algorithm to simulate GPR data on glaciers, such
as in the Alps or on large ice masses such as on Antarctica, the
assumption of a homogeneous background medium appears to be rather
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Fig. 7. The trace from the validation example recalculated for side lengths of (a) 𝑙 = 1
m, (b) 𝑙 = 2 m, (c) 𝑙 = 4 m and (d) 𝑙 = 6 m (black trace). The red trace is the same as
he red dashed trace in Fig. 4, which corresponds to a side length of 𝑙 = 0.5 m.

ell fulfilled. If necessary, one could extend the algorithm to include
mooth vertical changes in GPR velocity as a function of, for example,
ce density through the adjustment of the vertical wavenumber in the
ave propagation.

The second assumption, that the objects embedded in the ice need
o be far enough from each other and the surface, expresses itself in
he complete absence of secondary scattering in our simulations. This
eans that an event, which is registered at the receiver after the GPR
ulse has been reflected first from one object and then from another,
ill be absent in the FROGS output. In the same way, surface multiples,
hich are events that are reflected twice in the subsurface with a

eflection at the air-ice interface in between before being recorded, will
lso be absent. To our knowledge, such secondary scattering is rather
are in GPR data, as evidenced by the great success of single-scattering-
ased algorithms for the processing and analysis of GPR data (Irving
t al., 2009; Schmelzbach et al., 2012; Xu et al., 2020, 2021; Liu et al.,
022).

However, not all multiple scattering is neglected in FROGS. As seen
n the validation example, use of a three-layer reflection coefficient al-
ows for multiple scattering within a layer. In a similar way, waveguides
an be simulated with the FROGS algorithm if they can be repre-
ented as a layer. To study these phenomena in more complex settings,
inite-difference algorithms or comparable approaches are necessary.

We further assume that the electrical conductivity can be neglected
n the FROGS code. This is generally well justified for ice, but not so
7

or rocks or sediments. Therefore, when using the three-layer reflection
oefficient to simulate, for example, a layer of sediments on top of
he glacier bed, one needs to be aware that no attenuation due to the
lectrical conductivity of the material will be taken into account. Thus,
he sediment layer will cause more multiples in the data simulated by
ROGS than in reality. This could be mitigated by extending FROGS to
se a three-layer reflection coefficient that allows for a non-zero electric
onductivity in the sandwiched layer.

Anisotropy in the background medium, in our case ice, is also
eglected. Therefore, effects caused by preferential orientation of ice
rystals (Kovacs and Morey, 1978) or effects related to changes in the
ce related to the orientation of crevasses (Nobes, 1999) cannot be
imulated in FROGS. However, apparent anisotropic effects due to the
rientation of the antennas relative to reflectors (Nobes and Annan,
000) are taken into account through use of the complete far-field
adiation pattern.

All of the simulations presented in this paper assumed the ice
urface to be flat, but surface topography may be easily considered with
he FROGS code in the sense that the ice surface is defined to be at
he vertical position of the GPR antennas and the algorithm allows us
o place the antennas anywhere in space. However, the implemented
adiation pattern assumes a locally flat, horizontal surface. Therefore,
he simulated data may be affected by some artifacts if a highly complex
urface topography is present.

As one of the first steps in GPR processing is the removal of the
irect wave between the transmitter and receiver antennas, we have
ecided not to include this event in the data simulated with the FROGS
lgorithm. In contrast, finite-difference algorithms do simulate the
irect wave. If desired, the direct wave could easily be included by
valuating the electric field generated by the radiation pattern directly
t the receiver antenna instead of at the location of the scatterers.

Due to its speed and its flexibility of incorporating different types of
cattering, FROGS represents a highly useful tool for exploring various
ubsurface models to help interpret GPR field data or to design optimal
easurement campaigns before going to the field. However, if one of

he assumptions outlined above is violated, additional, possibly expen-
ive, simulations with a finite-difference code should be considered in
rder to avoid erroneous data interpretations.

. Conclusions

We have presented an algorithm for the numerical modeling of
PR data in a fast and memory-efficient way. It is particularly well

uited to glaciological acquisitions over large domains, because its
untime depends on the complexity of the subsurface domain and
ot its size, which is usually huge in glaciological studies due to
he large penetration depth of electromagnetic waves in ice. Further,
he assumption that scattering objects are far from each other and
mbedded in a homogeneous background medium is not unrealistic in
ost glaciological settings.

omputer code availability

The presented algorithm is available on https://github.com/jhunzik
r/FROGS as a MATLAB package and on https://github.com/jhunziker/
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Data availability
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